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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

William W. Lang receives the INCE
Distinguished Engineer Award

William W. Lang was awarded the Distinguished Noise Control Engi-
neer Award of the Institute of Noise Control Engineering USA~INCE-USA!
at a joint meeting of the Greater Boston Chapter of the Acoustical Society of
America~ASA! and INCE-USA Cambridge, MA on 28 October~see Fig. 1!.

The INCE Award is awarded no more frequently than once per year,
ordinarily at an INCE national conference or international congress. The
award includes a plaque on which the awardee’s citation is described along
with an engraved silver Paul Revere Bowl. Previous recipients have been
Leo Beranek and George Maling.

William Lang is a Fellow of the Acoustical Society of America and
received the ASA Silver Medal in Noise in 1984. He has served the Society
as a Member of the Executive Council~1984–87! and as Treasurer~1994–
98!.

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2003
13–15 March American Auditory Society Annual Meeting, Scotts-

dale, AZ @American Auditory Society, 352 Sundial
Ridge Cir., Dammeron Valley, UT 84783; Tel.: 435-
574-0062; Fax: 435-574-0063; E-mail:
amaudsoc@aol.com; WWW: www.amauditorysoc.org#.

28 April–2 May 145th Meeting of the Acoustical Society of America,
Nashville, TN @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

5–8 May SAE Noise & Vibration Conference & Exhibition,
Traverse City, MI@P. Kreh, SAE International, 755 W.

Big Beaver Rd., Suite 1600, Troy, MI 48084; Fax: 724-
776-1830; WWW: http://www.sae.org#.

12–16 May Symposium on Environmental Consequences of Under-
water Sound ~ECOUS!, San Antonio, TX
@www.lsro.org/ECOUS#.

23–25 June NOISE-CON 2003, Cleveland, OH@INCE Business Of-
fice, Iowa State Univ., 212 Marston Hall, Ames, IA
50011-2153; Fax: 515-294-3528; E-mail:
ibo@ince.org#.

27–30 July 1st Conference on Acoustic Communication by Ani-
mals, University of Maryland, College Park, MD
@Acoustical Society of America, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org/
communication.html#.

5–8 Oct. IEEE International Ultrasonics Symposium, Honolulu,
HI @W. D. O’Brien, Jr., Bioacoustics Research Lab.,
Univ. of Illinois, Urbana, IL 61801-2991; Fax: 217-244-
0105; WWW: www.ieee-uffc.org#.

10–14 Nov. 146th Meeting of the Acoustical Society of America,
Austin, TX @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

3–7 Aug. 8th International Conference of Music Perception and
Cognition, Evanston, IL@School of Music, Northwest-
ern Univ., Evanston, IL 60201; WWW:
www.icmpc.org/conferences.html#.

15–19 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.

FIG. 1. The three recipients of the INCE-USA Distinguished Engineer
Award, Leo L. Beranek~l!, William W. Lang ~c!, and George C. Maling~r!.
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Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and

indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Auditory Sound Transmission: An
Autobiographical Perspective

Jozef J. Zwislocki
Lawrence Erlbaum Associates, Mahwah, New Jersey, 2002.
419 pp. Price: $99.95 (hardcover) ISBN: 0805806792.

As suggested by the title, Dr. Zwislocki has written a book that details his
view of the acoustics and mechanics of sound processing by the peripheral
auditory system. The book has some autobiographical flavor to it, especially the
preface where Dr. Zwislocki describes his early technical education in Switzer-
land, his joining the Psychoacoustics Laboratory at Harvard~at the invitation of
S. S. Stevens!, his move to Syracuse, and the founding of the Institute for
Sensory Research. This autographical flavor contributes to, but does not set, the
fundamental tone of the rest of the book. Instead, the major content of the book
is organized along an anatomical and physiological gradient starting with the
external ear, moving through discussions of the middle ear and cochlear me-
chanics, and ending in a discussion of psychoacoustics. A fundamental theme
throughout the book is the use of quantitative descriptions and analytic models
to describe the essence of the transformation of sound to sensation. The chapters
on each of the sections of the auditory system are not written to describe the
evolution in our understanding of the ear, but instead provide a view of Dr.
Zwislocki’s current thinking. These chapters make references to the work of
many contributors to each field but concentrate on the work of the author and his
immediate co-workers, with a major emphasis on cochlear mechanics. There is
also a distinct effort to communicate some of the author’s more recent work that
has not been well described in other publications.

The first three chapters~88 pages in length, entitled ‘‘The Path of Sound,’’
‘‘The Outer Ear,’’ and ‘‘The Middle Ear’’! review the basic structures of the ear
and some of the fundamental data that describe the acoustics and mechanics of
the two most peripheral sections of the auditory system. Highlights of these
sections include reviews of~1! the early acoustic measurements used to describe
the contribution of the substructures of the external ear to sound transmission,
~2! the development of the ‘‘Zwislocki coupler’’ as a standard fixture for the
calibration of audiologic earphones,~3! middle-ear impedance measurements in
normal and pathologic human ears using the ‘‘Zwislocki bridge,’’ and~4! the
development and testing of the structure-based analytical model of middle-ear
function that has been the starting point of more elaborate modern models. The
development of this model is instructive of Dr. Zwislocki’s approach to the
study of the auditory system. The model contains a small number of anatomi-
cally defined structures, the contribution of each being amenable to measure-
ment. Measurements are then used to define and test the structural values used in
the model. These models sometimes ignore details in structure, e.g., the three-
dimensional structure of the tympanic membrane, that may be considered sec-
ondary in order to define a simple, testable analytic decription, with an endpoint
being a ‘‘sufficiently accurate representation...useful in the study of sound trans-
mission.’’

Chapters 4–6 are the heart of the book. Chapter 4~86 pages in length and
entitled ‘‘The Cochlea Simplified by Death’’! is a review of the ‘‘long-wave’’
cochlear model that was Dr. Zwislocki’s first contribution to the study of the ear.
The chapter starts with a description of the structure of the human auditory inner
ear including the variations in structure and mechanical properties along the
length of the cochlear partition. This is followed by a significant analytic sec-
tion, which contains 91 equations that cover topics including~1! the presence of
tonotopically distributed resonators within the cochlear partition,~2! the long-
wave assumption and the resulting transmission-line equations,~3! the effect of
the mass and resistance of the cochlear partition,~4! the cochlear input imped-
ance,~5! the effect of the depth of the cochlear fluid canals and the failure of the
long-wave model near the place of resonance, and~6! Békésy’s paradoxical

waves that traveled from the cochlear base to apex regardless of the location of
the vibratory source.

Chapter 5~105 pages in length and entitled ‘‘Live Cochlea: Physical Con-
stants and Fundamental Characteristics’’! is a unique review~and sometimes
exposition! of Dr. Zwislocki’s more recent work on cochlear micromechanics.
The chapter includes extensive descriptions of the methodologies used to deter-
mine the physical properties of the tectorial membrane, and record from outer-
hair cells and the supporting Hensen’s cells in the middle turn of the cochlea in
living gerbils. A major contention of this chapter~and the rest of the book! is
that the Hensen’s cells are electrically coupled to the outer hair cells in a manner
that allows their use as monitors of the sound-evoked potentials in outer hair
cells. This contention is important because it is easier to obtain stable recordings
from Hensen’s cells. Such recordings will be comparators for most of the sub-
sequent descriptions and analyses of cochlear mechanics. These recent and some
newly described physiological measurements are used to assess the effective
stiffness of the stereocilia of outer cells, and wave-velocity and cochlear wave-
length. The last sections include a good review of modern measurements of
basilar-membrane displacement in different animals and a discussion of the
contribution of the frequency dependence of shear motion between the tectorial
membrane and the base of the stereocilia to the frequency dependence of the
outer-hair cells.

Chapter 6~110 pages in length and entitled ‘‘Live Cochlea: Analysis’’!
reviews Dr. Zwislocki’s previous micromechanical model of stereocilia
tectorial-membrane resonance and builds on that model to present a complete
model of the auditory periphery. The chapter includes numerous tests of the
model parameters and comparisons to data. The chapter concentrates on the
additional filtering of cochlear mechanical events produced by the frequency
dependence of the shear motion within the cochlear partition. The central point
of the chapter is that an anatomically correct model exists ‘‘whose every element
corresponds to an anatomical mechanical element within the cochlea...’’ and
which accounts ‘‘for most prominent characteristics of cochlear mechanics.’’
The effects of varied cochlear resistance, the contribution and mechanisms for
active cochlear feedback, and cochlear compression are also discussed. A unique
characteristic of this chapter is a hypothesis that associates cochlear compression
with an adaptation mechanism.

The last chapter~21 pages in length and entitled ‘‘Pitch and Loudness
Codes’’! follows through on Dr. Zwislocki’s contention~voiced in the Preface!
that a sufficient analytic description of sound transmission through the auditory
periphery can be the basis for research on higher levels of auditory coding
including perception. The chapter discusses the association of pitch to the ‘‘cut-
off’’ frequency of cochlear micromechanics~as opposed to the peak frequency!,
and demonstrates a correlation between loudness estimates and cochlear mecha-
nisms.

This book is a description of an end point in a personal scientific journey,
and represents a consistent view of the entire peripheral auditory system. The
book is not a comprehensive review of the last 55 years of auditory science, but
does note numerous intersection points between Dr. Zwislocki’s work and the
work of others. The book stresses quantitative descriptions and will not be easy
reading for the mathematically naı¨ve. The emphasis on quantitation and the
focused mechanical and acoustic view of the auditory system presented, lead me
to suggest that the book will not be useful as a primary text to new students in
the field. However, it is clearly appropriate and recommended for all more
senior students with a primary interest in auditory mechanics, including those
senior students who have studied this field for more than 10 years.

JOHN J. ROSOWSKI
Eaton-Peabody Laboratory
Massachusetts Eye and Ear Infirmary and
Department of Otology and Laryngology
Harvard Medical School
Boston, Massachusetts 02114
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6,439,831

43.30.Jx METHOD AND APPARATUS FOR
IMPROVING EFFICIENCY ANDÕOR ALTERING
ACOUSTIC SIGNATURE OF SURFACE
AND SUBMERGED VESSELS

Wayne Ernest Conrad, Hampton, Canada
27 August 2002„Class 415Õ1…; filed in Canada 20 April 2000

The power supplied to the propeller of either a surface or subsurface
vessel is time modulated by various electrical and mechanical means in an
attempt to forestall cavitation and thereby increasing the efficiency of the
propulsion system. At the same time, this power modulation can alter the
characteristic noise signature of the vessel, perhaps resulting in quieter
operation.—WT

6,420,816

43.35.Pt METHOD FOR EXCITING LAMB WAVES IN
A PLATE, IN PARTICULAR A CONTAINER
WALL, AND AN APPARATUS FOR CARRYING OUT
THE METHOD AND FOR RECEIVING THE
EXCITED LAMB WAVES

Igor Getman et al., assignors to Endress ¿ Hauser
GmbH ¿ Company

16 July 2002 „Class 310Õ313 R…; filed in Germany 22 December
1999

Lamb waves are excited in the wall of a container in order to monitor
the level of a liquid. Lamb waves, which are composed of transverse waves
oscillating perpendicular to the surface and of longitudinal waves oscillating
tangentially, here are produced by means of interdigital transducers com-
posed of piezoelectric elements configured like interlaced fingers. These
elements are attached to the container surface and are designed to generate
longitudinal vibrations that couple well to the desired Lamb waves.—EEU

6,437,517

43.35.Sx METHOD AND SYSTEM FOR EXCITING
AN AZIMUTHAL ACOUSTIC AND
LONGITUDINAL ACOUSTIC COMBINATION MODE

Jerry Martin Kramer, assignor to Koninklijke Philips Electronics
N.V.

20 August 2002„Class 315Õ246…; filed 22 February 2001

This system relates to reducing vertical segregation in a high-intensity
discharge~HID! lamp. The device reduces this segregation through an ex-
citation of an azimuthal and longitudinal acoustic combination mode of the
HID lamp. The system includes power sources that provide current fre-
quency signals to the lamp, exciting an azimuthal and longitudinal acoustic
combination mode of the lamp, whereby color mixing is achieved within the
lamp.—DRR

6,427,531

43.35.Yb ACTIVE ACOUSTIC PHASED ARRAY
ANTENNA SYSTEM

Prasan Chintawongvanich, Las Cruces, New Mexico
6 August 2002„Class 73Õ170.13…; filed 9 November 1999

Remote measurement of atmospheric wind can be performed using
radio waves~sonar!, or more recently hypersonic acoustic waves. The in-
ventor argues that adapting established sonar techniques to acoustic waves is
inefficient. A new phased array system is described which uses separate
transmitting and receiving arrays. The system includes an improved back-
scatter signal retrieval technique which is said to greatly speed up the mea-
surement process while at the same time providing improved measurement
resolution—GLA

6,416,164

43.35.Zc ACOUSTIC EJECTION OF FLUIDS USING
LARGE F-NUMBER FOCUSING ELEMENTS

Richard G. Stearns and Richard N. Ellson, assignors to Picoliter,
Incorporated

9 July 2002„Class 347Õ46…; filed 20 July 2001

This patent relates to a device for ejecting droplets from a fluid reser-
voir toward designated sites on a surface. The technique is said to be useful
in a number of contexts, particularly in the preparation of bimolecular ar-
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rays. Ejection of droplets from the free surface of a fluid occurs when
acoustic energy of sufficient intensity is focused through the fluid onto its
surface. The F-number is the ratio of the focusing-means-to-focal-point dis-
tance to the size of the aperture through which the acoustic energy passes.
Arrangements with F-numbers near one are well understood, but arrange-
ments with larger F-numbers extend the flexibility and utility of focused
acoustic waves for droplet ejection. Larger F-number arrangements permit
ejection of small droplets from a fluid layer of greater height and allow for
greater latitude in fixing the location of the fluid surface relative to the focal
plane of the acoustic beam.—EEU

6,443,901

43.38.Ar CAPACITIVE MICROMACHINED
ULTRASONIC TRANSDUCERS

John Douglas Fraser, assignor to Koninklijke Philips Electronics
N.V.

3 September 2002„Class 600Õ459…; filed 15 June 2000

An ultrasonic transducer is formed of multiple capacitive microma-
chined ultrasonic transducer~cMUT! cells, each comprising a charged dia-
phragm plate14 capacitively adjacent to an oppositely charged base plate
12. The diaphragm plate is distended toward the base plate by a bias charge.
The base plate may include a central portion elevated toward the center of
the diaphragm plate~not shown! to cause the charge of the cell to be of
maximum density at the moving center of the diaphragm plate. For har-

monic operation the drive pulses applied to the cells are predistorted in
consideration of the inherent nonlinearity of the device to reduce harmonic
contamination of the transmit signal. The cMUT cells can be fabricated by
conventional semiconductor processes and hence integrated with ancillary
transducer circuitry such as a bias charge regulator. The cells may also be
fabricated by micro-stereolithography whereby they can be formed using a
variety of polymers and other materials.—DRR

6,434,539

43.38.Hz METHOD AND APPARATUS FOR
DETERMINING AND FORMING DELAYED
WAVEFORMS FOR FORMING TRANSMITTING OR
RECEIVING BEAMS FOR AN ACOUSTIC
SYSTEM ARRAY OF TRANSMITTING OR
RECEIVING ELEMENTS FOR IMAGING IN NON-
HOMOGENOUSÕNON-UNIFORM MEDIUMS

Harvey C. Woodsumet al., assignors to Sonetech Corporation
13 August 2002„Class 706Õ13…; filed 20 April 1999

How can a beam of sound be controlled if it passes through a nonho-
mogenous medium such as human tissue? The inventors make use of genetic
algorithms in an unusual approach to the problem. Genetic terminology
~gene, chromosome, surviving population, etc.! is employed throughout the
patent, including the claims. Fortunately, definitions are included where
needed. Those interested in the field will find the patent worth reading.—
GLA

6,421,449

43.38.Ja SPEAKER

Akinori Hasegawa et al., assignors to Matsushita Electric
Industrial Company, Limited

16 July 2002„Class 381Õ401…; filed in Japan 16 March 1999

It is well known that a loudspeaker voice coil wound with round wire
rather than ribbon wastes valuable space in the magnetic gap26. This patent

suggests that the interstices between windings27 can be filled with smaller
windings28. These secondary windings are then used as a detection coil for
motional feedback.—GLA

6,425,456

43.38.Ja HOLLOW SEMICIRCULARLY CURVED
LOUDSPEAKER ENCLOSURE

Jacob George, assignor to Vector Transworld Corporation
30 July 2002„Class 181Õ199…; filed 12 July 2000

The figures in this patent are beautifully drawn and unusually com-
plete. The invention itself is a fairly conventional rear loading horn loud-
speaker system. Highly damped coupling chamber34 drives a coiled, slowly

expanding air column. A novel feature is the bifurcated mouth, terminating
in side panel openings43 and44. This configuration is somehow supposed
to, ‘‘...prevent back waves from reflecting back to the driver.’’—GLA

SOUNDINGS

1194 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Reviews of Acoustical Patents



6,431,309

43.38.Ja LOUDSPEAKER SYSTEM

C. Ronald Coffin, Topsfield, Massachusetts
13 August 2002„Class 181Õ156…; filed 14 April 2000

The inventor’s previously patented dual-cone loudspeaker design ef-
fectively shrinks an 18-in. woofer into a 15-in. frame. Although sound from
the front surfaces of primary cone1 and auxiliary cone4 combine to pro-

duce front radiation, the rear surfaces of the two cones can be loaded inde-
pendently. The arrangement shown will work, but not as efficiently as a
single-chamber vented box.—GLA

6,424,720

43.38.Lc METHOD AND DEVICE FOR REDUCING
MULTI-CHANNEL ACOUSTIC ECHO AND
ADAPTING SOUND TO SPACE CONDITIONS

Jean-Philippe Thomaset al., assignors to France Telecom
23 July 2002„Class 381Õ66…; filed in France 21 May 1997

Persons not directly involved with audio and video teleconferencing
may not appreciate the extent to which this technology is used by corpora-
tions and other organizations. Several locations may be linked in an elec-
tronic conference, with several participants at each location. For optimum
speech clarity, each microphone channel should pick up the direct sound
from a single talker and reject all other signals, including multiply reflected
room sound. Digital signal processing can come surprisingly close to this
goal but may become confused when two or more participants at different
locations talk simultaneously. Microphones that should be activated may be
muted and vice versa. The invention describes an improved algorithm for
dealing with this situation.—GLA

6,393,402

43.38.Md METHOD FOR PRODUCING REMOTELY
A PICTURE DISPLAY DEVICE STORING ONE
OR MORE ASSOCIATED AUDIO MESSAGES

Alan R. Loudermilk and Wayne D. Jung, assignors to LJ Talk
LLC

21 May 2002„Class 704Õ272…; filed 6 December 2001

Several patent reviews have previously appeared in this journal on
how to make a picture frame talk. This one listens, as well. The viewer may

hear a particular sound byte associated with a picture by various means,
such as touching a point on the frame. By touching another spot, new sounds
may be recorded to be added to those already available.—DLR

6,421,446

43.38.Vk APPARATUS FOR CREATING 3D AUDIO
IMAGING OVER HEADPHONES USING
BINAURAL SYNTHESIS INCLUDING ELEVATION

Terry Cashion and Simon Williams, assignors to QSound Labs,
Incorporated

16 July 2002„Class 381Õ17…; filed 11 December 1998

This patent is a continuation of two earlier patents, the first of which
was filed in 1998. The goal is to allow virtual sound sources, as reproduced
through headphones, to be located anywhere and moved to anywhere else.
The patent text explains that by providing several ‘‘range control blocks’’
and ‘‘location control blocks,’’ it is possible to work with a fixed number of
HRTF filters regardless of the number of audio inputs.—GLA

6,421,447

43.38.Vk METHOD OF GENERATING SURROUND
SOUND WITH CHANNELS PROCESSING
SEPARATELY

Yu-Ming Chu, assignor to Inno-Tech Company, Limited
16 July 2002„Class 381Õ18…; filed 30 September 1999

The patent describes yet another method of enhancing two-channel
stereo program material to generate an expanded sound field. Instead of
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working with sum and difference signals, the left and right signals are pro-
cessed separately and then subsequently cross coupled.—GLA

6,424,719

43.38.Vk ACOUSTIC CROSSTALK CANCELLATION
SYSTEM

Gary W. Elko and Darren B. Ward, assignors to Lucent
Technologies Incorporated

23 July 2002„Class 381Õ1…; filed 29 July 1999

To facilitate the creation of virtual sound sources, audio engineers have
spent a lot of time trying to make loudspeakers sound like headphones. The
basic problem is that each ear hears both loudspeakers. One way to partly
cancel this unwanted interaural crosstalk requires pairs of closely spaced
loudspeakers for left and right channels. Other patented methods rely exclu-
sively on electronic processing. For these systems to work effectively, the

listener must remain at one preferred location and not move his or her head.
This patent describes an interesting method of enlarging the effective listen-
ing area which involves adding a third loudspeaker12, set somewhat for-
ward of left and right speakers11 and13. The patent is very well written in
terse, technical English accompanied by informative diagrams.—GLA

6,430,293

43.38.Vk RECORDING AND PLAY-BACK TWO-
CHANNEL SYSTEM FOR PROVIDING A
HOLOPHONIC REPRODUCTION OF SOUNDS

Luca Gubert Finsterle, Cernusco sul Naviglio Milan, Italy
6 August 2002„Class 381Õ17…; filed in Italy 13 August 1996

The text of this United States patent appears to have been translated
from Italian by someone with an excellent command of literary English, but
not all that familiar with American technical terms—loudspeakers are called
diffusers, for example. Even so, the invention is difficult to understand on its
own terms. It appears that signals from two ideally located microphones are
recorded directly onto two audio channels, reminiscent of Mercury ‘‘Living
Presence’’ stereo recordings. Playback requires two conventional front
speakers plus two rear speakers. Signals to the rear speakers are essentially
the same as the front signals, ‘‘...but having a sound pressure adjusted in a
range from215 dB to19 dB, preferably from210 dB to16 dB.’’ If all
four speakers are identical and properly adjusted, then a 360 degree recon-
struction of the original sound scene can be attained ‘‘...since it will be
possible to reduce the perspective distortion occurring in listening from the
front diffusers only.’’—GLA

6,430,294

43.38.Vk SOUND IMAGE LOCALIZATION METHOD
AND APPARATUS, DELAY AMOUNT
CONTROL APPARATUS, AND SOUND IMAGE
CONTROL APPARATUS WITH USING
DELAY AMOUNT CONTROL APPARATUS

Akihiro Fujita et al., assignors to Kabushiki Kaisha Kawai Gakki
Seisakusho

6 August 2002„Class 381Õ17…; filed in Japan 22 October 1996

The patent is concerned with controlling phantom sound sources in a
virtual reality system. As the title suggests, the proposed methodology is
fairly complicated but is said to reduce computational and memory require-
ments in comparison with known techniques.—GLA

6,430,535

43.38.Vk METHOD AND DEVICE FOR PROJECTING
SOUND SOURCES ONTO LOUDSPEAKERS

Jens Spille and Johannes Bo¨hm, assignors to Thomson Licensing,
S.A.

6 August 2002„Class 704Õ500…; filed in Germany 7 November 1996

The spatial position of each sound source is encoded and recorded
along with its acoustic output to create an ‘‘acoustic object.’’ During play-
back the position information is used to create the best possible stereo effect
from whatever loudspeaker arrangement is in use.—GLA

6,393,895

43.40.Le METHOD AND APPARATUS FOR
CHARACTERIZING MATERIALS BY USING A
MECHANICAL RESONATOR

Leonid Matsiev et al., assignors to Symyx Technologies,
Incorporated

28 May 2002„Class 73Õ24.06…; filed 12 August 1998

A mechanical resonator, such as a tuning fork or a piezoelectric ele-
ment, is immersed in a well that contains a small amount of a liquid that is
to be characterized. An input signal is sent to the resonator and swept over
a selected frequency range while the resonator’s response is measured. The
liquid’s characteristics are then deduced from that response. Multiple reso-
nators of different types may be used to evaluate a wider range of properties,
and some resonator components also may be used to measure the liquid’s
electrical parameters.—EEU

6,412,586

43.40.Tm TOROIDAL EXHAUST VIBRATION
ABSORBER

Gerald W. Askew, assignor to International Truck Intellectual
Property Company, L.L.C.

2 July 2002„Class 180Õ309…; filed 27 May 1999

In order to reduce the vibrations of a heavy truck’s vertical exhaust
pipe, a dynamic absorber~or ‘‘tuned damper’’! is placed around the pipe
near its upper end. The absorber consists of a toroidal mass that is attached
to the pipe via resilient elements, which essentially consist of vertically or
circumferentially oriented leaf springs.—EEU
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6,401,933

43.40.Yq DISPLACEABLE ECCENTRIC FOR
VIBRATORY SCREEN

Douglas J. Cohen and Mauricio A. Escobar, assignors to Ohio
Central Steel Company An Ohio Corporation

11 June 2002„Class 209Õ366.5…; filed 1 November 2000

This patent pertains to a device that generates vibrations by means of
an eccentric mass mounted on a rotating shaft. Here the eccentric mass is
arranged so that it can slide radially in response to the centrifugal force that
acts on it. Springs keep the mass seated with its center of gravity near the
shaft axis until a predetermined rotational speed is reached, thus keeping
vibrations small until the machine approaches its operating speed.—EEU

6,404,104

43.40.Yq VIBRATION TYPE ACTUATOR AND
VIBRATION TYPE DRIVING APPARATUS

Takashi Maeno et al., assignors to Canon Kabushiki Kaisha
11 June 2002„Class 310Õ323.02…; filed in Japan 27 November 1997

This actuator for producing motion of a spherical moving member
~rotor! about three axes employs only a single vibrating member~stator!,
unlike prior art devices that used multiple stators. Typical stator embodi-
ments consist of assemblies of piezoelectric elements that may be made to
vibrate in different modes by the application of appropriately phased
voltages.—EEU

6,405,591

43.40.Yq WHEEL BALANCER USING CONTROLLED
LOAD ROLLER FORCE VARIATION

Nicholas J. Colarelli III et al., assignors to Hunter Engineering
Company

18 June 2002„Class 73Õ462…; filed 5 January 2001

This system for balancing automobile wheels incorporates a roller that
applies a load to the tire so as to simulate operation of the wheel under road
conditions. A controller is used to vary the force applied by the load roller.
Data from vibration and force sensors mounted in the axle are fed to a
processor and used to determine wheel imbalance, runout, and tire
stiffness.—EEU

6,437,568

43.50.Gf LOW NOISE MRI SCANNER

William Alan Edelstein et al., assignors to General Electric
Company

20 August 2002„Class 324Õ318…; filed 2 October 2000

This patent presents a low noise imaging system for producing mag-
netic resonance images of a subject and for minimizing acoustic noise gen-
erated during imaging. The imaging apparatus consists of a magnetic assem-
bly, a gradient coil assembly, and a rf coil assembly. At least one of these
assemblies is configured to reduce the generation and transmission of acous-
tic noise in and about the imaging apparatus. A layer of acoustic absorptive
material may be deployed between the conductors and the patient bore
tube.—DRR

6,433,693

43.60.Bf APPARATUS AND METHOD FOR BOIL
PHASE DETECTION BASED ON ACOUSTIC
SIGNAL FEATURES

Harry Kirk Mathews, Jr., assignor to General Electric Company
13 August 2002„Class 340Õ584…; filed 31 July 2000

Various boil phases~such as presimmer, simmer onset, simmer, and
boiling! in utensils on range cook-tops are detected by monitoring the acous-
tic signals from these utensils. The acoustic signals are conditioned and
filtered, and their first derivatives are determined. The results are fed to a
feature recognition algorithm.—EEU

6,449,368

43.60.Gk MULTIDIRECTIONAL AUDIO DECODING

Mark Franklin Davis et al., assignors to Dolby Laboratories
Licensing Corporation

10 September 2002„Class 381Õ1…; filed 14 March 1997

This low-mips, crosstalk-cancelling audio network software may be
implemented in real time on a personal computer using only a small fraction
of the available CPU cycles. The network is particularly useful for rendering
surround sound images outside the space between the left and right
computer/multimedia loudspeakers. The network includes two signal feed-
back paths, each having a time delay and frequency-dependent characteris-
tic. The frequency-dependent characteristic represents the smoothed differ-
ence in the acoustic attenuation from a transducer to the listener’s ear
farthest from the transducer and to the listener’s ear closer to that transducer.
One or more simple digital filters requiring low processing power imple-
ment the smoothed difference in the attenuation.—DRR

6,449,371

43.60.Gk PC SURROUND SOUND MIXER

Hock Guan Tan and Edward K. W. Law, assignors to Creative
Technology Limited

10 September 2002„Class 381Õ119…; filed 17 February 1999

The patent relates to a PC surround sound mixing circuit, in particular,
a circuit configured to receive multiple audio signals~both from a PC and
from other sources!, perform a function on the audio signals, and generate a
single, multi-channel, surround-sound output signal.—DRR

6,449,215

43.60.Lq THREE-DIMENSIONAL IMAGING SYSTEM
FOR SONAR SYSTEM

Richard R. Shell, assignor to the United States of America as
represented by the Secretary of the Navy

10 September 2002„Class 367Õ7…; filed 9 October 2001

A three-dimensional sonar imaging system concept is discussed that
processes data from a forward-looking sonar and a side-looking sonar, as
well as vehicle position and navigation data, bathymetry data, bottom sedi-
ment data, water surface data, and detection/cluster data, to produce a true
three-dimensional image of the ensonified region.—WT
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6,448,283

43.64.Gz METHODS FOR PREVENTINGÕTREATING
DAMAGE TO SENSORY HAIR CELLS AND
COCHLEAR NEURONS

Jukka Ylikoski et al., assignors to Cephalon, Incorporated
10 September 2002„Class 514Õ411…; filed 24 September 1999

Methods for preventing or treating damage to sensory hair cells and
cochlear neurons are disclosed. The methods consist of the administration of
an effective amount of a compound of Formula I or Formula II, which are
described chemically in extreme detail in the patent. This method is said to
provide prevention or treatment of both hearing loss and loss of sense of
balance.—DRR

6,397,198

43.66.Lj TOKENLESS BIOMETRIC ELECTRONIC
TRANSACTIONS USING AN AUDIO
SIGNATURE TO IDENTIFY THE TRANSACTION
PROCESSOR

Ned Hoffman et al., assignors to Indivos Corporation
28 May 2002„Class 705Õ44…; filed 20 July 1999

As a part of this biometric identification system, a fragment of sound is
generated which will make it easier for the user to uniquely identify another
party to a transaction. The sound may be a fragment of speech or music, or
it may be generated directly from the digital data using a series of sine- and
square-wave generators. The user’s perception of this audio signature pro-
vides a level of confidence that the digital data is correct much faster than if
the user had to directly evaluate the digital data. However, the system is
probably not very resistant to deception or mimicry.—DLR

6,438,244

43.66.Ts HEARING AID CONSTRUCTION WITH
ELECTRONIC COMPONENTS ENCAPSULATED IN
SOFT POLYMERIC BODY

Roger P. Juneauet al., assignors to Softear Technologies
20 August 2002„Class 381Õ322…; filed 28 October 1998

Materials and method are described for construction of a soft hearing
aid that is solid. The body portion of the hearing instrument is constructed of
an elastomer having a durometer of 10–35 Shore A. The electronic compo-
nents are embedded in the solid portion of a soft fill made of silicone or

silicone polymer material. The resulting hearing aid is said to be more
accurately shaped to the ear since the ear impression is not modified as is
done in traditional acrylic shell construction. Additionally, the outer surface
of the hearing aid is said to be nonabsorbent and virtually impervious to
discoloration, cracking, and ear wax.—DAP

6,438,245

43.66.Ts HEARING AID COMMUNICATIONS
EARPIECE

Jon C. Taenzer and William D. Mercer, assignors to ReSound
Corporation

20 August 2002„Class 381Õ330…; filed 2 November 1998

Using cell phones with hearing aids can be problematic due to inter-
ference induced from pulsing rf signals via rectification in the hearing aid
and acoustic feedback caused by covering the hearing aid microphone inlet.
To increase the distance between the rf circuitry and the hearing aid, a
detachable earpiece200 containing a two-way wireless receiver and an
acoustic output tube is mounted behind the ear. The earpiece is retained with
a break-away clip attached adhesively or via magnetic means to the surface

of a hearing aid. The acoustic tube couples the output of the earpiece to the
microphone inlet of the hearing aid, which may be an in-the-ear, in-the-
canal, or behind-the-ear type. The earpiece may also contain a microphone
for picking up and relaying the wearer’s voice and environmental sounds
back to the two-way communication device. The earpiece may be provided
with a transmitter telecoil to couple magnetically to a receiving telecoil in
the hearing aid in addition to or in place of the acoustical coupling tube.—
DAP

6,442,279

43.66.Ts ACOUSTIC CONDITIONER

David A. Preves et al., assignors to Micro Ear Technology,
Incorporated

27 August 2002„Class 381Õ72…; filed 13 October 2000

For hearing-impaired persons working in noisy environments, earplugs
or earmuffs attenuate desired sounds as well as undesired sounds, making
communication difficult. A switch26 enables either normal amplification for
a hearing-impaired person or an attenuation mode with some amplification

that also limits to a maximum level the excessive noise levels that can reach
the ear. The switch can be controlled manually by the wearer via a toggle
switch on the device’s housing or automatically in response to the presence
of a high long-term average noise level relative to the level for speech or
music sounds.—DAP
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6,449,372

43.66.Ts METHOD FOR MATCHING HEARING AIDS
BINAURALLY

Michael Greminger, assignor to Phonak AG
10 September 2002„Class 381Õ314…; filed in the European Patent

Office 5 January 1999

For ears with symmetrical hearing loss, binaural matching of hearing
aid performance is thought to optimize the fitting. Described is a program-
ming system that allows optional simultaneous single adjustment of both left
and right hearing aids. To accomplish this, the hearing aids may interact
with each other via either a wired or wireless means. Various means for
accomplishing this graphically on a computer screen are described.—DAP

6,447,461

43.66.Yw METHOD AND SYSTEM FOR
CONDUCTING A HEARING TEST USING A
COMPUTER AND HEADPHONES

Steven Anthony Eldon, assignor to Sound ID
10 September 2002„Class 600Õ559…; filed 7 November 2000

This device constitutes hearing test equipment designed for nonaudi-
ologists~such as musicians, recording studio engineers, audio professionals,
etc.! who desire to obtain for themselves accurate information about their
hearing at their own recording facility or at home, using computer equip-
ment and headphones. The user-operated, user-calibrated audiological test
system includes software, a calibrator, and specified headphones. The fre-
quency response of the headphones is measured. The soundcard of a com-
puter is used to generate audiological test signals, and either the actual
output level of those signals or the analysis of the results is compensated by
software for the frequency response of the headphones. The calibrator al-
lows an accurate calibration level to be established for the soundcard input.
The software provides for using the procedure to perform several audiologi-
cal tests.—DRR

6,398,730

43.70.Dn NETWORK-BASED METHOD AND
APPARATUS FOR THE DETECTION OF THE
DYSLEXIA SYNDROME AND RELATED
CVS DISORDERS

Harold N. Levinson, Great Neck, New York
4 June 2002„Class 600Õ300…; filed 14 February 2000

This patent begins with the argument that a large number of language
problems, including reading, writing, spelling, and concentration problems,
as well as several attention deficit disorders, and even some fears, phobias,
and behavioral problems are all related to a known cerebellar-vestibular
brain disorder. The patent then presents a system for Internet administration
of a test for this disorder, thus making it possible for large numbers of
individuals to be tested and making the results of those tests more easily
available to the conducting researchers. Some of the tests do require specific
visual, auditory, or tactile devices to be installed at the remote computer.—
DLR

6,400,989

43.70.Dn ADAPTIVE SENSORY-MOTOR ENCODER
FOR VISUAL OR ACOUSTIC PROSTHESIS

Rolf Eckmiller, assignor to Intelligent Implants GmbH
4 June 2002„Class 607Õ54…; filed in Germany 21 February 1997

Most current systems for implantation of electrode arrays into visual or
auditory cortex have depended on an essentially random implantation pat-
tern and on the ability of the cortex to adapt to that random structure to
produce meaningful perceptual stimulation. The system described here adds

a level of system adaptation, providing a feedback mechanism to allow the
patient or the physician to adaptively adjust static and dynamic characteris-
tics of the array excitation according to the patient’s perception. Various
additional parameters, such as eye or head movement, may be taken into
account in the encoding scheme.—DLR

6,405,167

43.70.Ep INTERACTIVE BOOK

Mary Ann Cogliano, Loomis, California
11 June 2002„Class 704Õ251…; filed 16 July 1999

This device provides reading material for a child, perhaps displayed in
a booklike format, and includes speech recognition and playback capabili-
ties. Many individual words in the material would have associated signaling

and detection points to call attention to that word or to allow the child to
indicate the word to the system. The word could be pronounced for the child
or the child’s pronunciation could be evaluated by the system.—DLR

6,389,377

43.72.Ar METHODS AND APPARATUS FOR
ACOUSTIC TRANSIENT PROCESSING

Fernando J. Pineda et al., assignors to The Johns Hopkins
University

14 May 2002„Class 703Õ4…; filed 1 December 1998

This mixed-signal~analog and digital! integrated circuit design is in-
tended for detecting transient sounds, up to 100 ms in duration, in a model
of the human ear. The input to the transient detector is a bank of filters, in
this case, 31 bands, log-spaced from 100 to 6000 Hz. By several steps of
normalization and differencing, each band signal is reduced to a binary
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level. This allows simple XOR detection, avoiding either digital or analog
multiplication. By concentrating on relatively short transients, the device
avoids a need for time adjustments. There is a brief discussion of classifi-
cation algorithms usable with the resulting detected time-frequency matrix
data.—DLR

6,397,185

43.72.Ar LANGUAGE INDEPENDENT
SUPRASEGMENTAL PRONUNCIATION TUTORING
SYSTEM AND METHODS

Julia Komissarchik and Edward Komissarchik, assignors to
Betteraccent, LLC

28 May 2002„Class 704Õ270…; filed 29 March 1999

This software package for helping a person learn the proper pronun-
ciation of a foreign language provides side-by-side comparisons of the
source materials and the user’s productions. Any of a number of speech

parameters may be selected for display. An algorithm then examines the
phonetic and syllabic patterns to locate those aspects of the signal most
likely to represent significant problem areas in the student’s
pronunciation.—DLR

6,442,520

43.72.Bs METHOD AND APPARATUS FOR
CONTINUOUS SPEECH RECOGNITION USING A
LAYERED, SELF-ADJUSTING DECODED
NETWORK

Eric Rolse Buhrke and Wu Chou, assignors to Agere Systems
Guardian Corporation

27 August 2002„Class 704Õ255…; filed 8 November 1999

A continuous speech recognizer is proposed having three dynamically
expanded networks, each with self-adjusting capability. Speech data is sepa-

rated into frames and inputted into a dynamic programming network. Nodes
are built by the dynamic programming network that represent likelihood
scores of predefined models corresponding to the speech data. A phone
~speech! expanding network provides phone rules that control which nodes
of the dynamic programming network can be connected by arcs to other
nodes. The speech framer output is also connected to a word network pro-
cess for storing and applying language rules. The asynchronous word net-
work operates in parallel with the other two networks to provide word rules
that control which portions of the phone network correspond and do not
correspond to recognizable words.—DAP

6,405,166

43.72.Fx MULTIMEDIA SEARCH APPARATUS AND
METHOD FOR SEARCHING MULTIMEDIA
CONTENT USING SPEAKER DETECTION BY AUDIO
DATA

Qian Huang et al., assignors to AT&T Corporation
11 June 2002„Class 704Õ246…; filed 15 October 2001

This is a system for searching through multimedia data, such as a
videotape library, for a particular speaker’s voice. A large database would
contain speaker-specific information, such as Markov models trained for
specific, perhaps well-known, individuals. A user could then request a search
by giving the target individual’s name. The system would locate relevant
materials in the large database.—DLR

6,385,584

43.72.Ja PROVIDING AUTOMATED VOICE
RESPONSES WITH VARIABLE USER PROMPTING

Alexander I. McAllister and James E. Curry, assignors to Verizon
Services Corporation

7 May 2002„Class 704Õ275…; filed 30 April 1999

This speech playback system, intended for use in a telephone dialing
response system, attempts to provide a more natural user interface by storing
a variety of alternate phrases to be used in response to a particular situation.
One of the various alternate phrases, all intended to be semantically equiva-
lent, is selected randomly when the corresponding situation arises. A mo-
ment’s reflection would reveal that such alternates are rarely in fact seman-
tically equivalent. If anything, this kind of solution, rather than making the
machine seem more human, probably makes it seem less so.—DLR
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6,393,400

43.72.Ja INTELLIGENT OPTICAL DISK WITH
SPEECH SYNTHESIZING CAPABILITIES

Takashi Shigetomiet al., assignors to Kabushiki Kaisha Optrom
21 May 2002„Class 704Õ258…; filed in Japan 18 June 1997

As computer disk drive speeds and capacities increase, we expect to
see speech processing systems make use of those increases. This patent
describes the straightforward application of existing speech playback and
synthesis techniques to a large-capacity disk storage system. The novel fea-
ture, if it is that, is that the speech processing logic is closely incorporated
into the disk drive circuitry, for maximum use of the drive’s capabilities.—
DLR

6,405,169

43.72.Ja SPEECH SYNTHESIS APPARATUS

Reishi Kondo and Yukio Mitome, assignors to NEC Corporation
11 June 2002„Class 704Õ258…; filed in Japan 5 June 1998

This speech synthesis system begins with separate subsystems for gen-
erating phonetic and prosodic aspects of the speech signal. The signal is then
reevaluated to reconcile discrepancies between these two aspects of the
signal. In the classical case of interactions between these two signal aspects,
the pitch and duration details are modified on the basis of the local phonetic
structure. Although the patent suggests that modifications can act in the
opposite direction as well, no examples of such are provided.—DLR

6,393,444

43.72.Kb PHONETIC SPELL CHECKER

Stephen Graham Copinger Lawrence, assignor to International
Business Machines Corporation

21 May 2002„Class 707Õ533…; filed in the United Kingdom 22
October 1998

This spell checker converts the input word into a phonetic representa-
tion, does a weighted phonetic lookup, and then converts the result back to
the spelled form. A 15-year-old paper on phonemes and their spelling is
cited as the basis for the text-to-phonetic conversion. The result of this
process is a sequence of ‘‘clusters,’’ each of which is the longest sequence of
letters found to have a specific phonetic correlate. Various steps are de-
scribed by which the clusters are assigned weightings for each of the pos-
sible pronunciations. A set of rules then guides the process of conversion
back to the spelled form. Some of the steps in the system can be trained with
plain, unmarked text, such as books available via the Internet, rather than
requiring a phonetic dictionary.—DLR

6,404,859

43.72.Kb VOICE ENABLED SYSTEM FOR REMOTE
ACCESS OF INFORMATION

Moh’d Abdel-Hamid Hasan, assignor to Lockheed Martin
Corporation

11 June 2002„Class 379Õ88.04…; filed 6 May 1999

This system for voice interaction with a computer provides security
features allowing certain limited or restricted accesses to sensitive informa-
tion by voice in a closed, private computer network. The system includes
both speaker verification methods as well as more traditional data access
protocols.—DLR

6,404,860

43.72.Kb SYSTEM AND METHOD FOR INTERNET
CALL MANAGEMENT WITH TEXT-TO-
SPEECH MESSAGING

Theodore E. Casellini, assignor to SS8 Networks, Incorporated
11 June 2002„Class 379Õ88.17…; filed 9 February 2000

The patent describes a series of protocols for combining voice and text
messages smoothly in a system for Internet telephone communication. Both
notification to the subscriber and feedback to the caller are converted to an
appropriate text or voice form depending on preferences and current condi-
tions at each user’s unit.—DLR

6,404,872

43.72.Kb METHOD AND APPARATUS FOR
ALTERING A SPEECH SIGNAL DURING A
TELEPHONE CALL

Randy G. Goldberg et al., assignors to AT&T Corporation
11 June 2002„Class 379Õ201.11…; filed 25 September 1997

The system, as described in this patent, would add an extra processing
layer to a communication network system, such as a cell phone linkage. The
new layer would be programmable in some reasonable way by a caller so as
to disguise the caller’s voice or to alter the caller’s signal in any of several
ways. Thus, the caller could alter the background so as to pretend that he or
she is at a wild party or, perhaps, not at the wild party.—DLR

6,438,521

43.72.Ne SPEECH RECOGNITION METHOD AND
APPARATUS AND COMPUTER-READABLE
MEMORY

Masayuki Yamada et al., assignors to Canon Kabushiki Kaisha
20 August 2002„Class 704Õ254…; filed in Japan 17 September 1998

In single-syllable speech recognition systems, a silent period between
syllables tends to be recognized as the end of an utterance. The described
system determines whether speech separately uttered as a single syllable is
included in the input speech by comparing a first score calculated by com-
paring an arbitrary syllable sequence with the input speech to a second score
calculated by a speech recognition result of the input speech. The speech
recognition result is output when the second score is larger than the first
score. Alternatively, on the basis of the determination result, the system may
prompt the user to input speech again by speaking continuously without any
pause.—DAP

6,449,594

43.72.Ne METHOD OF MODEL ADAPTATION FOR
NOISY SPEECH RECOGNITION BY
TRANSFORMATION BETWEEN CEPSTRAL AND
LINEAR SPECTRAL DOMAINS

Tai-Hwei Hwang and Hsiao-Chuan Wang, assignors to Industrial
Technology Research Institute

10 September 2002„Class 704Õ233…; filed in Taiwan, Province of
China 7 April 2000

Computation requirements are high for adjusting probability density
functions when using a parallel modal combination method of combining
statistical data or of speech and noise in the linear spectral domain. Past
approaches have tried to reduce processing time by adapting mean vectors
and ignoring variances. This has resulted in reduced accuracy for the recog-
nition of speech in noise. In the method proposed here, transforming statis-
tical data of speech and noise from the cepstral domain to the linear spectral
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domain reduces processing time while maintaining high recognition accu-
racy. Cepstral mean noise and speech vectors are first transformed into the
linear spectral domain. The linear vectors are combined to obtain a linear
noisy speech vector which is then transformed back to the cepstral domain.
Finally, the cepstral covariance speech and noise matrices are multiplied by
scaling factors and the resulting scaled cepstral covariance matrices are
combined to determine the cepstral covariance matrix of adapted noisy
speech.—DAP

6,393,397

43.72.Pf COHORT MODEL SELECTION
APPARATUS AND METHOD

Ho Chuen Choi et al., assignors to Motorola, Incorporated
21 May 2002„Class 704Õ250…; filed in Australia 17 June 1998

The cohort model of speaker identification refers to the method of
searching through many individual speaker models for those which are most
similar to a new registering speaker. The model for the new speaker is stored
along with references to the set of similar ‘‘cohort’’ models. During speaker
verification, the candidate’s voice must be closest to the claimed speaker’s
patterns and also closer to those patterns than to any of the cohort models.
The patent deals with efficient methods of searching the speaker model
database to locate usable cohort models for a new registrant and describes
various details of the feature set and the distance measures which affect such
searches.—DLR

6,401,063

43.72.Pf METHOD AND APPARATUS FOR USE IN
SPEAKER VERIFICATION

Matthieu Hébert and Stephen D. Peters, assignors to Nortel
Networks Limited

4 June 2002„Class 704Õ234…; filed 9 November 1999

This system for speaker verification processes the speech of a new
registrant in two ways using a speaker-independent reference model to pro-
duce both speaker-dependent and speaker-independent patterns. These pat-
terns are then further processed to derive a biased normalizing template,
which forms the basis for the speaker verification processing.—DLR

6,436,039

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM AND METHOD

Anthony P. Lannutti et al., assignors to Ecton, Incorporated
20 August 2002„Class 600Õ437…; filed 14 September 1999

In this medical diagnostic ultrasound imaging system, two or more
components of an image are separately stored, allowing a composite image
to be constructed from selected components. While other conventional ul-

trasound systems use a frame grabber to perform a ‘‘what-you-see-is-what-
you-get’’ technique of image capture, this system provides selective con-
struction of a composite image, thus facilitating image presentation, review,
and post-processing functions.—DRR

6,436,047

43.80.Qf APERTURE CONFIGURATIONS FOR
MEDICAL DIAGNOSTIC ULTRASOUND

Bhaskar S. Ramamurthy et al., assignors to Acuson Corporation
20 August 2002„Class 600Õ447…; filed 27 November 2000

The patent describes a method for obtaining ultrasound data using
transducer element switching. The switching is applied to change the effec-
tive distances between elements for at least one transmission or reception of
acoustic energy. The resulting reflected echo signals are processed to yield
ultrasound data. In the preferred embodiment, aperture techniques differ for
the transmit and receive phases. The various techniques include synthetic
aperture, shorting elements, skipping elements, sliding apertures, and com-
binations thereof.—DRR

6,436,049

43.80.Qf THREE-DIMENSIONAL ULTRASOUND
DIAGNOSIS BASED ON CONTRAST ECHO
TECHNIQUE

Naohisa Kamiyama and Yoichi Ogasawara, assignors to
Kabushiki Kaisha Toshiba

20 August 2002„Class 600Õ458…; filed in Japan 31 May 1999

During ultrasound diagnosis, a contrast echo technique for three-
dimensional scanning is applied with a contrast agent injected into the ob-
ject. Before and after injecting the contrast agent, a blood vessel is continu-
ously and securely targeted and depicted in displayed images. To accomplish
this, the apparatus acquires an echo signal by scanning a three-dimensional
region with an ultrasonic beam, produces the three-dimensional image data,
specifies~e.g., from the echo signal! a time at which injection of the contrast

agent into the region undergoing scanning is started, and switches over at a
specified time into display states based on the three-dimensional image data.
For example, the switchovers can be executed so that the data produced by
projecting the three-dimensional image data on a minimum intensity projec-
tion technique are displayed before injection of the contrast agent occurs,
while data produced by projecting them on a maximum intensity projection
technique are displayed after the start of the injection of the contrast
agent.—DRR
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6,436,057

43.80.Qf METHOD AND APPARATUS FOR COUGH
SOUND ANALYSIS

William T. Goldsmith et al., assignors to the United States of
America as represented by the Department of Health and
Human Services, Centers for Disease Control and Prevention

20 August 2002„Class 600Õ586…; filed 21 April 2000

This patent entails a method for recording cough sounds for the pur-
pose of diagnosing pulmonary disorders and diseases. The method applies
signal analysis techniques to extract quantitative information from the re-
corded cough sound pressure waves. An embodiment includes a mouthpiece
connected to the proximal end of a tube. A microphone is attached to the
tube between the distal and proximal ends for recording sound pressure
waves. A cough sound index can be calculated for diagnostic purposes.—
DRR

6,438,238

43.80.Qf STETHOSCOPE

Thomas F. Callahan, Grantham, New Hampshire
20 August 2002„Class 381Õ67…; filed 14 July 2000

The housing of the chest piece for this stethoscope has a cavity with an
interior paraboloidal surface206. The focal point210 is inside a support
frame in the cavity, which holds transducer218 positioned at this focal
point. The parabolic shape of the cavity surface acts to reflect sound waves
entering normal to the front opening back to transducer, while rejecting

other sound waves. A mechanical wave guide with a series of parallel pas-
sages extends across the opening. The cavity is preferably filled with a
liquid or gel having the acoustical impedance of human flesh. To reduce
noise from motion of the chest piece across the skin, the stethoscope can be
activated by a pressure switch responsive to fluid pressure inside the
cavity.—DRR

6,440,082

43.80.Qf METHOD AND APPARATUS FOR USING
HEART SOUNDS TO DETERMINE THE
PRESENCE OF A PULSE

Tae H. Joo et al., assignors to Medtronic Physio-Control
Manufacturing Corporation

27 August 2002„Class 600Õ528…; filed 30 September 1999

This apparatus determines the presence of a cardiac pulse in a patient
by evaluating a physiological signal, principally the presence of character-
istic heart sounds as determined by analysis of phonocardiogram~PCG!
data. The analysis may include evaluation of temporal or spectral energy in
the PCG data. Electrocardiogram data may also be used to detect the pres-

ence of a cardiac pulse in the patient. An automated external defibrillator
reports to the operator whether a cardiac pulse is present or not.—DRR

6,443,899

43.80.Qf ULTRASONIC PROCESSES AND
CIRCUITS FOR PERFORMING THEM

Volkmar Uhlendorf et al., assignors to Schering Aktiengesellschaft
3 September 2002„Class 600Õ458…; filed in Germany 1 September

1988

This patent represents an addendum to United States patents
6,221,017, 6,064,628, 6,034,922, and 5,482,316 and covers a process for
selective graphic representation and/or evaluation of objects which respond
nonlinearly to sonic energy, for example, biological organs and tissues. An
examination area is acoustically irradiated, nonlinear oscillations are pro-
duced in the targeted area, and an ultrasonic converter evaluates the ensuing
signal. A circuit for carrying out the above process is also disclosed.—DRR

6,443,907

43.80.Qf ACOUSTIC DETECTION OF RESPIRATORY
CONDITIONS

Hussein A. Mansy and Richard H. Sandler, assignors to
Biomedical Acoustic Research, Incorporated

3 September 2002„Class 600Õ529…; filed 6 October 2000

Diagnostic techniques are provided to detect a patient’s respiratory
condition. The techniques make use of acoustic characteristics of the pa-
tient’s lungs and chest to determine if a respiratory condition is present. The
acoustic generation and transmission characteristics in the lungs and chest
are compared with reference acoustic characteristics and/or predetermined
threshold values to determine if an abnormal respiratory state exists. The
techniques can be applied, for example, to detect the presence of a gas
cavity between the lungs and chest wall, which is symptomatic of a pneu-
mothorax condition, or to detect a relative difference between the acoustic
transmission characteristics from a patient’s trachea to the left and right
lungs, symptomatic of an ET tube blocking~or partially blocking! one of the
patient’s bronchi. The sound waves or vibration may be initiated by a
speaker that emits sound waves into the patient’s mouth or trachea. Indig-
enous sounds or percussive inputs into the chest wall may also be used. In
processing the sound waves, the energy ratios are calculated using high- and
low-frequency band energy, signal time delays, and/or dominant frequencies
and the calculated values are compared with predetermined thresholds to
indicate the respiratory state of the patient.—DRR

6,447,451

43.80.Qf MOBILE ULTRASOUND DIAGNOSTIC
INSTRUMENT AND DOCKING STAND

Gregory Wing et al., assignors to SonoSite, Incorporated
10 September 2002„Class 600Õ437…; filed 3 May 2000

This device is a mobile ultrasound diagnostic instrument that includes
a self-powered ultrasound console incorporating the electronics for driving a
transducer array and processing reflected ultrasound waves and a visual
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display for the processed ultrasound waves. A docking stand is provided for
the console which includes a variable-height sleeve to receive the instrument
console. The sleeve can serve as a conduit for signal and power connectors
and is mounted on a wheeled dolly.—DRR

6,447,455

43.80.Qf ULTRASOUND DIAGNOSTIC APPARATUS
AND METHOD FOR MEASURING BLOOD
FLOW VELOCITY USING DOPPLER EFFECT

Ji Hoon Bang and Cheol An Kim, assignors to Medison Company,
Limited

10 September 2002„Class 600Õ454…; filed in the Republic of Korea
8 July 2000

The objective of this device is to determine whether or not aliasing
occurs in sample data while measuring blood flow velocity in a human body.
A diagnostic method is provided for updating a pulse repetition frequency
~PRF! so as to prevent the sample data aliasing. Using the Doppler effect,
sample data is generated by transmitting an ultrasound signal into a human
body and sampling a reflected signal. Frequency distribution data generated
by processing the sample data forms the basis for detecting blood flow
velocity. The processing detects whether or not aliasing has occurred in the
frequency distribution data. When aliasing is detected, the PRF is updated in
order to prevent it.—DRR

6,436,060

43.80.Sh SUBMERSIBLE SYSTEM FOR
ULTRASONIC TREATMENT

Roger J. Talish, assignor to Exogen, Incorporated
20 August 2002„Class 601Õ2…; filed 18 October 1999

This is a system used for therapeutically treating injuries using ultra-
sound. It includes an ergonomically constructed ultrasonic transducer treat-
ment head module and a main operating unit. The head module is positioned
adjacent to the injured area and excited for a predetermined period of time.
The system also includes a bathtub insert that envelops a portion of the
patient’s body and a way of positioning and holding the treatment head
module with respect to the patient’s body.—DRR

6,436,061

43.80.Sh ULTRASOUND TREATMENT OF
VARICOSE VEINS

Peter D. Costantino, Armonk, New York
20 August 2002„Class 601Õ2…; filed 29 December 1999

The patent describes a method for noninvasive treatment of varicose
veins. The vibrational energy from one or more ultrasonic sources is focused
beneath the skin to cause localized heating and tissue disruption and/or
destruction in and around the varicosed segment of the vein, particularly the
venous endothelium. The localized tissue destruction is followed by local-
ized fibrosis in the region of the dilated portion of the varicosed vessel. If a
sufficiently high dosage of ultrasound energy is delivered to the vein, the
varicosed portion of the vessel will be obliterated, yielding a therapeutic
result similar to that obtained by injection sclerotherapy or vein stripping.
Also, focused ultrasound may be used to induce fibrosis in the tissue over-
lying the varicosed vein thereby providing a relatively inelastic barrier that
resists unsightly deformation of the skin overlying the varicose vein.—DRR

6,436,114

43.80.Sh APPARATUS FOR TREATING BODY
TISSUE WITH ULTRASOUND

Pavel Novaket al., assignors to Storz Endoskop GmbH
20 August 2002„Class 606Õ169…; filed in Germany 18 February

1998

The apparatus is a surgical device that not only suctions out and dis-
charges coagulated and fluidized cell and tissue components~and optionally
injects a flushing fluid into the operation area and removes it again!, but also
includes a cutting blade and two grasping jaws in the region of the distal end
of a hollow probe.—DRR

6,439,236

43.80.Sh METHODS FOR INDUCING ATRIAL AND
VENTRICULAR RHYTHMS USING ULTRASOUND
AND MICROBUBBLES

Thomas R. Porter and Feng Xie, assignors to The Board of
Regents of the University of Nebraska

27 August 2002„Class 128Õ898…; filed 25 October 1999

A cardiac rhythm therapy that is noninvasive, supposedly painless, and
nontoxic involves the combination of low-frequency transthoracic ultra-
sound and a pharmaceutical composition. The composition contains mi-
crobubbles of a diameter of about 0.1 to 10 microns, filled with an insoluble
gas such as fluorocarbon gas, helium, or sulfur hexafluoride. The gas is
encapsulated in a protein-coated shell. The device uses agents and methods
normally used in ultrasound imaging and as such provides a means for
visualization of the heart as the rhythm is induced. It was found~quite
unexpectedly! that the insoluble gas microbubbles in combination with low-
frequency ultrasound induce or pace atrial and ventricular rhythms in ani-
mals and induction can be manipulated by directing the ultrasound to either
the atrium or ventricle. This rhythm strategy can be used in a number of
ways.—DRR

6,440,077

43.80.Sh APPARATUS AND METHOD FOR THE
INTRAVASCULAR ULTRASOUND-GUIDED
PLACEMENT OF A VENA CAVA FILTER

Matthew T. Jung et al., all of Louisville, Kentucky
27 August 2002„Class 600Õ467…; filed 9 May 2000

This is an apparatus for the intravascular placement of a vena cava
filter for treatment of deep vein thrombosis. The apparatus includes a
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sheathed intravascular ultrasound catheter with an ultrasonic imaging ele-
ment and the vena cava filter that is to be deployed on a guide wire. The
outer sheath, catheter, and guide wire share a common central axis. The
catheter is enclosed by and is movable relative to the sheath and the guide
wire is enclosed by and is movable relative to the catheter. In the stored
position, the filter is secured between the sheath and the catheter. When the
device is introduced into a vein, the catheter provides real-time imaging of
the vein for identifying the location appropriate for filter placement. Once
such a location has been identified, the outer sheath is drawn back relative to
the catheter, exposing the legs of the filter, thereby permitting the legs to
spring free and attach themselves to the wall of the vein.—DRR

6,425,872

43.80.Vj SYSTEM FOR MEASURING PHYSICAL
PARAMETER UTILIZING VIBRATION
TRANSMISSION

Hisashi Hagiwara et al., assignors to Matsushita Electric
Industrial Company, Limited

30 July 2002„Class 600Õ485…; filed in Japan 20 October 1999

The transmission and detection of acoustic waves through human tis-
sue can be used for various noninvasive medical diagnostic procedures.
Many of these rely on computer analysis to achieve a degree of precision
that would have seemed miraculous only a few years ago. This patent, for
example, describes a method of taking a patient’s blood pressure without
physical contact.—GLA

6,436,041

43.80.Vj MEDICAL ULTRASONIC IMAGING
METHOD WITH IMPROVED ULTRASONIC
CONTRAST AGENT SPECIFICITY

Patrick J. Phillips and Ismayil M. Guracar, assignors to Acuson
Corporation

20 August 2002„Class 600Õ437…; filed 22 December 2000

Echo signals received from pulses of a multiple-pulse sequence are
acquired and combined using weights that are selected to suppress energy at
either the fundamental frequency or a desired harmonic of the fundamental
frequency. In this method, an additional pulse or pulses are transmitted or
modifications are made to a transmit pulse sequence across different scan
lines. The method can use any multiple-pulse sequence that varies the am-
plitude or phase between transmit pulses to improve agent-to-tissue speci-
ficity and image quality when ultrasonic contrast agents are present.—RCW

6,436,044

43.80.Vj SYSTEM AND METHOD FOR ADAPTIVE
BEAMFORMER APODIZATION

Hong Wang, assignor to Siemens Medical Solutions USA,
Incorporated

20 August 2002„Class 600Õ443…; filed 14 February 2000

Two parallel beamformers, each followed by an amplitude detector,
use different apodization functions. The differently apodized signals are
compared and then combined to produce a signal for a single beam that
results in a desired lateral and contrast resolution simultaneously.—RCW

6,436,046

43.80.Vj DIAGNOSTIC ULTRASOUND IMAGING
METHOD AND SYSTEM WITH IMPROVED FRAME
RATE

David J. Napolitano et al., assignors to Acuson Corporation
20 August 2002„Class 600Õ447…; filed 27 October 2000

Receive beams that alternate in type are formed from spatially distinct
transmit beams. The types of beams differ in at least one scan parameter
other than transmit and receive line geometry. The parameters used may be
transmit phase, transmit or receive aperture, system frequency, transmit fo-
cus, phase angle, transmit code, or gain. The receive beams are combined to
reduce the frame rate penalty normally associated with techniques such as
phase inversion, synthetic aperture, and synthetic focusing.—RCW

6,438,258

43.80.Vj ULTRASOUND IMAGE PROCESSING
EMPLOYING NON-LINEAR TISSUE RESPONSE
BACKSCATTER SIGNALS

George A. Brock-Fisher and Thomas J. Hunt, assignors to
Koninklijke Philips Electronics N.V.

20 August 2002„Class 382Õ128…; filed 23 January 1998

Images are enhanced through the use of both harmonic and fundamen-
tal signals. Samples of backscattered signals are obtained in a range of
frequencies about a transmitted fundamental frequency and a range of fre-
quencies about a harmonic of the fundamental. Control values are then
derived from either the fundamental or harmonic signals and used to control
processing of other signals. The control values are also used to alter, e.g., by
variation of gain or filter frequency and bandwidth, the processing of the
fundamental signals.—RCW

6,440,071

43.80.Vj PERIPHERAL ULTRASOUND IMAGING
SYSTEM

Michael H. Slayton et al., assignors to Guided Therapy Systems,
Incorporated

27 August 2002„Class 600Õ437…; filed 18 October 1999

This system13 connects to a personal computer or a computer net-

work and permits real-time ultrasonic imaging without additional modules
or the need to modify or replace the existing central processor.—RCW
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6,440,073

43.80.Vj ULTRASONIC DIAGNOSTIC IMAGING
SYSTEM WITH AUTOMATIC RESTART
AND RESPONSE

Andrew L. Robinson et al., assignors to Koninklijke Philips
Electronics N.V.

27 August 2002„Class 600Õ437…; filed 24 October 2000

This imaging system will automatically turn on at predetermined times
and condition itself for a specific scanning procedure. The system can also
respond to remote queries when not in service. This permits the system to be
off at night, to respond to external queries during that time, and be ready for
use at a desired time the next day, all without operator intervention.—RCW

6,440,075

43.80.Vj ULTRASONIC DIAGNOSTIC IMAGING OF
NONLINEARLY INTERMODULATED AND
HARMONIC FREQUENCY COMPONENTS

Michalakis Averkiou, assignor to Koninklijke Philips Electronics
N.V.

27 August 2002„Class 600Õ443…; filed 6 August 2001

Nonlinearly produced echo signals that contain both harmonic and
intermodulation products are separated from the fundamental frequency
components of the signals by pulse inversion processing. The use of both
nonlinear components permits improvement of the signal-to-noise ratio in
ultrasonic images. The two components can be blended or used in different
regions of an image to offset the effects of depth-dependent attenuation.—
RCW

6,443,894

43.80.Vj MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM AND METHOD FOR MAPPING SURFACE
DATA FOR THREE DIMENSIONAL IMAGING

Thilaka S. Sumanaweeraet al., assignors to Acuson Corporation
3 September 2002„Class 600Õ443…; filed 29 September 1999

The boundary of a structure is determined from one type of ultrasonic
echo data such as Doppler energy. Using the boundary, another type of data,
such as b-mode, that represents the boundary or area adjacent to the bound-
ary is extracted or identified. The second type of data, e.g., b-mode, is then
rendered as a function of the boundary, such as by texture mapping, onto or

adjacent to the boundary. The texture mapped data may provide information
by itself or be used to select data for volume rendering.—RCW

6,443,895

43.80.Vj WAVELET DEPULSING OF ULTRASOUND
ECHO SEQUENCES

Dan Adam and Oleg Michailovich, assignors to Technion
Research and Development Foundation Limited

3 September 2002„Class 600Õ443…; filed 10 September 2001

An echo sequence from an object is acquired and a log spectrum of at
least a portion of the echo sequence is computed. A low-resolution, shift-
invariant wavelet projection of the log spectrum is used as an estimate of a
log spectrum of the point-spread function. The frequency-domain phase of
the point-spread function is also estimated. Scatterer reflectivity is decon-
volved from the echo sequence using the estimated point-spread function.—
RCW

6,443,900

43.80.Vj ULTRASONIC WAVE TRANSDUCER
SYSTEM AND ULTRASONIC WAVE TRANSDUCER

Hideo Adachi and Katsuhiro Wakabayashi, assignors to Olympus
Optical Company, Limited

3 September 2002„Class 600Õ458…; filed in Japan 15 March 2000

This system consists of an ultrasonic transducer that transmits a signal
at a fundamental ultrasound frequency, another transducer to receive har-
monic signals having a center frequency that is an integer multiple of the

fundamental, and a controller that provides a drive signal and desired
terminations.—RCW
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Comment on ‘‘Investigation of sound waves generated
by the Hall effect in electrolytes’’ [J. Acoust. Soc. Am.
111(5), 2087–2096 (2002)] (L)

Andrzej B. Dobruckia)

Institute of Telecommunications and Acoustics, Wroclaw University of Technology, Wybrzeze Wyspianskiego
27, 50-370 Wroclaw, Poland

~Received 23 September 2002; accepted for publication 16 December 2002!

An improved model of magnetohydrodynamic transducer is presented. According to this model, the
equations for direct and inverse transduction effect have the same form and they fulfill the
reciprocity principle. The general form of equation for transduction coefficient in
magnetohydrodynamic transducers is given ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1543589#

PACS numbers: 43.38.Ar, 43.38.Dv, 43.35.Rw@AJZ#

The curve for the case of rigid end of the tube in Fig.
5~a! of the cited paper1 is incorrect. The transfer function of
a magnetohydrodynamic~MHD! transmitter has the form
~the same symbols as in Ref. 1 are used!

GL~ks!5 j
12cos~ks!

ks
, ~1!

and its absolute value is presented in Fig. 1.
This transfer function is identical to the transfer function

for receiver with the same rigid boundary condition atz
50, except for the factor 2. Transfer functions for all con-
sidered cases are the same for loudspeaker as well as for
receiver, except for the factor 2. Then, Fig. 5~b! is not nec-
essary.

The unhomogeneous wave equation~16! in the cited pa-
per produces two waves: first traveling in positive-z direction
and the second one in negative-z direction. For the cases of
rigid and free boundary conditions atz50 the second wave
reflects from the boundary and interferes with the first wave.
For matched impedance atz50 the second wave is absorbed
by this impedance. The identical quantitative reciprocal ef-
fect is caused by the exciting wave corresponding to the first
generated wave, i.e., traveling in negative-z direction with
amplitude of velocity equal tohalf the amplitude of velocity
of the entire generated wave. The second wave~reflected for
rigid and free boundary conditions and absorbed for matched
impedance! appears also in the receiver. It also influences
reciprocal effect. Then, in Eq.~35! of the paper in question,
the amplitude of the velocity of the wave causing the recip-
rocal electric effect should be equal toj ,to/2 rather thanj ,to .
The factor equal to 2 vanishes for all receiver transfer func-
tions, and receiver transfer functions are equal to correspond-
ing transmitter transfer functions

GM~ks!5GL~ks!5G~ks!, ~2!

whereG(ks) for rigid boundary condition is given by Eq.~1!

G~ks!5
sin~ks!

ks
~3!

for free boundary condition, and

G~ks!5
sin~ks/2!

ks/2
•

ej ~ks/2!

2
~4!

for matched impedance atz50.
The pair of reciprocal equations for an electroacoustic

transducer of magnetic type has the form2

p5TI, V5TU, ~5!

wherep5acoustic pressure,U5volume velocity,I5electric
current,V5voltage,T5transduction coefficient. The volume
velocity is expressed by the equation

U5j ,towh, ~6!

and the voltage of the MHD receiver can be written in the
form

V5
B

w
UG~ks!. ~7!

Similarly, the acoustic pressure radiated by the MHD trans-
mitter is equal to

pout5
B

w
IG~ks!. ~8!

a!Electronic mail: ado@zakus.ita.pwr.wroc.pl
FIG. 1. Transfer functionGL(ks) of MHD transmitter for rigid backing
condition.
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Then, the transduction coefficientT is given by the following
equation:

T5
B

w
G~ks!. ~9!

The transfer functionG(ks) is complex in the general case.
It depends on the boundary condition. For a thin layer of
electrolyte, the transduction coefficient is equal toB/w @see

Eq. ~15! and the text before Eq.~34! in Ref. 1#. The fre-
quency dependence of total transduction coefficient, de-
scribed by the transfer functionsG(ks), is caused by inter-
ference of waves betweenz50 andz5s.

1A. J. Campanella, ‘‘Investigations of sound waves generated by the Hall
effect in electrolytes,’’ J. Acoust. Soc. Am.111, 2087–2096~2002!.

2S. Ballantine, ‘‘Reciprocity in electromagnetic, mechanical, acoustical,
and interconnected systems,’’ Inst. Radio Eng. Proc.17, 929–951~1929!.
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Reply to ‘‘Comment on ‘Investigation of sound waves
generated by the Hall effect in electrolytes’ ’’
[J. Acoust. Soc. Am. 113(3), 1207–1208 (2003)] (L)

Angelo J. Campanella
3201 Ridgewood Drive, Columbus (Hilliard), Ohio 43026

~Received 17 November 2002; accepted for publication 16 December 2002!

@DOI: 10.1121/1.1543549#

PACS numbers: 43.38.Ar, 43.38.Dv, 43.35.Rw@AJZ#

The ‘‘rigid’’ curve in Fig. 5~a! was printed in error.
Equation ~27! indicates the form of the rigid backing re-
sponse,GL(ks), as suggested by Dobrucki. The revised fig-
ure, attached, should replace the originally published Fig.
5~a!. The ‘‘rigid’’ curve in Figs. 7~a! and ~b! is correct.

The factor of two appearing in~38! and ~39! is verified
as follows. IntroduceC in Eq. ~35! as the amplitude for the
2z-going wave. After integration~34!, Eq. ~36! becomes

V5Kej vt@C~ejks21!2D~e2 jks21!#, ~36!

where K5hBj ,to /( jks). For a matched impedance condi-
tion, such as when the electrodes are immersed in a continu-
ous conducting medium, there is no returning wave, so that
D50. The amplitude,C, will be unity whenK contains the
physical quantities appropriate to reciprocal MHD action.
Then

V5Kej vt@ejks21#

5Kej vte2 jks/2@ejks/22e2 jks/2#

52Kej vte2 jks/2@sin~ks/2!#,

V5hBj ,toe2 jks/2@sin~ks/2!#/~ jks/2! ~matched!.

For a rigid boundary atz50, then uz5050, and D
52C, so that the reflected wave amplitude can be equal in
amplitude but opposite in phase to the incident wave. Equa-
tion ~36!, applied to the rigid backing case, provides

V5Kej vt@~ejks21!1~e2 jks21!#

52Kej vt@1/2~ejks1e2 jks!21!]

52Kej vt@cos~ks!21# ~36a!

V52 jhBj ,toej vt@12cos~ks!#/~ks! ~38!

@rigid, as shown in Fig. 5~b!#.
The desire for parity in reciprocity amplitudes might be

resolved by a closer examination of the amplitude assump-
tions associated with~14! and consideration that the MHP
process is inefficient.

FIG. 5~a!.
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Impedance measurements around grazing incidence
for nonlocally reacting thin porous layers

Jean-François Allard,a) Michel Henry, and Vincent Gareton
Laboratoire d’Acoustique de l’Universite´ du Maine, UMR CNRS 6613, Avenue Olivier Messiaen,
72085 Le Mans Cedex 9, France

Gert Jansens and Walter Lauriks
Laboratorium voor Akoestiek en Thermische Fysica, Departement Natuurkunde,
Katholieke Universiteit Leuven, Celestijnenlaan 200 D, B-3001 Heverlee, Belgium

~Received 24 May 2001; revised 6 August 2002; accepted 13 November 2002!

For locally reacting materials with a constant surface impedance, a classical method based on the
work of Chien and Soroka@J. Sound Vib.43, 9–20~1975!# for measuring this impedancein situ
around grazing incidence is currently used. A generalization of this work to include thin nonlocally
reacting materials with a surface impedance noticeably dependent on the angle of incidence is
performed. It is shown that the model by Chien and Soroka can be used, though the constant surface
impedance must be replaced by the impedance at grazing incidence for the evaluation of the
numerical distance. Measurements performed on a thin porous layer using this method are compared
with measurements performed using the near-field acoustical holography method@M. Tamura, J.
Acoust. Soc. Am.88, 2259–2264~1990!#. Other measurements performed on a fibrous layer are in
good agreement with the predicted values of the impedance at grazing incidence. ©2003 American
Institute of Physics.@DOI: 10.1121/1.1536610#

PACS numbers: 43.20.El, 43.58.Bh, 43.28.En@ANN#

I. INTRODUCTION

Recent work has been performed concerning the mea-
surement of the surface impedance of porous surfaces at nor-
mal incidence in an impedance tube1 and at oblique inci-
dence in a free field.2–5 At oblique incidence, the evaluation
of the surface impedance and reflection coefficient can be
performed from measurements of the monopole pressure
field with an expression of the reflected monopole fieldpr

obtained by Chien and Soroka6 under the condition that the
surface impedanceZs does not depend on the angle of inci-
dence. The source and the receiver are represented in Fig. 1.
Let R1 andR2 be the distance between the receiver atM and
the image of the sourceS8, and the receiver and the sourceS,
respectively. Letu0 be the specular angle of incidence,n the
reflection coefficient, andk the wave number in air. In Ref. 6,
the reflected fieldpr is written for kR1@1 @see Eq.~25! of
Ref. 6, with the time dependence exp(2ivt)],

pr5
exp~ ikR1!

R1
@n~sin u0!1~12n~sin u0!!F~pe!#, ~1!

whereF(pe) is given by

F~pe!511 iAppe exp~2pe
2!erfc~2 ipe!. ~2!

The numerical distancepe , defined in Ref. 3, is given by

pe5S 1

2
ikR1D 1/2S Z

Zs
1cosu0D , ~3!

whereZ is the characteristic impedance of air, and the plane
wave reflection coefficientn is given by

n~sin u0!5~cosu02Z/Zs!/~cosu01Z/Zs!. ~4!

Poles of the reflection coefficient exist for an incidence angle
up satisfying

cosup52Z/Zs . ~5!

Equation~1! is valid under two conditions,kR1@1, andup

close to the stationary pointu0 on the integration path. The
latter condition is satisfied around grazing incidence ifuZsu
@Z. Equation~1! has been extensively used in the context of
outdoors sound propagation over grounds having a large sur-
face impedanceZs . A review of the works has been per-
formed by Attenborough.7 For a porous layer set on a rigid
impervious surface,Zs , which is defined for an incident
plane wave, depends on the angle of incidenceu. If the po-
rous frame is motionless,Zs is given by @see Eq.~5.98! of
Ref. 8 with the time dependence exp(ivt)]

Zs~u!5 i
Z1

f cosu1
cot~k1l cosu1!. ~6!

In Eq. ~6!, u1 is the complex angle of refraction,f is the
porosity,k1 is the wave number,Z1 is the characteristic im-
pedance in the air saturating the medium, andl is the thick-
ness of the layer. A thin porous layer is characterized by
uk1u l !1, and the porous frame is generally motionless with a
good approximation when this condition is fulfilled.9 The
cosine of the refraction angle is given by@see Eq.~5.98! of
Ref. 8#

cosu15S 12
1

n2
1

cos2 u

n2 D 1/2

, ~7!

wheren is the refraction index,n5k1 /k. For the usual sound
absorbing media such as low flow-resistivity foams and glassa!Electronic mail: Jean-francois.allard@univ-lemans.fr
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wools, unu above 1 kHz lies between 1 and 1.5, cosu andZs

can noticeably depend on the angle of incidence, and the
model by Chien and Soroka6 is not valid. Li et al.2 have
developed a heuristic model for the case of nonlocally react-
ing media. The one modification of the model by Chien and
Soroka6 is the substitution ofZs(u0) for the constant imped-
anceZs in Eq. ~3!.

In the Appendix, the general formulation of the ‘‘refer-
ence integral method’’ by Brekhovskikh and Godin10 is used
to adapt the pole subtraction method for the case of nonlo-
cally reacting media. It is shown in Sec. II that foru0 close
to p/2 anduZs(p/2)u@Z, the general expression obtained in
the appendix can be simplified andZs(p/2) can be substi-
tuted forZs in Eq. ~3!. A simple experimental procedure to
evaluateZs(p/2) from pressure measurements performed at
small source–receiver distances is suggested. Measurements
are presented in Sec. III.

II. THE REFLECTED MONOPOLE FIELD

Let z1 andz2 be the distance between the porous surface
and the sourceS, and the receiver atM, respectively~see Fig.
1!. The plane wave reflection coefficient is given by

n~sin u!5~Zs~u!2Z/cosu!/~Zs~u!1Z/cosu!, ~8!

which can be rewritten

n~q!5

2An22q21 i
Z1

fZ
nA12q2cot~klAn22q2!

An22q21 i
Z1

fZ
nA12q2cot~klAn22q2!

,

~9!

whereq5sinu. Poles of the reflection coefficient are solu-
tions of the implicit equation

cosup52Z/Zs~up!. ~10!

Using the Sommerfeld representation, the reflected field is
given by10

pr5 ikE
0

`qdq

m
n~q!J0~kqr!exp@ ikm~z11z2!#, ~11!

wherem5A12q2, Im m>0, andr 5R1 sinu0 ~see Fig. 1!.

The integration is carried out on the realq5sinu axis in
the complex sinu plane. ForkR2@1, the steepest descent
method can be used to evaluate the integral. The stationary
point on the passage path is located at sinu0. It can be
demonstrated11 that for thin porous layers a pole of the re-
flection coefficient exists at sinup close to 1. A more precise
localization of the pole can be obtained in the following way.
For u close top/2, ucosuu!1, cosu1 given by Eq.~7! is
stationary at (121/n2)1/2, and Zs(u) can be replaced by
Zs(p/2). From Eq.~10!, a pole of the reflection coefficient at
up close top/2 must satisfy with a good approximation

cosup52
Z

Zs~p/2!
. ~12!

Equation~12! actually gives a solutionup close top/2. For a
thin porous layer characterized byuk1u l !1, Z/Zs(p/2)!1.

An iterative process can be used to obtain the exact
value of cosup . The stationary point located at sinu0 is close
to sinup for angles of specular reflection close top/2. The
classical passage path method must be modified and replaced
by the pole subtraction method. The main steps of the evalu-
ation of pr are given in the Appendix. This procedure leads
to the simplified expression which is valid atu0 close top/2
and for thin porous layers@see Eq.~A16!, sinu0 and sinup

being close to 1 and the factor (sin(u0)/sin(up))
1/2 being re-

moved#

pr5
exp~ ikR1!

R1
$n~sin u0!1~12n~sin u0!!

3@11 iAppe8exp~2pe8
2!erfc~2 ipe8!#%, ~13!

wherepe8 is given by

pe85S 1

2
ikR1D 1/2S Z

Zs~p/2!
1cosu0D . ~14!

Equations~13! and ~14! are similar to Eqs.~1!–~3!, but the
constant impedanceZs in Eq. ~3! is now replaced byZs(p/2)
in Eq. ~14!. A similar result is obtained with the model by Li
et al.2 for u0 close top/2. In the context of this model,Zs in
Eq. ~3! is replaced byZs(u0), which is close toZs(p/2) as
indicated previously. A good agreement is obtained in Ref. 2
at grazing incidence for a thin porous layer between the at-
tenuation predicted with the model of Liet al.2 and with the
fast field formulation~see Fig. 3-b of Ref. 2!. Equation~13!
can be rewritten as shown in the Appendix@see Eq.~A19!#

pr5
exp~ ikR1!

R1
F12A2pkR1expS 3p i

4 D
3cosupexp~2pe8

2!erfc~2 ipe8!G . ~15!

For in situ measurements on sound absorbing materials, the
distance from the source to the receiver must be as small as
possible to diminish the relative contribution of the diffuse
field, the modulus of the numerical distance will generally be
smaller than 1, and erfc(2 ipe8) can be replaced by the serial
development

FIG. 1. The sourceS, its imageS8 and the receiver atM over the porous
layer, SM5R2 , S8M5R1 , r is the horizontal distance betweenS and M,
andu0 the specular reflection angle.
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erfc~2 ipe8!511
2i

Ap
pe8S 11

pe8
2

3
1

pe8
4

2!5
1

pe8
6

3!7
1...D .

~16!

A first approximation for the evaluation of cosup is obtained
from the 0 order approximation inpe8 of erfc(2 ipe8)
3exp(2pe8

2),

cosup5
ph2pr

ph
expS 2

3p i

4 D Y ~2pkR1!1/2. ~17!

In Eq. ~17!, ph5exp(ikR1)/R1 is the field reflected by a hard
surface andpr is the actual reflected field. An iterative pro-
cedure can be used from this first approximation to obtain
the exact solution of Eq.~15! that satisfies

cosup5
ph2pr

ph
expS 2

3p i

4 D Y @~2pkR1!1/2

3exp~2pe8
2!erfc~2 ipe8!#, ~18!

pe85~ 1
2 ikR1!1/2~2cosup1cosu0!. ~19!

A simple evaluation ofZs(p/2) is obtained from Eq.~12!.
Previous methods generally require the measurement of the
direct field and the field over the porous surface. The imped-
ance deduction technique is generally not very straightfor-
ward. With the present method, a first approximation is ob-
tained for cosup for each source–receiver geometry from
two measurements, successively over a hard impervious sur-
face and over the porous surface. The use of the first approxi-
mation obtained with Eq.~17! as an initial value for cosup in
the iterative process leads to a simple procedure for the
evaluation of cosup . For a given source–receiver geometry,
the use of the method is limited to a range of frequencies
where kR1 simultaneously is sufficiently large for the
asymptotic estimation ofpr from Eq. ~13! to be valid and
sufficiently small for the first approximation of cosup by Eq.
~17! to be a good initial value for the iterative process. Simu-
lations performed withpr evaluated from Eq.~11! show that
this procedure can be used forkR1.4, allowing impedance
measurements for source-receiver distances larger than 20
cm around 1 kHz.

III. MEASUREMENTS

Measurements have been performed for two materials,
at 1.5 and 2 kHz for a reticulated foam of thicknessl 5 0.5
cm, with lateral dimensions 1 m3 1 m, and at 0.75 and 1
kHz for a fibrous layer of thicknessl 5 1.25 cm, with lateral
dimensions 2 m3 2 m. The fibrous material has been pre-
viously studied by Brouardet al.,12 and the macroscopic pa-
rameters that characterize sound propagation in the material
are given in Table 1 of Ref. 12. Measurements around graz-
ing incidence have been performed in an anechoic room for
source–microphone distancesR150.2, 0.3, 0.4, 0.5, and 0.6
m. The distancesz1 and z2 are equal,z15z254 mm. The
source is a driver unit feeding a pipe having an internal di-
ameterd 5 6 mm. Measurements of the transfer functions
between the input signal feeding the driver unit and the out-
put signal of the microphone have been performed above the
porous layer and above a rigid impervious surface. LetTh

and Tr be the transfer functions for the rigid impervious
surface and the porous layer, respectively. If the amplitude of
the source depends only on the input signal and not on the
nature of the reflecting surface, (ph2pr)/ph is given with a
good approximation by

ph2pr

ph
5

2~Th2Tr !

Th
. ~20!

For each source-receiver geometry, a first approximation for
cosup is obtained from Eq.~17!, the approximation being
used as an initial value to obtain the solution of Eqs.~18! and
~19! by an iterative process. For the foam at 1.5 kHz, a small
but systematic variation of the evaluated Re(cosup) as a
function of R1 appears, forR150.2 m, cosup520.094
1 i0.13 and forR150.6 m, cosup520.0801 i0.13. This
could be due to a modification of the source signal at con-
stant input signal when the porous surface is replaced by the
rigid impervious surface, the source being close to the re-
flecting surface. A complex parametera close to 1 has been
used to take into account the modification of the amplitude

FIG. 2. The surface impedance of the foam at 1500 Hz, measured with the
NAH method from normal to grazing incidence. The arrows indicate the
evaluation using the new method.

FIG. 3. The surface impedance of the foam at 2000 Hz, measured with the
NAH method from normal to grazing incidence. The arrows indicate the
evaluation using the new method.
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of the source when the rigid surface is replaced by the porous
layer. This parameter is adjusted at 1500 Hz by removing
the systematic variations on the evaluation of cosup , (ph

2pr)/ph in Eqs. ~17! and ~18! being replaced by 2(aTh

2Tr)aTh . With a5120.1i , for R150.2 m, cosup

520.0811 i0.14 and for R150.6 m, cosup520.079
1 i0.13.

For the foam, measurements have also been performed
with the near-field acoustical holography~NAH! method13,14

from 0 to p/2. Measurements with the NAH method are
presented in Fig. 2 at 1500 Hz and Fig. 3 at 2000 Hz. The
arrows atu5p/2 correspond to the mean value of the esti-
mations for the six locations of the receiver with the new
method anda5120.1i . For the sake of simplicity, the same
coefficienta has been used for all evaluations in what fol-
lows.

In Table I, evaluations at 1500 and 2000 Hz of
Zs(p/2)/Z with both methods are indicated, with errors es-
timated from the dispersion of the different measurements.
Measurements with the NAH method atu5p/2 and with the
new method are compatible. Nevertheless, measurements
with the NAH method do not give precise measurements on
poor sound-absorbing materials at grazing incidence. A bet-
ter estimation of the performances of the new method should
be obtained by comparing measurements with predictions
obtained on a medium where a precise determination ofn
and Z1 has been performed. For the fibrous material previ-
ously studied in Ref. 12, the surface impedance atu5p/2
has been measured with the new method at 0.75 and 1 kHz,
and comparisons have been performed with predictions ob-
tained from Eq.~9! for q51 andq50. The model and the
macroscopic parameters used to predictn andZ1 are given in
Ref. 12. Predictions atu5p/2 and measurements with the
new method are given in Table II. For the measurements
with the new method, the same source–receiver geometry
and the samea5120.1i as for the foam have been used.
Measurements and predictions are compatible. At normal in-
cidence, the predicted reduced impedances are 0.731i4.63 at
0.75 kHz and 0.641i3.5 at 1 kHz, which is far from the
measured values of Table II.

IV. CONCLUSION

The model implemented in the present work predicts
that the classical expression by Chien and Soroka remains

valid for thin nonlocally reacting materials, though the con-
stant impedance related to locally reacting media must be
replaced by the impedance at grazing incidence for the
evaluation of the numerical distance. This interpolation is
compatible with measurements performed using the NAH
method. Measurements at grazing incidence can be per-
formed for small source–receiver distances, at least in the
medium and the high frequency ranges.In situ measurements
for poor sound-absorbing materials should be possible with
this method.

APPENDIX

The reflected pressure field given by Eq.~11! can be
rewritten, taking into account the relation between the 0 or-
der Bessel function and the Hankel function of the first kind
J0(u)50.5(H0

(1)(u)2H0
(1)(2u)) @see Eq.~1.1.10! of Ref.

10#

pr5
ik

2 E2`

1`qdq

m
n~q!H0

(1)~kr !exp~ ikm~z11z2!!, ~A1!

with the following expression forv

n~q!5122An22q2Y SAn22q2

1 i
Z1

fZ
nA12q2cot k~ lAn22q2! D ~A2!

obtained from Eq.~9!.
The unit term in Eq.~A2! provides in Eq.~A1! a contri-

bution p15exp(ikR1)/R1 to the reflected field. The contribu-
tion p2 of n(sinu)21 is calculated following Brekhovskikh
and Godin5 by using the asymptotic expansion of the Hankel
function and can be written@see Eqs.~1.2.2!–~1.2.3! of Ref.
10#

p25S k

2pr D
1/2

expS ip

4 D E
2`

1`

F~q!exp@kR1f ~q!#dq,

~A3!

f ~q!5 i @q sinu01~12q2!1/2cosu0#, ~A4!

F~q!522A q

12q2
An22q2SAn22q2

1 i
Z1

fZ
nA12q2cotk~ lAn22q2! D 21

. ~A5!

The integral is performed in the complex sinu plane on the
real axis. Following Brekhovskikh and Godin, the integration
will be performed on the steepest descent path, which is
defined byq sinu01(12q2)1/2cosu0511is2, 2`,s,` @see
Eq. ~1.2.3! of Ref. 10#.

The pole ofv and the stationary point on the path are
located in the sinu plane atqp5sinup and q05sinu0. The
asymptotic expressionI for the integral in Eq.~A3!, valid for
kR1 sufficiently large andqp sufficiently close to each other,
is @see Eqs.~A.3.12!–~A.3.13! of Ref. 10#

TABLE I. Normalized surface impedance of the foam at grazing incidence
obtained using the NAH method and the new method.

NAH New method

1.5 kHz 3.7560.51i ~5.660.8! 3.360.31i ~5.560.3!
2 kHz 2.9560.51i ~5.060.6! 2.660.21i ~5.660.2!

TABLE II. Normalized surface impedance of the fibrous material at grazing
incidence predicted and measured using the new method.

Predictionu5p/2 New method

0.75 kHz 1.381i 4.62 1.2660.21i~4.360.4!
1 kHz 1.301i 3.50 1.2160.21i~3.1460.3!
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I 5exp~kR1f ~q0!!FaF1~1,kR1 ,sp!1S p

kR1
D 1/2

f1~0!G .
~A6!

In Eq. ~6!, f1 , F1 , a, andsp are given by

f1~0!5F~q0!A22/f 9~q0!1a/sp , ~A7!

F1~1,kR1 ,sp!5 ip exp~2kR1sp
2!erfc~2 iAkR1sp!,

~A8!

a5 lim
q→qp

F~q!~q2qp!, ~A9!

sp5expS ip

4 DA2sin
up2u0

2
. ~A10!

Let G(q) be the factor in braces in Eq.~A5!. For a pole of
the first order, the parametera is given by

a522A qp

12qp
2

An22q2

Gq8~qp!
, ~A11!

whereGq8(qp) is the sum of three terms

Gp8~qp!52
k

k1

sinup

cosu1p
1

inZ1

fZ F2tanup cot~k1l cosu1p!

1
cosup

sin2~k1l cosu1p!

k2l sinup

k1 cosu1p
G . ~A12!

Whenuk1l u tends to 0, the second term on the right hand side
of Eq. ~A12! tends tò , and the first and the third terms have
a finite limit. The first and the third terms are discarded under
the hypothesisuk1l u!1, anda is given by

a52Z/~AsinupZs~up!!. ~A13!

In Eq. ~A7!, f 9(q0)52 i /cos2 u0, and in Eq.~A6!, f1(0) is
given by

f1~0!5@211n~cosu0!#A q0

12q0
2
A22icos2u0

1
2Z

Zs~up!Asinup

1

sp
, ~A14!

andpr can be written

pr5
exp~ ikR1!

R1
1S k

2pr D
1/2

expS ip

4 Dexp~ ikR1!$A1B%,

with

A5
2Z

Zs~up!Asinup

@ ip exp~2kR1sp
2!erfc~2 iAkR1sp!#,

~A15!

and

B5S p

kR1
D 1/2FA q0

12q0
2~211n~sinu0!!A22icos2u0

1
2Z

Zs~up!Asinupsp
G .

After some rearrangement, this equation becomes

pr5
exp~ ikR1!

R1

3H v~sinu0!1
ZAsinu0

Zs~up!Asinupsin
up2u0

2

CJ ,

~A16!

with

C5@11 iApspAkR1exp~2kR1sp
2!erfc~2 iAkR1sp!#.

For thin porous layers,Asinup is very close to 1, and foru0

close top/2, Asinu0 is also very close to 1, and the two
terms can be removed. Moreover, ifup and u0 are close to
p/2, sin(up2u0)/2 at the second order approximation inup

2p/2 and u02p/2 can be replaced by (cosu02cosup)/2.
The new numerical distancepe85AkR1sp can be written

pe85S 1

2
ikR1D 1/2S Z

Zs~p/2!
1cosu0D . ~A17!

In Eq. ~A16!, Z/(Zs(up)sin(up2u0)/2) can be replaced by 1
2v(sinu0) and the simplified equation~A16! becomes

pr5
exp~ ikR1!

R1
$n~sinu0!1~12n~sinu0!!

3@11 ipe8exp~2pe8
2!erfc~2 ipe8!#%, ~A18!

which can be rewritten

pr5
exp~ ikR1!

R1
H 12A2pkR1 expS 3p i

4 D cosup

3exp~2pe8
2!erfc~2 ipe8!J . ~A19!
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Near-field calculations for a rigid spheroid with an arbitrary
incident acoustic field
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A general spheroidal coordinate separation-of-variables solution is developed for the determination
of the acoustic pressure distribution near the surface of a rigid spheroid for a monofrequency
incident acoustic field of arbitrary character. Calculations are presented, for both the prolate and
oblate geometries, demonstrating the effects of incident field orientation and character~plane-wave,
spherical wave, cylindrical wave, and focused beam! on the resultant acoustic pressure distribution.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1538200#
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I. INTRODUCTION

The theoretical determination of the acoustic scattering
that results from the interaction of an incident plane wave or
point source with a rigid, fixed-position prolate spheroid has
been previously considered. The problem has been addressed
using the spheroidal coordinate separation-of-variables
approach,1–9 using the spherical coordinate extended bound-
ary method ~sometimes equivalently referred to as the
T-matrix method!,10–12 and, recently, using a cylindrical
function deformed cylinder method.13 The rigid oblate spher-
oid scattering problem has apparently drawn less interest.14

These earlier works were predominantly concerned with
farfield scattering or, at most, the determination of the acous-
tic pressure at the surface of the spheroid. In addition, many
of these earlier works are not general solutions, but are re-
stricted in some way, requiring end-on incidence or a high-
frequency/high aspect ratio asymptotic limit.

The study presented here, a spheroidal coordinate
separation-of-variables solution of the rigid spheroid acous-
tic scattering problem, differs from earlier efforts in that~1!
the incident field can be any known monofrequency field
~e.g., a focused acoustic beam or the scattered field from an
adjacent object!, not just a plane wave or a point source and
~2! the solution for the oblate spheroid, as well as the prolate
spheroid, is included.

II. THEORETICAL DEVELOPMENT

The interaction of a known incident monofrequency
acoustic field with a motionless, rigid spheroid is considered.
The medium surrounding the spheroid is assumed to be ho-
mogeneous, infinite, and nonabsorbing. A schematic of the
geometrical arrangement is given in Fig. 1. An implicit time
dependence of exp(2ivt) is assumed and the acoustic pres-
sure is nondimensionalized relative to a reference acoustic
pressure amplitude associated with the incident field (pr).

A spheroidal surface can be created by rotating an el-
lipse about its axis. If the ellipse is rotated about its major
axis, a prolate spheroid is formed. If the ellipse is rotated

about its minor axis, an oblate spheroid is formed. Ifa is the
length of the semimajor axis andb is the length of the
semiminor axis, then

f 5a@12~b/a!2#1/2, ~1!

where f is the semifocal length of the spheroid. In the fol-
lowing, the rectangular coordinates~x,y,z!, the spatial posi-
tion vectorr , and the vector calculus operators (“,¹2) are
all nondimensionalized relative to the semifocal lengthf.

In prolate coordinates, the normalized rectangular coor-
dinates are related to the spheroidal coordinates (21,h
,11,1,j,`,0,f,2p) by

x5@~j221!~12h2!#1/2cosf, ~2!

y5@~j221!~12h2!#1/2sinf, ~3!

z5jh, ~4!

wherej is the spheroidal radial coordinate,h is the spheroi-
dal angle coordinate, andf is the azimuthal angle. A surface
of constantj5j0 forms the surface of a prolate spheroid
with an axis ratio of

~a/b!5
j0

~j0
221!1/2. ~5!

So, for example, if j051.15470 then (a/b)52, if j0

51.060 66 then (a/b)53, etc.
In oblate coordinates, the normalized rectangular coor-

dinates are related to the spheroidal coordinates (21,h
,11,0,j,`,0,f,2p) by

x5@~j211!~12h2!#1/2cosf, ~6!

y5@~j211!~12h2!#1/2sinf, ~7!

z5jh. ~8!

In this case, a surface of constantj5j0 forms the surface of
an oblate spheroid with an axis ratio of

~a/b!5@11~1/j0
2!#1/2. ~9!

So, for example, if j050.577 35 then (a/b)52, if j0

50.353 55, then (a/b)53, etc.a!Electronic mail: jbarton@unlserve.unl.edu
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The eigenfunctions of the spheroidal coordinate
separation-of-variables solution of the time-independent
wave equation~Helmholtz equation!,

¹2p1h2p50, ~10!

are of the form

plm5Slm~h,h!Rlm
~ j !~h,j!eimf, ~11!

whereh5k f52p f /l is the spheroidal size parameter,Slm is
the spheroidal angle function,Rlm

( j ) is the spheroidal radial
function @which may be of the first kind,Rlm

(1) , second kind,
Rlm

(2) , third kind, Rlm
(3)5Rlm

(1)1 iRlm
(2) , or fourth kind, Rlm

(4)

5Rlm
(1)2 iRlm

(2)], and the azimuthal dependence is contained
in the complex exponential, exp(imf). The Slm and Rlm

( j )

functions depend onh and are different for the prolate and
oblate coordinate systems.l andm are integer indexes with
2`,m,` and, for a given value ofm, umu, l ,`. A com-
puter program for generating the associated eigenvalues,
l lm(h), and subroutines for generating theSlm and Rlm

( j )

functions were written based on the procedures described in
Flammer.15,16 ~See also, for example, Refs. 17–21.!

The incident acoustic pressure~assumed known! can be
expressed in terms of a general eigenfunction expansion of
the form

p~ i !~j,h,f!5(
l ,m

AlmSlm~h,h!Rlm
~1!~h,j!eimf, ~12!

and the appropriate form of the eigenfunction expansion for
the resultant scattered acoustic pressure~to be determined! is
given by

p~s!~j,h,f!5(
l ,m

almSlm~h,h!Rlm
~3!~h,j!eimf. ~13!

In Eq. ~12!, only Rlm
(1) is included in the expansion for the

incident field sinceRlm
(2) becomes unbounded asj approaches

the coordinate origin. In Eq.~13!, Rlm
(3) is used in the expan-

sion for the scattered field since in the limit of largej this
function corresponds to an outgoing traveling wave, appro-

priate for the scattered field solution.~In this same limit, the
Rlm

(4) function would correspond to an incoming traveling
wave.! In practice, the double summation indexes are trun-
cated such that2M,m,M andumu, l ,L, whereM andL
are chosen sufficiently large for convergence of the solution.

The expansion coefficients for the incident field,Alm ,
can be determined by evaluating the series expression for the
incident field, as given in Eq.~12!, at the surface of the
spheroid,j5j0 , and then applying the orthogonality condi-
tion of the angle functions,

E
0

2pE
21

1

@Slm~h,h!eimf#@Sl 8m8~h,h!e2 im8f#dh df

52pNlmd l ,l 8dm,m8 ; ~14!

thus

Alm5
1

2pNlmRlm
~1!~h,j0!

E
0

2pE
21

1

@p~ i !~j0 ,h,f!

3Slm~h,h!e2 imf#dh df, ~15!

where Nlm is a constant that can be determined from the
associated spheroidal function parameters,dr

lm ~see p. 22 of
Flammer15!,

Nlm5E
21

1

@Slm~h,h!#2 dh52 (
r 508,18

`
~r 12m!! ~dr

lm!2

~2r 12m11!r !
,

~16!

where the summation is over even integers if (l 2m) is even
and is over odd integers if (l 2m) is odd. The scattered field
expansion coefficients,alm , can be directly related to the
corresponding incident field coefficients,Alm , by an appli-
cation of the boundary condition that at the surface of the
rigid spheroid the normal~j! component of the acoustic ve-
locity must be zero. Since the acoustic velocity is directly
proportional to the gradient of the acoustic pressure, and
since the acoustic field consists of a sum of the incident and
scattered fields, atj5j0 ,

]p~s!

]j
1

]p~ i !

]j
50, ~17!

or, equivalently,

]p~s!

]j
52

]p~ i !

]j
. ~18!

The series expansions forp(s) and p( i ) are substituted into
Eq. ~18! and the series terms are equated mode-by-mode,
which gives the following direct relationship betweenalm

andAlm :

alm52
Rlm

~1!8~h,j0!

Rlm
~3!8~h,j0!

Alm . ~19!

In summary, the procedure for determining the near-field
acoustic pressure distribution for a rigid spheroid with a
known incident field is as follows. The expansion coeffi-
cients of the incident field,Alm , are calculated by numerical
integration using Eq.~15!. The expansion coefficients for the
scattered field,alm , are then directly calculated from theAlm

FIG. 1. Schematic of the geometrical arrangement. The spheroid is axisym-
metric about thez axis. For the prolate spheroid~as shown! the major axis is
along thez axis. For an oblate spheroid, the major axis would be perpen-
dicular to thez axis.
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values using Eq.~19!. Once the scattered field coefficients
are determined, the series expansion of Eq.~13! can be used
to determine the scattered field acoustic pressure anywhere
external to the spheroid. The total acoustic pressure is equal
to the sum of the scattered and incident fields.

III. NEAR-FIELD CALCULATIONS FOR THE PROLATE
SPHEROID

Computer programs were written incorporating the the-
oretical development described in Sec. II. and systematic cal-
culations investigating the effects of spheroid size, axis ratio,
and the orientation and character of the incident field on the
near-surface acoustic pressure distribution were performed.
In this section, some results for the prolate spheroid geom-
etry are presented. For plane wave incidence, the plane wave
is assumed to propagate parallel to thex-z plane with an
angle of incidence (udir) measured relative to they-z plane,
as shown in Fig. 1. The corresponding expression for the
incident acoustic pressure is thus

p~ i !~r !5exp@ ih~x sinudir1z cosudir!#, ~20!

where, in this case, all acoustic pressures have been nondi-
mensionalized relative to the amplitude of the incident plane
wave. The expansion coefficients for a plane wave of the
form given in Eq.~20! can, in fact, be determined analyti-
cally and, according to Eq.~5.3.3! in Ref. 15,

Alm5 i l
~22d0m!

Nlm
Slm~h,cosudir!. ~21!

For plane wave incidence, theAlm coefficients calculated
using the numerical integration procedure of Eq.~15! were
found ~for both prolate and oblate geometries! to agree with
the expected analytical values given in Eq.~21!. For ex-
ample, using ordinary trapezoidal rule numerical integration
with an integration grid consisting of 4L steps in theh di-
rection and 8M steps in thef direction, the numerically
calculatedAlm coefficients were typically found to agree
with the theoretically predicted values given in Eq.~21! to
better than one part in one million.

Figure 2 shows a surface grid plot of the calculated
acoustic pressure in thex-zplane for a 45° angle of incidence
plane wave incident upon a 2:1 axis ratio prolate spheroid
with a spheroidal size parameter~h! of 10. The magnitude of
the complex acoustic pressure is plotted using a 101 by 101
square grid extending from22 to 12 in the x and z axis
directions.~For the surface grid plots, the value of the acous-
tic pressure inside the spheroid is artificially set to a uniform
value of 1.0.! Figure 3 provides a gray level visualization of
the same data presented in the surface grid plot of Fig. 2.
~For the gray level visualizations, the interior of the spheroid
has been set to a uniform light gray!. For the 2:1 axis ratio,
h510 prolate spheroid, solution convergence was obtained
by using series limits ofM512 andL523.

As can be observed in Figs. 2 and 3, the reflection of the
incident plane wave from the lower surface~‘‘incident side’’!
of the spheroid interferes with the oncoming incident plane
wave to create a series of strong constructive and destructive
interference bands. Near the upper surface~‘‘shadow side’’!
of the spheroid there is a definite shielding effect except for

a band of relatively high acoustic pressure that extends from
the upper-right-hand surface in an outward direction that is
approximately parallel with the propagation direction of the
incident plane wave.

By using the numerical integration procedure of Eq.
~15!, solutions can be obtained, not only for plane wave in-
cidence, but for any known incident field. To demonstrate, a
calculation was performed, for the same 2:1 axis ratio,h
510 prolate spheroid considered in Figs. 2 and 3, but now,
in addition to the 45° angle of incidence plane wave, a
spherical point source and a cylindrical line source~of the
same frequency as the incident plane wave! are added. The
spherical point source, located at (x,y,z)5(2,0,2), was as-

FIG. 2. A surface grid plot of the acoustic pressure in thex-z plane for a
plane wave incident upon a 2:1 axis ratio prolate spheroid. Spheroid size
parameter,h510. Plane wave angle of incidence relative to they-z plane,
udir545°.

FIG. 3. Gray level visualization (white⇒ low,black⇒high) of the acoustic
pressure in thex-z plane for a plane wave incident upon a 2:1 axis ratio
prolate spheroid.h510 andudir545°. Thez axis ~horizontal! extends from
22.0 on the left to12.0 on the right. Thex axis ~vertical! extends from
22.0 at the bottom to12.0 at the top. Maximum acoustic pressure,pmax

51.919, and minimum acoustic pressure,pmin50.360.
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sumed to have a nominal amplitude one-half that of the in-
cident plane wave, so

psph~r 8!5~0.50/r 8!exp~ ihr 8!, ~22!

where r 8 is the radial distance from the point source. The
cylindrical line source, located at (x,y,z)5(22,0,2) and ex-
tending in they-axis direction, was assumed to have a nomi-
nal amplitude three times that of the incident plane wave, so
that

pcyl~r 9!53.0@J0~hr9!1 iN0~hr9!#, ~23!

whereJ0 andN0 are, respectively, the zeroth-order cylindri-
cal Bessel functions of the first and second kinds, andr 9 is
the plane radial distance from the line source. The complex
pressure field resulting from all three sources~plane wave,
spherical wave, and cylindrical wave! acting simultaneously
was found to be identical to the sum of the complex pressure
fields from the three sources acting individually, as expected
from superposition.

Figure 4 provides a gray level visualization of the near-
surface acoustic pressure for the combined plane wave,
spherical wave, and cylindrical wave sources.~The regions
immediately adjacent to the point and line sources have been
intentionally blocked out so as to omit the very high acoustic
pressures that occur near these source origins.! As can be
observed in Fig. 4, the combined effects of the three sources
interacting with the prolate spheroid produces a finer struc-
tured interference pattern in comparison with the plane wave
only case given in Fig. 3.

The solution procedure is applicable for any known in-
cident field~e.g., focused acoustic beam, acoustic scattering
from an adjacent object, etc.!. A gray level visualization of
the acoustic pressure distribution for the arrangement of a
focused acoustic beam incident upon a 5:1 axis ratio,h
530 spheroidal size parameter, prolate spheroid is provided

in Fig. 5. The focused beam has a nondimensionalized beam
waist radius (w0) of 0.50, an angle of incidence of 45°, and
is focused at the center of the spheroid, (x0 ,y0 ,z0)
5(0,0,0). The analytical equations used to evaluate the pres-
sure distribution of the Gaussian-profiled focused acoustic
beam are given in the Appendix. These equations were de-
rived using a procedure similar to that previously applied for
the development of a fifth-order corrected electromagnetic
focused Gaussian beam model.22 For the 5:1 axis ratio,h
530 prolate spheroid, solution convergence was obtained by
using series limits ofM526 andL551.

As can be observed in Fig. 5, the incident acoustic beam
strikes the lower surface~incident side! of the prolate spher-
oid and the weak reflected part of the beam interferes with
the oncoming incident beam to create lines of constructive
and destructive interference along the lower surface of the
spheroid. Since the beam waist diameter (2w51.0) is bigger
than the minor axis diameter of the spheroid (2b50.408),
much of the incident acoustic beam is not reflected but in-
stead finds its way around the spheroid and an intact, but
decreased, amplitude, acoustic beam propagates away from
the shadow side of the spheroid with the same direction of
propagation as that of the incident beam.

Figure 6 is for the same conditions as Fig. 5, but now the
focal point of the incident beam has been moved to the left
tip of the spheroid, (x0 ,y0 ,z0)5(0,0,21.0206). Figure 7 is
similar, but the angle of incidence is changed to 0°~i.e.,
end-on incidence! and the focal point moved to the top edge
of the spheroid, (x0 ,y0 ,z0)5(0.2041,0,0).

IV. NEAR-FIELD CALCULATIONS FOR THE OBLATE
SPHEROID

In this section, some results for the oblate spheroid ge-
ometry are presented. The conditions of Figs. 8–13 corre-

FIG. 4. Gray level visualization of the acoustic pressure in thex-zplane for
a 2:1 axis ratio,h510, prolate spheroid with a combined plane wave,
spherical wave, and cylindrical wave sources. Plane wave:ppl51.0, udir

545°. Spherical wave:psph50.5, origin at~2,0,2!. Cylindrical wave:pcyl

53.0, origin at ~22,0,2!. The regions near the spherical and cylindrical
sources have been blocked out.pmax52.570 andpmin50.0199.

FIG. 5. Gray level visualization of the acoustic pressure in thex-zplane for
a focused acoustic beam incident upon a 5:1 axis ratio prolate spheroid.h
530. Focused beam angle of incidence relative to they-z plane, udir

545°. Beam focused at the center of the spheroid (x050,y050,z050) with
a beam waist radius ofw050.50.pmax51.939 andpmin50.000 026.
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spond, respectively, with the conditions of Figs. 2–7, except
now the spheroid is oblate, instead of prolate.

Figure 8 shows a surface grid plot of the calculated
acoustic pressure in thex-zplane for a 45° angle of incidence
plane wave incident upon a 2:1 axis ratio oblate spheroid
with a spheroidal size parameter~h! of 10. Figure 9 provides
a gray level visualization of the same data presented in the
surface grid plot of Fig. 8. For the 2:1 axis ratio,h510
oblate spheroid, solution convergence was obtained by using
series limits ofM515 andL529. As can be observed in

Figs. 8 and 9, the reflection of the incident plane wave from
the left-hand surface~‘‘incident side’’! of the spheroid inter-
feres with the oncoming incident plane wave to create a se-
ries of strong constructive and destructive interference bands.
Near the right-hand surface~‘‘shadow side’’! of the spheroid
there is some shielding and a band of relatively high acoustic
pressure that extends from the upper-right-hand surface in an
outward direction that is approximately parallel with the
propagation direction of the incident plane wave.

Figure 10 provides a gray level visualization of the near-
surface acoustic pressure for the combined plane wave,
spherical wave, and cylindrical wave sources. Once again, as
was observed for the prolate spheroid case, the combined
effects of the three sources interacting with the oblate spher-
oid produces a finer structured interference pattern in com-
parison with the plane wave only case given in Fig. 9.

Figure 11 is for the same 5:1 axis ratio,h530, on-center
focused beam conditions as used in Fig. 5, but now an ob-

FIG. 6. Gray level visualization of the acoustic pressure in thex-zplane for
a focused acoustic beam incident upon a 5:1 axis ratio prolate spheroid.h
530. A focused beam angle of incidence relative to they-z plane, udir

545°. The beam focused at the left tip of the spheroid (x050,y050,z0

521.0206) with a beam waist radius ofw050.50. pmax51.711 andpmin

50.000 41.

FIG. 7. Gray level visualization of the acoustic pressure in thex-zplane for
a focused acoustic beam incident upon a 5:1 axis ratio prolate spheroid.h
530. Focused beam angle of incidence relative to they-z plane,udir50°.
The beam focused at the top edge of the spheroid (x050.2041,y050,z0

50) with a beam waist radius ofw050.50. pmax51.352 and pmin

50.000 50.

FIG. 8. Surface grid plot of the acoustic pressure in thex-zplane for a plane
wave incident upon a 2:1 axis ratio oblate spheroid.h510 andudir545°.

FIG. 9. Gray level visualization of the acoustic pressure in thex-zplane for
a plane wave incident upon a 2:1 axis ratio oblate spheroid.h510 and
udir545°. pmax51.981 andpmin50.0150.
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late, instead of a prolate, spheroid is considered. For the 5:1
axis ratio,h530 oblate spheroid, solution convergence was
obtained by using series limits ofM534 andL555. In the
case of the oblate spheroid, since the beam waist diameter
(2w51.0) is smaller than the major axis diameter (2a
52.041), very little of the incident beam finds its way
around the spheroid and almost all of the incident beam is
reflected from the left-hand~incident-side! surface of the
spheroid.

Figure 12 is for the same conditions as Fig. 11, but now

the focal point of the incident beam has been moved to the
bottom edge of the spheroid, (x0 ,y0 ,z0)5(21.0206,0,0).
Figure 13 is similar, but now the angle of incidence is
changed to 90°~i.e., edge-on incidence! and the focal point
moved to the right edge of the spheroid, (x0 ,y0 ,z0)
5(0,0,0.2041).

V. CONCLUSIONS

A general spheroidal coordinate separation-of-variables
solution has been developed for the determination of the

FIG. 10. Gray level visualization of the acoustic pressure in thex-zplane for
a 2:1 axis ratio,h510, oblate spheroid with combined plane wave, spherical
wave, and cylindrical wave sources. Plane wave:ppl51.0, udir545°.
Spherical wave:psph50.5, origin at ~2,0,2!. Cylindrical wave:pcyl53.0,
origin at ~22,0,2!. The regions near the spherical and cylindrical sources
have been blocked out.pmax52.884 andpmin50.0070.

FIG. 11. Gray level visualization of the acoustic pressure in thex-zplane for
a focused acoustic beam incident upon a 5:1 axis ratio oblate spheroid.h
530. The focused beam angle of incidence relative to they-z plane,udir

545°. The beam focused at the center of the spheroid (x050,y050,z0

50) with a beam waist radius ofw050.50. pmax51.999 and pmin

50.000 50.

FIG. 12. Gray level visualization of the acoustic pressure in thex-zplane for
a focused acoustic beam incident upon a 5:1 axis ratio oblate spheroid.h
530. A focused beam angle of incidence relative to they-z plane, udir

545°. The beam focused at the bottom edge of the spheroid (x0

521.0206,y050,z050) with a beam waist radius ofw050.50. pmax

51.935 andpmin50.0024.

FIG. 13. Gray level visualization of the acoustic pressure in thex-zplane for
a focused acoustic beam incident upon a 5:1 axis ratio oblate spheroid.h
530. Focused beam angle of incidence relative to they-z plane, udir

590°. The beam focused at the right edge of the spheroid (x050,y0

50,z050.2041) with a beam waist radius ofw050.50. pmax51.668 and
pmin50.0061.
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acoustic pressure distribution near the surface of a rigid
spheroid for a monofrequency incident acoustic field of arbi-
trary character. Calculated results have been presented, for
both the prolate and oblate geometries, demonstrating the
manner in which the orientation and character of the incident
field can affect the subsequent near-surface acoustic pressure
distribution. As an example of one possible application, a
comparison of the near-field acoustic pressure distribution
with the corresponding farfield scattering could be used to
assist in developing insight into the physical origins of the
angle-dependent structure exhibited in the farfield scattering
pattern.

In general, higher axis ratio and/or higher size parameter
objects require a larger number of series terms for conver-
gence. The software programs used for the calculations pre-
sented here have an inherent upper spheroidal function limit
of M540 andL580. With this limitation, calculations have
been successfully performed for axis ratios up to 10:1 and
spheroidal size parameters~h! up to 40.

APPENDIX: FOCUSED ACOUSTIC BEAM MODEL

A fifth-order corrected model for the acoustic pressure
of a focused Gaussian-profiled beam with a beam waist ra-
dius ofw0 propagating in the1z-axis direction is as follows.
An exp(2ivt) time dependence is assumed:

p~x,y,z!5pr S 11s2
c2

c0
1s4

c4

c2
D iQ

3exp~2 ir2Q!exp~ i z/s2!, ~A1!

where

s51/~hw0!, r25~x21y2!, z5z/~hw0!,
~A2!

Q51/~ i 22z!,

and

c2

c0
5~12iQ1 ir4Q3!

and

c4

c2
5~26Q223r4Q422ir6Q52r8Q6/2!. ~A3!
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In the standard development of the small wave-height approximation~SWHA! perturbation theory
for scattering from moving rough surfaces@e.g., E. Y. Harper and F. M. Labianca, J. Acoust. Soc.
Am. 58, 349–364~1975! and F. M. Labianca and E. Y. Harper, J. Acoust. Soc. Am.62, 1144–1157
~1977!# the necessity for any sort of frozen surface approximation is avoided by the replacement of
the rough boundary by a flat~and static! boundary. In this paper, this seemingly fortuitous byproduct
of the small wave-height approximation is examined and found to fail to fully agree with an analysis
based on the kinematics of the problem. Specifically, the first order correction term from the
standard perturbation approach predicts a scattered amplitude that depends of the source wave
number, whereas the kinematics point to a scattered amplitude that depends on the scattered wave
number. It is shown that a perturbation approach in which an explicit frozen surface approximation
is made before the SWHA is invoked predicts~first order! scattered amplitudes that are in agreement
with the analysis based on the kinematics. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1548153#

PACS numbers: 43.20.Fn, 43.20.Px, 43.30.Es, 43.30.Hw@DEC#

I. INTRODUCTION

The frozen surface approximation refers to a procedure
in which the time-evolving surface involved in the scattering
problem is replaced with a sequence of ‘‘equivalent’’ quasi-
static surfaces. It is an indispensable part of many numerical
schemes for solving the problem of scattering from a moving
rough surface~e.g., Ref. 1!, but not a topic usually associated
with small wave-height approximation~SWHA! perturbation
theory. As Labianca and Harper2 discuss in their develop-
ment of the perturbation method for moving sea surfaces, the
small wave-height approximation replaces the original rough
~moving! boundary with a flat~and obviously static! bound-
ary. This avoids the necessity of making some sort of an
explicit frozen surface approximation. Several of the most
familiar treatments3–5 of the SWHA perturbation theory for
scattering from moving surfaces avoid the frozen surface ap-
proximation in this manner.

Our interest in this subject grew out of a study in which
a computer code based on SWHA perturbation theory was
developed and used to help benchmark a code that was based
on a time-varying, impulse response technique. Those com-
parisons involved small amplitude~i.e., small compared to
the shortest acoustic wavelengths of interest!, pressure-
release, moving sinusoidal surfaces and a collocated source
and receiver positioned far from the scattering surface. The
goal of this benchmarking exercise was to verify that the
time-variant, impulse-response technique yielded the correct

motion-induced changes in source and scattered frequency as
well as changes in scattered amplitude for each of the ener-
getically significant diffracted orders. In all comparisons,
both models always precisely agreed on the locations~i.e.,
source and scattered frequencies! of any significant dif-
fracted orders. However, the surface motion also changes the
amplitudes of the~Doppler-shifted! diffracted orders and in
this regard, the two models were in complete disagreement.
SWHA perturbation theory predicted that the diffracted or-
ders arriving at the receiver with frequencies higher than the
source frequency~i.e., with positive Doppler shifts! also ar-
rive with lower scattered amplitudes. Diffracted orders that
are shifted toward lower received frequencies~negative Dop-
pler shifts! arrive with larger amplitudes. For the time-
variant impulse response method, the relationship between
Doppler shift and scattered amplitude was exactly the oppo-
site: diffracted orders that had positive Doppler shifts had
larger scattered amplitudes, orders with negative Doppler
shifts had smaller amplitudes. It was found that the magni-
tude of the model discrepancy grew as the speed of the sur-
face increased. However, even for sinusoids moving much
slower than the speed of sound the differences, while small
~a few tenths of a dB for the intensities!, werenot negligible
for benchmarking purposes. The divergence of these two pre-
dictions suggested to us that there was a difference in how
the models were treating the kinematics of the problem.

That this was a subject worth a closer look was rein-
forced by the observations of Pourkaviani and Willemsen,6

who, in a study that looked at the higher order perturbative
corrections to the Doppler backscattering spectrum for oceana!Electronic mail: keiffer@nrlssc.navy.mil
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gravity waves, pointed out that while it ‘‘is natural within the
static theory to organize terms~of the perturbation series!
entirely on the basis of the order in perturbation theory, the
Doppler theory forces an intrinsic reorganization depending
on the regions of support in the frequency domain.’’ Of prac-
tical importance, their study suggests that this intrinsic reor-
ganization may lead to a breakdown in the SWHA theory at
smaller values of roughness than in the static case.

The purpose of this paper is to point out the subtle but
conceptually important role that the ‘‘frozen-surface’’ ap-
proximation plays in the SWHA perturbation method for
moving surfaces. More precisely, this study examines what
appear to be the unphysical consequences that occur if the
frozen surface approximation is omitted. Our conclusions are
interesting and surprising. We find that the perturbative ap-
proach in which an explicit frozen surface approximation is
applied leads to results that are in agreement with fundamen-
tal kinematics of the problem. This isnot true of the standard
perturbation treatment in which the frozen surface approxi-
mation is avoided. A side by side development of the pertur-
bation method with and without the frozen surface approxi-
mation~see Sec. II! is instructive in this regard. As we show,
the two approaches yield first order correction terms that
differ only in the amplitude they predict for the scattered
field. In the section that follows, the kinematics of the prob-
lem is examined. There an independent derivation of the re-
ceived spectral amplitude is presented that is based purely on
the motion of the~Huygen! secondary sources on the surface.
It is shown that the perturbation approach that incorporates
an explicit frozen surface approximation yields scattered am-
plitudes that are in agreement with the kinematics of the
problem.

Throughout the paper, the problem of scattering from a
moving surface is formulated in the time domain, specifically
for an impulsive point source and a solution in terms of the
time-variant impulse response function is sought. This ap-
proach allows for a natural introduction of a single and mul-
tiple scattering description that, along with causality, makes
it possible to identify ‘‘what happened’’ during the scattering
process. It also allows us to address the kinematics of the
problem in a methodical manner. Finally, working in the time
domain avoids difficulties interpreting the frequency domain
approach under dynamic, time varying conditions. Quoting
Wetzel,7 ‘‘the sea is particularly appropriate for time domain
modeling because it is a complex nonstationary surface char-
acterized by an assortment of real and often identifiable, hy-
drodynamic scattering objects that can respond uniquely and
individually to the fleeting touch of a passing impulse.’’

To navigate between the time and frequency domains,
and in particular to arrive at the response of the time-varying
scattering system to the more familiar case of time harmonic
excitation, some basic relations from time-variant linear filter
theory are introduced. Under this viewpoint, the propagation
of the impulse emitted at timet5t, from the source location
( r̄ 0) to the surface, the scattering itself, and the propagation
from the surface to the receiver (r̄ ), are treated as a linear
time-variant, space-variant filter. The complete specification
of this filter is provided by the time-variant, space-variant,
impulse response functionh( r̄ ,t; r̄ 0 ,t). The received signal

~i.e., the output of the filter!, pout( r̄ ,t), due to input signal
pin( r̄ 0 ,t), is given by the superposition integral~see, e.g.,
Ref. 8!

pout~ r̄ ,t !5E
2`

`

pin~ r̄ 0 ,t!h~ r̄ ,t; r̄ 0 ,t!dt. ~1!

If the input signal is time harmonic with frequencyh0.0,
then the complex frequency spectrum of the output signal is

Pout~ r̄ , f !5 1
2@B~ r̄ , f ; r̄ 0 ,h0!1B~ r̄ , f ; r̄ 0 ,2h0!#. ~2!

Here,B( r̄ , f ; r̄ s ,h0) is called the bifrequency function. It is
the Fourier transform of the time-variant transfer function

B~ f ;h!5E
2`

`

H~ f ;t!e2 i2pht dt. ~3!

The time-variant transfer function is the Fourier transform of
the impulse response function

H~ f ;t!5E
2`

`

h~ t;t!ei2p f t dt. ~4!

II. THE FROZEN SURFACE APPROXIMATION

As mentioned in the Introduction, the frozen surface ap-
proximation replaces the moving surface with a sequence of
‘‘equivalent’’ quasistatic surfaces. While this may seem like
a familiar idea, the published literature offers few clear ex-
amples. Different quasistatic surfaces have been used, for
example, a time sequence of instantaneous ‘‘snapshots,’’1 but
it has never been made clear in what sense these new sur-
faces are ‘‘equivalent’’ to the moving surface. In this section,
causality, the kinematics of the surface insonification, and a
single and multiple scattering description of the scattering
process are used to motivate a practical and precise definition
for the frozen surface approximation.

Consider a static point source, located atr̄ 0

5(x0 ,y0 ,z0) above a moving rough surfaceZS(x,y,t). The
source emits an impulse~pressure! at time t5t that propa-
gates through a homogeneous medium~sound speedc! and
then sweeps across the moving rough surface. The impulse
response of the moving surface has, by definition, a single-
scatter component that is due to those points on the interface
that are directly~geometrically! insonified by the source and,
acting as secondary sources, directly insonify the receiver. In
this scheme, multiple scatter is a generic term that refers to
scattered components that directly or indirectly result from
the reinsonification of the surface by theseoriginal second-
ary sources.

At each point on the surface,r̄ 5(x,y,ZS), the time of
insonification by the source impulse,t i , satisfies the equa-
tion

t i5t1
1

c
A~x02x!21~y02y!21~z02ZS~x,y,t i !!2. ~5!

Causality requires that the scattered field on the rough inter-
face be zero at all times prior to the arrival of the source
impulse. Therefore, the time history of the surface at times
prior to t i has no effect on the scattered field. On the other
hand, the single-scatter component of the impulse response
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cannot depend on the surface height function at times later
thant i . The single-scatter response of a point on the surface
must cease to exist the moment the source excitation ends.
Thus, under the assumption that the single-scatter component
dominates the impulse response, it makes sense to define the
frozen surface using the source insonification time

Z̄~x,y,t!5ZS~x,y,t i !. ~6!

The frozen surface defined in this manner is equivalent to the
moving surface in the sense that the single-scatter compo-
nent of their respective impulse responses will be identical.
The multiple scattering contributions to the impulse response
functions, which can detect the surface evolution~or lack
thereof! at times later thant i , will in general differ. There are
two factors that combine to govern the validity of this frozen
surface approximation. The dependence of the impulse re-
sponse function on multiple scattering determines the time
span over which the surface evolution is effectively probed.
The rate of the surface evolution determines how much the
surface changes during this time span.

The equation for the insonification time can be deter-
mined numerically to machine precision via standard root
finding techniques like the bisection method. To proceed ana-
lytically, assume that the source is far from all points on the
surface of interest (r 0@r ), then the following approximation
is valid:

u r̄ 02 r̄ u'r 02 r̄ • r̂ 0

5r 02x sinu0 cosf02y sinu0 sinf02Zs cosu0 .

~7!

Using the time of insonification of the flatz50 surface as a
zeroth order estimate, the method of successive substitutions
can be used to provide an approximate expression for the
frozen surface. For simplicity, we now assume that the sur-
face is sinusoidal,ZS5a cos(Kx2Vt), and restrict the source
to thexz plane (f050,p). The first set of estimates for the
insonification time and the frozen surface are

t i't i
~0!5t05t1

1

c
@r 02x sinu0 cosf0#, ~8a!

Z̄~x,y,t!'Z̄~1!~x,y,t!5a cos@Kx2Vt0#. ~8b!

Following the same procedure, the next higher order pair of
estimates are

t i't i
~1!5t02

a cos~Kx2Vt0!cosu0

c
, ~9a!

Z̄~x,y,t!'Z̄~2!~x,y,t!

5a cos@Kx2Vt01b cos~Kx2Vt0!#, ~9b!

with b5(Va/c)cosu0. Note the differences between the
frozen surface and the moving surface. The lowest order es-
timate for the frozen surface@Eq. ~8b!# is sinusoidal but with
a new wavelengthL852p/(K1V sinu0 cosf0 /c). Sinuso-
ids approaching the source appear~to the incident impulse!
to have a shorter wavelength, sinusoids moving away from
the source seem to have a longer wavelength. The next

higher order estimate~9b! introduces the parameterb whose
magnitude controls the phase modulation of the surface.

III. THE SMALL WAVE-HEIGHT PERTURBATION
METHOD

Independent of the frozen surface approximation, the de-
velopment of a perturbation solution that is valid in the limit
of vanishing roughness begins with a power series expansion
of the total field in surface height parametera. As mentioned
earlier, adopting the language of time-variant linear filter
theory facilitates the interpretation of the two different per-
turbation developments. Accordingly, we write the expansion
of the total pressure field at pointr̄ and timet ~due to the
source impulse emitted at timet5t from positionr̄ 0) as the
expansion of the impulse response function

h~ t;t!5h0~ t;t!1ah1~ t;t!1a2h2~ t;t!1a3h3~ t;t!, ~10!

with unperturbed~flat surface! solution

h0~ t;t!5

dS t2t2
u r̄ 02 r̄ u

c D
4pu r̄ 02 r̄ u

2

dS t2t2
u r̄ 022z0ẑ2 r̄ u

c D
4pu r̄ s22z0ẑ2 r̄ u

.

~11!

A. Standard treatment

In the standard treatment~in which an explicit frozen
surface approximation is avoided! the next step is to expand
the impulse response function in a Taylor series aboutz50
and evaluate the expansion on the surface. For pressure-
release boundary conditions, this yields the equation

05h~ t;t!uz501ZS~x,y,t !F]h~ t;t!

]z G
z50

1
ZS

2~x,y,t !

2 F]2h~ t;t!

]z2 G
z50

1
ZS

3~x,y,t !

6 F]3h~ t;t!

]z3 G
z50

1¯ . ~12!

To proceed with the solution, the power series expression for
the total impulse response@Eq. ~10!# is substituted into the
wave equation~not shown! and into the Taylor series expan-
sion@Eq. ~12!#. From these two new expressions, like powers
of the expansion parametera are equated. This yields a se-
quence of boundary value problems specifying the terms
anhn( r̄ ,t) in Eq. ~10!. Our initial interest lies with the first
order correction to the unperturbed impulse response. Using
ZS5a cos(Kx2Vt) with K.0, the first order correction to
the unperturbed impulse response has the form

ah1~ t;t!uz5052a cos~Kx2Vt !
]

]z
h0~ r̄ ,t; r̄ 0 ,t!uz50 . ~13!

Note that evaluating thez derivative of unperturbed impulse
response on thez50 interface introduces the generalized
functiond8(t2t0). Heret0 is the time at which the impulse,
fired at timet5t, reaches the flatz50 interface at horizon-
tal location (x,y), and the prime indicates]/]t. Making use
of operational properties of the derivative of the Dirac delta
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function9 allows the first order correction term to be written
as

ah1~ t;t!uz505
a cosu0

2pcr0
@cos~Kx2Vt0!d8~ t2t0!

2V sin~Kx2Vt0!d~ t2t0!#, ~14!

where the time of insonification for the flat surface (t0) is
given by Eq.~8a!. Note that although no explicit frozen sur-
face approximation was made in the development of Eq.
~14!, the frozen surface approximation has implicitly been
invoked. This can be seen from the fact that, at each point on
the surface, the scattered impulse response in Eq.~14! de-
pends on the surface evolution at only one time,t5t0 .

The time-variant transfer function~corresponding to the
first order perturbation correction! results after the Fourier
transform indicated in Eq.~4! is performed on Eq.~14!,

aH1~ f ;t!uz505
2a exp@ i2p f t0#cosu0

2pcr0

3@i2pf cos~Kx2Vt0!2V sin~Kx2Vt0!#.

~15!

The bifrequency function is the Fourier transform of the
transfer function and for the purposes of this paper, it is
unnecessary to continue the development any farther. Recall
that the acoustic response of the moving surface due to time
harmonic excitation is rather simply related to the bifre-
quency function@Eq. ~2!#. In addition, the salient features of
the problem do not require that the scattered field on the flat
surface be propagated into the space above the surface. In the
absence of an explicit frozen surface approximation, the
standard perturbation development yields~for a source fre-
quencyh0.0) the first order correction to the scattered bi-
frequency function

aB1~ f ;h0!uz505
iah0 cosu0

2cr0
expF i

2ph0

c
r 0G

3FexpF2 i S 2ph0

c
sinu0 cosf02K D xG

3dS f 2h02
V

2p D
1expF2 i S 2ph0

c
sinu0 cosf01K D xG

3dS f 2h01
V

2p D G . ~16!

The first order correction to the scattered bifrequency func-
tion consists of two plane wave components, one Doppler
shifted toward higher frequencies and one shifted toward
lower frequencies. The critical feature to note is that both
components have amplitudes that depend on the nondimen-
sional parameterk0a, wherek052ph0 /c is the source wave
number. Higher order corrections depend on the scattered
wave number so that, for example, thenth order correction to
the scattered amplitude of a Doppler-shifted diffracted order

has an amplitude that is proportional to (k0a)(ka)n21 with
k52p f /c being the scattered wave number.

B. Perturbation approach coupled with an explicit
frozen surface approximation

If the frozen surface approximation is applied, the de-
velopment is identical to the standard theory except that the
surfaceZs(x,y,t) is replaced by the equivalent quasistatic
surface Z̄s(x,y,t). Corresponding to Eq.~12!, but using

h̃(t;t) to distinguish the frozen surface impulse response
function, is the Taylor series expansion of the boundary con-
ditions,

05h̃~ t;t!uz501Z̄S~x,y,t!F ]h̃~ t;t!

]z G
z50

1
Z̄S

2~x,y,t!

2 F ]2h̃~ t;t!

]z2 G
z50

1
Z̄S

3~x,y,t!

6 F ]3h̃~ t;t!

]z3 G
z50

1¯ . ~17!

After the frozen surface approximation has been applied, the
equation for the first order correction term@corresponding to
Eq. ~13!# is

ah̃1~ t;t!uz5052aZ̄S~x,y,t!
]

]z
h0~ r̄ ,t,t!uz50 . ~18!

Using Eqs.~8a! and ~8b! to approximate the insonification
time and the frozen surface, the first order correction to the
time-variant transfer function becomes

aH̃1~ f ;t!uz505
ia f cosu0

cr0
cos~Kx2Vt0!exp@ i2p f t0#. ~19!

A comparison between Eqs.~15! and ~19! is interesting be-
cause it reveals~at the level of the time-variant transfer func-
tion! the effect that separating the surface evolution from the
time dependence of the incident field has on the scattered
field. Note that the transfer functions are identical except for
the extra term in Eq.~15! that comes from the time deriva-
tive of the surface height function. The bifrequency function
that follows from Eq.~19! ~for a source frequencyh0.0) is

aB̃1~ f ;h0!uz505
ia f cosu0

2cr0
expF i

2ph0

c
r 0G

3FexpF2 i S 2ph0

c
sinu0 cosf02K D xG

3dS f 2h02
V

2p D
1expF2 i S 2ph0

c
sinu0 cosf01K D xG

3dS f 2h01
V

2p D G . ~20!

Rewriting this in a slightly different form for a more direct
comparison with Eq.~16!,
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aB̃1~f;h0!uz505
iah0 cosu0

2cr0
expF i

2ph0

c
r 0GF S 11

V

2ph0
D

3expF2 i S 2ph0

c
sinu0 cosf02K D xG

3dS f 2h02
V

2p D1S 12
V

2ph0
D

3expF2 i S 2ph0

c
sinu0 cosf01K D xG

3dS f 2h01
V

2p D G . ~21!

It can be seen that the application of an explicit frozen sur-
face approximation~and here we have used a zeroth order
estimate for the frozen surface!, results in a bifrequency

function that contains the same two components found in the
standard approach@see Eq.~16!#. The difference in the two
developments is in the scattered amplitudes. With the explicit
frozen surface approximation, the scattering amplitudes de-
pend on the nondimensional parameterka, not k0a as in the
standard approach. Thus, if the Doppler shift is toward
higher frequencies the scattering amplitude increases, if the
Doppler shift is toward lower frequencies then the scattering
amplitude decreases. As pointed out earlier, the higher order
corrections depend on the scattered wave number; thenth
order correction to the scattered amplitude of a diffracted
order has an amplitude that is proportional to (ka)n.

For illustrative purposes, consider the form of the first
order correction to the scattered bifrequency function if the
higher order estimates@Eqs. ~9a! and ~9b!# are used for the
time of insonification,t i , and frozen surface,Z̄(x,y,t),

aB̃1~ f ;h0!uz50

5
iah0 cosu i

2crs
expF i

2ph0

c
r sGF(

m50

` S11
mV

2ph0
D~Jm21~b!2Jm11~2b!!expF2 i S 2ph0

c
sinu0 cosf02mKD xG

3dS h02 f 1
mV

2p D1 (
m50

` S 12
mV

2ph0
D ~Jm21~2b!2Jm11~b!!expF2 i S 2ph0

c
sinu0 cosf01mKD xGdS h02 f 2

mV

2p D G .

~22!

The frozen surface given by Eq.~9b! included a term
that modulated the frequency of the surface. The effect of
this modulation on the scattered spectrum is to generate an
infinite number of side bands. These additional components
arrive at the receiver with frequencies that differ from the
source by multiples of the modulation frequency~V/2p!.
The modulation index,b5(Va/c)cosu0, controls the num-
ber of side bands having significant spectral energy. Since by
assumption,ka,1, this modulation effect will be very small
except for those cases where the value ofka approaches 1
and the sinusoidal surface moves at a significant fraction of
the speed of sound.

IV. ANALYSIS OF THE KINEMATICS

An understanding of the impact of the kinematics on the
scattered amplitude can be obtained without actually calcu-
lating the scattering. For a uniformly moving rough surface,
the relationship between the source and received~scattered!
frequency can be deduced by considering the time variation
in the impulse response of a single scattering feature. For
clarity, label this scattering featurej. SupposeZ̄S(xj,0) is the
surface height that is detected@Eq. ~6!# at horizontal location
(xj ,yj) by the source impulse emitted att5t50. The vector
that locates this surface feature is

r̄ j0
5xjx̂1yjŷ1Z̄S~xj,0!ẑ. ~23!

An impulse emitted at a later time,t5t, will detect this
samesurface feature at a new horizontal location

r̄ j5 r̄ j0
1utS c

c1u sinu0 cosf0
D x̂. ~24!

Hereux̂ is the surface velocity. The single-scatter component
of the time-variant impulse response for this moving surface
feature can be written as

hj~ t,t!5sjdS t2t2
u r̄ 02 r̄ 9u1u r̄ 2 r̄ 9u

c D . ~25!

Heresj is an unknown amplitude that varies with scattering
geometry and surface feature. It also accounts for the spread-
ing losses from source to the scattering feature and from
scattering feature to the receiver. Under the assumption that
r 0@r j andr @r j , sj can be considered time invariant. After
some algebra, the moving features’ impulse response be-
comes

hj~ t,t!5sjd~ t2qt2T0!, ~26!

where

q5
c2u sinu cosf

c1u sinu0 cosf0
~27!

and
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T05
r 01r 2~ r̂ 01 r̂ !• r̄ j0

c
. ~28!

In this form it easy to perform the two sequential Fourier
transforms that yield the bifrequency function

Bj~ f ,h!5
sj

q
exp@ i2p f T0#dS f 2

h

q D . ~29!

At this point, it can be noted that the amplitude of this bifre-
quency function increases when the Doppler shift is toward
frequencies that are higher than the source~frequency! and
decreases when the Doppler shift is toward lower frequen-
cies. This is qualitatively the same change to the received
amplitude that was displayed by@Eq. ~21!#, the bifrequency
function derived from the frozen surface SWHA perturbation
theory. Since every point on the surface is in uniform motion,
this scaling effect applies to the impulse response of the en-
tire surface.

To make the correspondence of the above scaling factor
more explicitly similar to that of Eq.~21!, consider a peri-
odic surface and add the conditions on the source and re-
ceived frequencies for constructive interference into the re-
ceiver direction. Two identical points on the surface,
separated by one surface wavelength, will constructively in-
terfere at the receiver for frequencyf provided that, f
5n/DT. Heren is an integer andDT is the difference in the
time of flight from the two surface points to the receiver. For
a receiver far from all points of interest on the surface, this
becomes

f n5
n~c1u sinu0 cosf0!

L~sinu0 cosf01sinu cosf!
. ~30!

Using the connection between the source and receiver fre-
quencies established by the delta function in Eq.~29!, allows
for the similar specification of the conditions on the source
frequency for constructive interference at the receiver

hn5
n~c2u sinu cosf!

L~sinu0 cosf01sinu cosf!
. ~31!

Note, by convention, restricting the interest to positive fre-
quencies with (sinu0 cosf01sinu cosf).0 means choosing
n.0. The delta function in Eq.~29! means that 1/q5 f /h.
Injecting the requirements for constructive interference
changes this tof n /hn511(nu/Lhn). Finally, identifying
u/L5V/2p yields the bifrequency

Bj~ f ,hn!5S 11
nV

2phn
Dsj exp@ i2p f T0#dS f 2hn2

nV

2p D .

~32!

For n51, this equation has exactly the frequency dependent
scaling factor, 11(V/2phm), as found in Eq.~21!.

V. CONCLUDING REMARKS

In the preceding section, an analysis of the kinematics of
the moving sinusoid scattering problem was shown to ac-
count for a change in the received frequency~Doppler shift!
and a scaling of the received amplitude that depends on the
Doppler shift. Both the kinematically derived Doppler shift

and amplitude scaling effect exactly agree with the first order
correction from the SWHA perturbation theory that explicitly
invoked the frozen surface approximation. On the other
hand, the standard development of the perturbation theory,
which appears to avoid the frozen surface approximation,
accounts for the Doppler shift but not the amplitude scaling
effect.

Initially, it may not be obvious which of the two pertur-
bation solutions makes the most physical sense. From the
side by side development of the two approaches, it is clear
that the frozen surface approximation forces the separate
treatment of the kinematics and scattering~dynamic! aspects
of the problem. In the standard development, the kinematics
are buried in the perturbation series and become part of the
scattering problem. While it may be that the additional re-
finements to the scattered field that are due purely to the
kinematics will emerge from the standard treatment with the
incorporation of higher order terms, some differences be-
tween the two approaches will persist. On the one hand, this
is apparent from the fact that all higher correction terms are
derived from the first order correction term. On the other
hand, the perturbation calculation is limited in a practice to
the first few corrections terms and the desired spectral infor-
mation may not have emerged adequately with only a few
terms. For example, for a ‘‘fast’’ sinusoid the first order cor-
rection term of the scattered field@Eq. ~22!# displays a side
band structure that can contain a significant fraction of the
scattered energy. The frozen surface approximation tech-
nique makes some of this spectral information available with
the first order correction term. With the standard perturbation
approach, information about the existence and significance
of these side bands emerges~if at all! with each additional
higher order~in surface height! correction term.

The main purpose of this paper is to point out that by
addressing the kinematics separately from the SWHA pertur-
bation development, one can obtain~for each order of the
perturbative series! a more accurate accounting of the scat-
tered spectrum than is possible via the standard perturbation
development. The case of scattering from a sinusoidal sur-
face was considered largely for pedagogical purposes. It
should not be assumed that the specific differences between
the two perturbation approaches cited herein translate en-
tirely to more complex surfaces. For these moving multiscale
surfaces, the advantages of the perturbation method that uses
an explicit frozen surface approximation may be greater.
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Imaging in the presence of grain noise using the decomposition
of the time reversal operator
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In this paper, we are interested in detecting and imaging defects in samples of cylindrical geometry
with large speckle noise due to the microstructure. The time reversal process is an appropriate
technique for detecting flaws in such heterogeneous media as titanium billets. Furthermore, time
reversal can be iterated to select the defect with the strongest reflectivity and to reduce the
contribution of speckle noise. The DORT~the French acronym for Decomposition of the Time
Reversal Operator! method derives from the mathematical analysis of the time reversal process. This
detection technique allows the determination of a set of signals to be applied to the transducers in
order to focus on each defect separately. In this paper, we compare three immersion techniques on
a titanium sample, standard transmit/receive focusing, the time reversal mirror~TRM!, and the
DORT method. We compare the sensitivity of these three techniques, especially the sensitivity to a
poor alignment of the array with the front face of the sample. Then we show how images of the
sample can be obtained with the TRM and the DORT method using backpropagation algorithm.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1548156#

PACS numbers: 43.20.Gp, 43.20.Bi@DEC#

I. INTRODUCTION

Most applications in nondestructive testing require the
focusing of ultrasonic waves inside the investigated medium
in order to detect minor defects. The detection of weak flaws
is especially difficult when the inspected object is
heterogeneous1 and has complex geometry.2 The weak echo
from the defect can be masked by the speckle due to the
microstructure and the complex geometry significantly de-
grades the propagation of ultrasound in the area of interest.
In many applications, the solid sample is immersed in water
and one or several transducers are moved to scan the area of
interest. Different approaches have been extensively studied
in order to produce an ultrasonic focused beam through com-
plex liquid–solid interfaces. In the simplest approach, the
beam focusing is achieved with one transducer whose geom-
etry is matched to the liquid–solid interface and the desired
focal point.3 Thus, the focusing process is improved allowing
a better signal-to-noise ratio and also a greater resolution
assisting the separation of close defects and flaw sizing.
However, the inspection of thick samples requires the use of
several transducers of different geometries in order to scan
through the whole sample. This step-by-step scanning is also
extremely time consuming. Last but not least, a misadjust-
ment of the focused transducer significantly degrades the de-
tection quality. This bad positioning is frequently observed,
especially for large samples when the focused transducer is
translated over a long distance.

A second technique based on the use of multielement
transducer arrays gives a greater flexibility.4 Transducer ar-
rays are connected to a set of electronic time delays whose
values are adapted to focus in both the transmit and receive
modes. The combination of transmit and receive focusing
allows the achievement of high resolution.

Another technique, called SAFT5,6 ~Synthetic Aperture

and Focusing Technique! is based on the coherent summa-
tion of multiple data obtained from the sample, from a large
number of transducers positions.

However, all these techniques require some prior knowl-
edge of the geometry and of the acoustics properties of the
solid sample.

Here, we are interested in detecting and imaging the
defect in titanium billets used in the aerospace industry. Such
samples are heterogeneous media and the polycrystalline mi-
crostructure yields a strong scattering noise,7 which can hide
the echo from a defect.

To solve the detection problems due to the heteroge-
neous structure and the geometry of the sample, another
technique has been developed in our laboratory. Relying on
the time reversal invariance of the acoustic propagation, this
technique uses a time reversal mirror8,9 ~TRM!. Such a TRM
can convert a divergent wave, scattered by a defect, into a
convergent wave focused on the defect, by emitting a time
reversed version of the received wave field. It is a self-
focusing technique10 that compensates for distortions of the
ultrasonic wave due to the geometry of the liquid–solid in-
terface and to the microstructure of the sample.11

When the sample contains only one defect, after a time
reversal~TR! process, an optimal focusing is obtained on the
flaw, without the need for any assumptions concerning the
geometry of the sample and the ultrasonic celerity. In the
presence of speckle noise, the iteration of the TR operation
allows the separation of the echo of a weak, deep defect from
the speckle noise.12 If the sample contains several defects,
several iterations of the TR process leads to focusing on the
strongest flaw.12,13

Parallel to the implementation of a detection procedure
using time reversal mirrors, we have developed another de-
tection technique called the DORT~the French acronym for
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Decomposition of the Time Reversal Operator! method. This
method is based on the decomposition of the time reversal
operator that was introduced to describe the iterative time
reversal process.13 Similar to the time reversal process only
rough assumptions need to be made on the ultrasound veloc-
ity and the geometry of the medium.

The DORT method has been used to separate the re-
sponses from different scatterers in a wave guide,14 through
inhomogeneous media,15 and also in thin plates using Lamb
waves.16 It has also been applied to the separation and char-
acterization of Lamb waves circumnavigating a shell.17

The goal of this paper is to show that the DORT method
can be efficiently applied in nondestructive testing. In par-
ticular, we show that the DORT method can be used to en-
hance and separate the echo of a weak scatterer from speckle
noise. In order to evaluate the potentials of this technique,
we compare it to classical focusing and to the time reversal
process.

The DORT method and the time reversal process are
then combined with numerical backpropagation of the data
in order to reconstruct an image of the medium. This back-
propagation is calculated using the simulation code PASS
that takes into account the geometry of the transducers as
well as the solid–liquid interface.18 Thus, it requires some
prior knowledge of the sample.

II. EXPERIMENTAL SETUP

The three detection techniques have been compared us-
ing the same setup: a cylindrical titanium sample with de-
fects, and a transducer array connected to a multichannel
electronic system including programmable transmitters.

A. The transducer array and the electronic prototype

Experiments are realized with a ‘‘Fermat surface’’ trans-
ducer array whose geometry is adapted to make all the
propagation times equal from the transducer surface to a
point at 140 mm depth in the inspected sample, thus provid-
ing optimum focusing at this point. The array of transducers
is prefocused at 140 mm in the titanium billet of 250 mm
diameter with a 55 mm deep water column. This array is
made of 121 transducers working at 5 MHz, with a band-
width equal to 70%. The transducer elements, having the
same area, are distributed according to a six annuli structure
of, respectively, 1, 8, 16, 24, 32, and 40 elements~Fig. 1!.

The 121 elements are connected to an electronic system
allowing transmission and acquisition of the experimental
data for the three detection tests at a sampling rate of 40
MHz. The transmission module is made of 121 program-
mable transmitters. This enables us to emit and to record any
kind of temporal signal on each transducer of the array.

B. The inspected solid sample

The inspected medium is a Ti6-4 titanium alloy cylindri-
cal sample~Fig. 2!, immersed in water, that contains three
flat bottom holes~FBH!. These defects of diameters 0.8, 0.4,
and 0.5 mm are located at a depth of 140 mm and spaced 15
mm apart. The longitudinal wavelength in the titanium
sample is 1.2 mm at 5 MHz and the transverse resolution at

140 mm inside the material is 3.3 mm at26 dB. Thus, the
defects are well resolved and can be considered as points.

III. THE TIME REVERSAL MIRROR AND THE DORT
METHOD PRINCIPLE

The time reversal process and the DORT method which
have been presented in several papers8–18 are briefly re-
viewed in this section.

A. ‘‘Conventional’’ time reversal

A time reversal process allows the conversion of a di-
vergent wave emerging from a source into a wave focusing
on the source. In our case, the source is a flat bottom hole
whose position is unknown. The time reversal process is an
adaptive focusing technique that requires the following three
steps:

~1! Transmission of a short widely divergent wave by sev-
eral elements of the array; for this particular application,
it was established that 25 central transducers was a good
compromise.

FIG. 1. Geometry of the transducer array.

FIG. 2. The titanium sample.
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~2! The wave reflected by the defect is detected by the array
and the echographic signals are recorded in the memo-
ries of the electronic system.

~3! These signals are then time reversed and used to transmit
a wave focusing on the flaw. The time reversal process is
performed on a 0.8ms time window corresponding to the
depth of the defect~Fig. 3!.

In this paper, we study the temporal signals recorded by
the TRM after two iterations. Let us describe two treatments
applied to these signals. Because of 16 defective channels on
the electronic system, only 105 signals are exploited. First,
we present the incoherent summation Inc(t)11,12 of the 105
linear signals@ f k(t)#1<k<105, determined according to the
summation

Inc~ t !5 (
k51

105

f k~ t !, ~1!

where f k(t)5R2,k(t) is the ultrasonic signal recorded on the
transducerk at the second iteration. This process is called
‘‘incoherent summation’’@Eq. ~1!# because the individual
data are not in phase.

Another compact presentation of the time reversal pro-
cess is the ‘‘iterative coherent summation’’ Coh(t) @Eq. ~2!#
of the linear signals@ f k(t)#1<k<105, determined according to
the summation

Coh~ t !5 (
k51

105

f k~ t2tk!, ~2!

where the delaytk is the time when the signalR1,k(t) re-
corded at the first iteration is the maximum. For a zone con-
taining a defect, this process will greatly enhance the signal
from the defect, even if it is not at the array focus. Examples
of these two representations will be given in Sec. IV B.

B. The DORT method

The DORT method has been described in several
papers.13–15,17,18This method is derived from the theoretical
analysis of time reversal mirrors. It is based on a matrix
formalism that describes a transmit–receive process per-
formed with an array ofL transducers. Such an array insoni-
fying a given medium is a linear and time invariant input–
output system characterized byL3L interelement impulse
responsesklm(t) defined as the output of the element number

l when the input of the element numberm is a delta impulse.
At a given frequency, theL3L transfer matrix K(v)
5@Klm(v)#1, l ,m,L can be calculated by the Fourier trans-
form of the responsesklm(t).

The time reversal operator, defined asK* (v)K(v), can
be diagonalized. In general, the number of significant eigen-
values is equal to the number of well-resolved pointlike de-
fects in the medium and each significant eigenvector of the
time reversal operator is associated with one of the defects.
The associated eigenvalue depends on the reflectivity of the
defect and also on its position relative to the array. The first
eigenvector generally corresponds to the strongest reflector
and contains the signals that would be obtained after a large
number of time reversal iterations.

In practice, the diagonalization ofK* (v)K(v) is ob-
tained from the calculation of the singular value decomposi-
tion ~SVD! of the transfer matrixK(v) @Eq. ~3!#,

K~v!5U~v!S~v! tV* ~v!, ~3!

where S(v) is a real diagonal matrix of singular values.
U(v) and V(v) are unitary matrices. The eigenvalues of
K* (v)K(v) are the squares of the singular values ofK(v)
and its eigenvectors are the columns ofV(v).

In summary, the DORT method consists of the measure-
ment of the interelement impulse response functionsklm(t),
the analysis of the singular values of the transfer matrix
K(v) and possibly the backpropagation of the eigenvectors
associated with the most significant singular values.

IV. DETECTION IN A TITANIUM ALLOY SAMPLE

This part concerns the detection of the flat bottom holes
in the titanium sample described above and illustrates the
sensitivity of each technique to a bad positioning of the ar-
ray.

For each technique, the input signal is a sine wave at 5
MHz modulated by a 1ms Gaussian function. This signal is
applied to one or several transducer~s! depending on the
technique.

A first set of measurements is made to detect the three
flaws. To this end, the array which is prefocused at the depth
of the defects~Fig. 4!, is translated parallel to they axis in 1
mm steps.

A second set of measurements is made to test the robust-
ness of each technique to a misalignment of the probe, that is

FIG. 3. Time reversal and DORT window.
FIG. 4. Translation of the array along they axis.
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to say when the probe is no longer aligned with the liquid–
solid interface. This is done for the 0.8 mm flaw by displace-
ment of the array along thex axis ~Fig. 5!. The defect is
initially at the array focus corresponding tox50 mm. The
data are acquired after translating the array along thex axis,
by 0.1 mm steps and for23 mm<x<3 mm.

We first present the performance of the focusing tech-
nique in transmit–receive mode as if using a single large
focused transducer.

A. Focusing in transmit–receive mode

The measurements are realized with the transducer array
described in Sec. II but in order to simulate a single large
focused transducer, the elements are fired simultaneously by
the same input signal~focusing in transmit mode!.

1. Detection of the three defects with the geometrical
focusing (translation ¸ y)

For a given position of the array along they axis, the
received signals@Sk(y,t)#1<k<105 are stored on each channel
during 4 ms and summed to simulate a unique large trans-
ducer

A~y,t !5 (
k51

105

Sk~y,t !. ~4!

The functionA(y,t) is displayed in Fig. 6. The echoes from
the 0.8 mm, 0.4 mm, and 0.5 mm defects are visible between
2 and 3ms for the positionsy516, 31, and 46 mm, respec-
tively. As can be seen on the figure, the array displacement is
not perfectly parallel to the billet axis.

We then calculate the maximum ofA(y,t), defined as
M (y), for an 800 ns time window corresponding to the
depth of the flaws and written as follows@Eq. ~5!#:

M ~y!5max@A~y,t !#. ~5!

The functionM (y) is displayed at Fig. 7. The defects are
well detected with a signal-to-noise ratio equal to 19, 10, and
9.5 dB for the 0.8, 0.5, and 0.4 mm flat bottom holes, respec-
tively. The drawback of this focusing technique is that, due
to the focused transmitted signal, a defect is detected by the
transducer only when it is close to the focal point. Further-
more, as shown in the next paragraph, a misalignment of the
transducer relative to the liquid–solid interface strongly de-
grades the focusing process.

2. Robustness of the geometrical focusing
(translation ¸ x)

In this paragraph, we evaluate the detection quality of
the 0.8 mm flaw with focusing in transmit–receive mode,
after displacement of the array along thex axis ~Fig. 5!. The
elements are simultaneously fired by the same input signal as
before. The 105 signals are then acquired on an 800 ns time
window corresponding to the defect position. This measure-
ment is repeated after translating the array along thex axis.
The association of a time window to a particular depth is
possible because the array is prefocussed in the inspected
area, which of course requires some knowledge on the sam-
ple’s average acoustic properties.

We then calculate theM (x) term @Eq. ~5!#, on an 800 ns
time window corresponding to the depth of the flaw, for the
61 positions of the transducer~Fig. 8!. The decrease of the
detection level is equal to 11 dB after translating the array for
a 0.5 mm distance. Note that the degradation observed in
Fig. 8 is not perfectly symmetrical relative to the positionx
50 mm, probably meaning a little asymmetry of the geom-
etry.

FIG. 5. Translation of the array along thex axis.

FIG. 6. Detection of the three defects with the focusing in transmit–receive
mode.

FIG. 7. Detection of the three defects with the focusing in transmit–receive
mode at the depth of the defects on an 800 ns time window.
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B. The conventional time reversal process

The time reversal mirror has been described in the Sec.
III A. For the first transmission, the 25 central transducers are
simultaneously fired by a short pulse. The time reversal pro-
cess is performed on an 800 ns time window corresponding
to the depth of the defects and the ultrasonic signals~B-
Scan! are taken from the second iteration.

1. Detection of the three defects with the TRM
(translation ¸ y)

Figure 9 displays the B-Scan measured at the second
iteration when the 0.8 mm FBH is located 4 mm out of the
array focus. The undulation of the wavefront reveals the out
of focus position of the defect. The measurement of the
B-Scan is done by translating the array along they axis by 1
mm step~Fig. 4!.

The Inc(y,t) and Coh(y,t) terms@Eqs.~1! and ~2!# are
calculated and we represent~Fig. 10! the peak of each sum-
mation for an 800 ns time window adapted to the depth of
the defects. Three maxima are observed fory516, 31, and
46 mm, associated with the flaws of 0.8, 0.4, and 0.5 mm
diameter, respectively. The amplitude of each maximum is
related to the size of the corresponding defect. The coherent

summation generates three maxima wider and higher than
these obtained with the incoherent summation. For example,
by applying the coherent summation, the 0.8 mm FBH is
detected at 15 mm distance from the focus. This is a great
advantage of the self-adaptative property of the TRM pro-
cess.

2. Robustness of the TRM (translation ¸ x)

As for classical focusing, we evaluate the sensitivity of
the time reversal process to a poor positioning of the trans-
ducer array relative to the titanium sample~Fig. 5!. The peak
in time of the Inc(x,t) and Coh(x,t) terms@Eqs.~1! and~2!#
are calculated along thex axis ~Fig. 11!. They reach the
maximum for x50 mm, when the 0.8 mm FBH is at the
focal point. Furthermore, the decrease of these incoherent
and coherent summations is equal to 15 and 10 dB, respec-
tively, after a displacement of the array for a 0.5 mm dis-

FIG. 8. Detection of the 0.8 mm defect with the focusing in transmit–
receive mode along thex axis.

FIG. 9. Detection of the 0.8 mm defect located 4 mm from the array focus
with the TRM.

FIG. 10. Detection of the three defects with the incoherent and the coherent
linear summations of the B-Scan measured with the TRM at the second
iteration along they axis.

FIG. 11. Detection of the 0.8 mm defect with the incoherent and the coher-
ent linear summations of the B-Scan measured with the TRM at the second
iteration along thex axis.
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tance. These compact representations emphasize the great
advantage of the coherent summation for flaw detection out
of the array focus.

These measurements were also made with nine transduc-
ers~the central transducer and the first crown! and one trans-
ducer ~the central transducer! for the first transmission. We
wondered whether the sensitivity of the time reversal process
would be higher when the first transmission was less fo-
cused. In fact, for nine transducers, the results are similar to
those obtained with 25 transducers whereas for one single
transducer the energy transmitted is too weak and the defect
never detected.

C. The DORT method

In order to evaluate the potentialities of the DORT
method for flaw detection, it is applied to the titanium alloy
sample in the same configuration as before~Figs. 1 and 2!.
The first step of the technique is the measurement of the
interelement impulse responsesklm(t).

1. Detection of the three defects with DORT
(translation ¸ y)

Figure 3 illustrates the interelement impulse response
from element 10 to element 40 when the array is located in
front of the 0.4 mm diameter FBH. The strong echoes com-
ing from the front and the back faces of the titanium sample
are easily visible. The transducer array is translated along the
y axis by 1 mm steps~Fig. 4! and the interelement impulse
responsesklm(t) are acquired on a wide temporal window.
As the array is prefocused at 140 mm in the titanium sample,
the choice of the temporal window corresponds to a slab at
the same depth for each transducer.

2. Singular values at 5 MHz

The information corresponding to 140 mm depth inside
the medium is selected and the transfer matrixK(v) is cal-
culated on an 800 ns time window. Working on such short
signals is necessary to get a reasonable signal-to-noise ratio,
otherwise the weak echo from the defect is drowned under
the accumulation of the signal reflected by the grain struc-
ture.

The singular values are calculated at 5 MHz for each
position of the array along they axis ~Fig. 12!. The first
singular value varies with the position of the flaws relative to
the array focus. For example, the first singular value is asso-
ciated with the FBH of diameter 0.8 mm, 0.4 mm, and 0.5
mm for the positions of the following array: 1 mm<y
<25 mm, 26 mm<y<36 mm, 37 mm<y<49 mm, respec-
tively. Furthermore, the differences between the three
maxima reveal the different effective reflectivities of the
flaws.

In particular, we can observe that the maximum associ-
ated with the 0.5 mm defect is smaller than the maximum
associated with the 0.4 mm defect. This probably results
from the fact that the 0.5 mm defect is not perfectly flat
bottomed.

Near y528 mm, two defects are simultaneously de-
tected and a crossing can be observed on the two main sin-
gular values. Fory,28 mm, the first and the second singular

values are, respectively, associated with the 0.8 mm and the
0.4 mm defects while it is the contrary fory>28 mm.

The other singular values, called ‘‘noise’’ singular val-
ues, mostly result from the grain structure of titanium and
electronic noise. Note that these ‘‘noise’’ singular values
have no significant fluctuation along they axis.

3. Frequency analysis

Until now, the study of the singular values was made at
the central frequency of the transducers. However, the singu-
lar value decomposition may be done at any chosen fre-
quency in the bandwidth of the transducer. Thus, it is inter-
esting to observe the frequency dependence of the singular
values. In our case, the SVD of the transfer matrix is calcu-
lated for the frequencies between 3.1 and 6.3 MHz at 0.16
MHz intervals.

For example, the singular values are represented when
the 0.4 mm FBH is at the array focus and 5 mm out of focus,
respectively~Figs. 13 and 14!. For the first position, the first
singular value is well separated from the others for frequen-
cies above 4 MHz. The maximum is obtained at 5 MHz

FIG. 12. Detection of the three defects with the singular values amplitude
calculated at 5 MHz along they axis.

FIG. 13. Singular values amplitude when the 0.4 mm flaw is located at the
array focus.
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which is the central frequency of the transducers. When the
defect is 5 mm out of focus, the first singular value associ-
ated with the defect, is closer to the other singular values.

For the second position of the defect, the first eigenvec-
tor V1(v) is calculated from 3.1 to 6.3 MHz with a fre-
quency spacing equal to 0.16 MHz. Thus, the first ‘‘temporal
eigenvector’’v1(t) ~Fig. 15! is obtained by inverse Fourier
transform ofV1(v). This ‘‘temporal eigenvector’’ represents
the response from the defect to the array which is by reci-
procity the set of signals that should be applied on each
transducer in order to focus on the corresponding flaw. Al-
though the 0.4 mm FBH is 5 mm away from the focal point,
the temporal reconstruction of the first ‘‘temporal eigenvec-
tor’’ v1(t) remains associated with this defect. Indeed, the
wavefront of this eigenvector shows undulating behavior
which is explained by the out of focus position of the flaw.

4. Linear incoherent and coherent summations of the
first temporal eigenvector v 1(t)

We have shown in Sec. III A a compact presentation of
the time reversal process: the incoherent and coherent sum-
mations of the B-Scan acquired at the second iteration. The

same process is also valid for the DORT method. Indeed, it
consists of calculating the linear incoherent Inc(y,t) and co-
herent Coh(y,t) summations of the first ‘‘temporal eigenvec-
tor’’ v1(t) obtained for each positiony of the array, accord-
ing to Eqs.~1! and ~2!. In this case,f k(t)5a1,k(y,t), where
a1,k(y,t) is the temporal signal~A-Scan! extracted from
v1(t) on the transducerk. The delaytk introduced in Eq.~2!,
corresponds to the time when the signala1,k(y,t) is at the
maximum.

We give an example of this process in Fig. 16 which
presents the peak of the Inc(y,t) and Coh(y,t) terms, calcu-
lated for each position of the array along they axis, by 1 mm
spacing. We observe on each curve, as for the first singular
value ~Fig. 12!, three maxima for the positionsy516, 31,
and 45 mm associated with the 0.8, 0.4, and 0.5 mm flaws,
respectively. As for time reversal, the incoherent summation
produces three narrow peaks whereas the effect of the coher-
ent summation is to widen the three lobes.

5. Robustness of the DORT method (translation ¸ x)

The performances of the focusing technique in
transmit–receive mode and of the TRM have been investi-
gated in Secs. IV A and IV B when the array, initially in front
of the 0.8 mm flaw (x50 mm) is translated along thex axis
~Fig. 5!. The DORT method is now applied to the same ex-
perimental procedure.

The interelement impulse responsesklm(t) are measured
for the 61 positions of the transducer and stored for an 800
ns time window corresponding to the depth of the defect.
The transfer matrixK(v) is then calculated and decomposed
in singular values for frequencies between 3.1 and 6.3 MHz
with a frequency spacing equal to 0.16 MHz.

The singular values distribution is presented at 5 MHz in
Fig. 17. The maximum of the first singular value associated
with the defect is obtained forx50 mm, and is still signifi-
cantly higher than the noise level when the defect is far from
the array focus. For example, the first singular value de-
creases by 5 dB for a displacement of the array equal to 1.5

FIG. 14. Singular values amplitude when the 0.4 mm flaw is located 5 mm
out of the array focus.

FIG. 15. First ‘‘temporal eigenvector’’v1(t) when the 0.4 mm flaw is lo-
cated 5 mm out of the array focus.

FIG. 16. Detection of the three defects with the incoherent and coherent
summations of the first ‘‘temporal eigenvector’’v1(t) calculated along they
axis.
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mm. Thus we see that the DORT method allows us to detect
the flaw even if the transducer array is no longer adapted to
the geometry of the sample.

The functions Maxt(Inc(x,t)) and Maxt(Coh(x,t))
present a maximum forx50.1 and 0.2 mm, respectively
~Fig. 18!. Furthermore, these two terms lose 8 and 2.5 dB,
respectively, for a displacement of the array equal to 0.5 mm.
The coherent summation ofv1(t) is a good way to break
away from the loss of information when the array is no
longer adapted to the geometry of the sample. Thus, it will
be more interesting to analyze the coherent summation of
v1(t) for a defect located out of the array axis.

This robustness is explained by the fact that for the
DORT method, each transducer is fired separately, whereas
the time reversal process simultaneously uses the 25 or 9
central transducers for the first transmission. Consequently,
the transmission is less focused with the DORT method than
with the time reversal process. Furthermore, the DORT tech-
nique takes advantage of a large angular diversity of incident

waves in the titanium sample, allowing a better detection
than time reversal when the array is not perfectly aligned
with the sample.

V. IMAGING IN THE TITANIUM SAMPLE

The procedures described in Sec. IV were only aimed at
detecting the defects. Here, we want to make an image of the
sample. To this end, we have to introduce some prior knowl-
edge of the sample shape and we use a numerical backpropa-
gation algorithms to reconstruct the sources of the echoes.

We propose to achieve defect localization using the
simulation code PASS18 ~Phased Array Simulation Software!
developed in our laboratory by Didier Cassereau. This soft-
ware calculates the acoustic field produced by large arrays of
transducers in complex media.

A. Imaging with the time reversal process

The time reversal process is exploited in order to pro-
duce a synthetic image of the sample, at the depth of the
three flaws. The B-Scans measured along they axis after two
iterations~Fig. 9! are numerically backpropagated with the
PASS code for the 50 positions of the array. Then, the 50
fields calculated along thex and y axis, are incoherently
summed, taking into account the 1 mm array pitch between
two consecutive measurements~Fig. 19!. The image presents
three maxima related to the reflectivity of each defect. Note
that the 0.4 mm defect is detected with a 7.5 dB signal-to-
noise ratio.

B. Imaging with the DORT method

The first ‘‘temporal eigenvector’’ obtained with DORT
can be exploited as a B-Scan and thus numerically back-
propagated. The first ‘‘temporal eigenvector’’ is backpropa-
gated for the 50 positions of the array along they axis, at a
depth of 140 mm. The incoherent combination of the indi-

FIG. 20. Synthetic image of the sample at 140 mm depth obtained with the
DORT method.

FIG. 17. Detection of the 0.8 mm flaw with the singular values amplitude at
5 MHz calculated along thex axis.

FIG. 18. Detection of the 0.8 mm flaw with the incoherent and coherent
summations of the first ‘‘temporal eigenvector’’v1(t) calculated along thex
axis.

FIG. 19. Synthetic image of the sample at 140 mm depth with the time
reversal mirror.
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vidual images calculated for each position of the array pro-
vides a complete image of the sample. Figure 20 is the syn-
thetic image of the sample at the depth of the flaws. The
three defects are detected with a good signal-to-noise ratio.

As shown in Fig. 21, the smallest flaw is detected 15 dB
above the noise. The numerical backpropagation of the ex-
perimental data shows the efficiency of the DORT method in
nondestructive testing to detect and locate a 0.4 mm diameter
FBH in a noisy structure. This technique provides a synthetic
image of the sample at a depth of 140 mm where the defects
~including the 0.4 mm one! are well detected.

This study confirms the ability of the DORT method and
of the time reversal mirror to detect small defects in a com-
plex medium with a satisfactory signal-to-noise ratio.

VI. THE DORT METHOD IN A NOISE AREA

In Sec. IV C, we have applied the DORT method on 800
ns temporal window corresponding to the depth of the three
defects. This detection technique is also applied to a defect
free zone. The interelement impulse responses are acquired
on a 4.2ms temporal window, for 50 array positions ranging
from 1 to 50 mm. For each position of the array, the transfer
matrix is calculated on 18 temporal windows of 800 ns du-
ration at 200 ns steps. This corresponds to depth ranging
from 132 to 144 mm. After decomposition of the 50 times 18
matrices, the behavior of the singular values is analyzed.

The first singular value is represented at 5 MHz along
the z andy axis, forming an image of the medium~Fig. 22!.
Three maxima associated with the defects of 0.8, 0.4, and 0.5
mm diameter appear around the depthz5140 mm for the
positions 6 mm<y<26 mm, 28 mm<y<33 mm, and
41 mm<y<49 mm, respectively. Note that each flaw is de-
tected for several temporal windows~5 for the 0.8 mm de-

fect!. This image also shows that a peak appears for several
noise areas. In order to show the robustness of the DORT
method, we now show that the peaks observed in noise areas
cannot effectively correspond to any defect.

We numerically backpropagate the first eigenvector
v1(t) corresponding to a noise area for several positions of
the array. For instance, we choose to backpropagatev1(t)
calculated for four array positions along they axis (y532,
33, 34, and 35 mm! and at the depth ofz5132 mm ~e.g.,
corresponding to the first temporal window!. The acoustic
field obtained by backpropagation ofv1(t) for y533 and 34
mm is represented along thex andy axis ~Figs. 23 and 24!.
Note that the geometrical focal point is at the center of the
image~e.g., forx5y50 mm) for each backpropagation. For
each array position (32 mm<y<35 mm), the field calcu-
lated alongx50 axis presents a maximum at the focal point
~Fig. 25!.

Thus, the behavior of the DORT method is completely
different in a high speckle zone than the zone around a de-
fect. For the last case, the field is focused on the defect
position. Consequently, when the array is translated for a 1
mm distance along they axis, the distance between the two
consecutive peaks is also equal to 1 mm. Moreover, the
maximum associated with a defect coincides with the focal

FIG. 21. Maximum of the projection of the two images along they axis
~dB!.

FIG. 22. Image of the medium with the first singular value calculated versus
z andy axis.

FIG. 23. Acoustic field versusx andy axis, obtained by backpropagation of
the first ‘‘temporal eigenvector’’ at the depth ofz5132 mm for the array
positiony533 mm.

FIG. 24. Acoustic field versusx andy axis, obtained by backpropagation of
the first ‘‘temporal eigenvector’’ at the depth ofz5132 mm for the array
positiony534 mm.
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point only when the defect is at this point. Concerning the
noise area, we have shown that the first eigenvector always
focuses at the array focal point, because the array used for
these experiments is prefocussed. This analysis allows us to
discriminate the contribution of a defect from the speckle
caused by the microstructure.

VII. CONCLUSION

Three techniques have been applied to the detection of
FBH in a titanium billet, the standard transmit/receive focus-
ing, the time reversal mirror and the DORT method. The
DORT technique provides a real improvement in detection of
deep weak defects in a noisy structure. On the synthetic im-
ages obtained by numerical backpropagation of the data with
PASS, a 0.4 mm large and 140 mm deep defect was detected
with a 15 dB signal-to-noise ratio using the DORT method
whereas it was 7.5 dB for the time reversal process.

The sensitivity of each detection technique to a mis-
alignment of the array relative to the liquid–solid interface
has also been studied. The standard focusing technique does
not allow a correct detection of the 0.8 mm flaw when the
array is no longer adapted to the interface geometry. The
sensitivity of the time reversal mirror is better than the stan-
dard focusing technique but worse than the DORT method.
Thus, the DORT technique promises to be useful to detect
flaws located in samples with complex geometry and using
arrays which are not necessarily matched to this geometry.

We have also shown that the numerical backpropagation
of the first eigenvector is a good test to get rid of false
alarms. In a noise area presenting a peak on the first singular
value, it appears that the backpropagation of the correspond-
ing ‘‘noise eigenvectors’’ produces a peak which remains at
the array focus while moving the array.

These detection techniques present several advantages
and disadvantages. The DORT method and the standard

transmit/receive focusing technique do not require program-
mable generators which are necessary for the time reversal
process. The measurement of the interelement impulse re-
sponses for the DORT method provides information on the
whole depth of the sample, whereas the iterative TR process
requires an iteration for each short time windows. On the
other hand, the DORT method requiresN transmissions forN
transducers, while the time reversal process only requires
three transmissions. Therefore, further studies should focus
on minimizing the data volume, measurements and calcula-
tions times.

This work does not answer the difficult question ‘‘to
what degree of inhomogeneities will the method remain ef-
ficient?’’Although some answer was given by Borceaet al.19

in a theoretical and numerical analysis of a 2D fluid media,
we believe that an answer to this question in the context of
NDE should be the topic of further studies.
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Focusing is one of the most promising techniques for the detection of small defects in pipe works,
in which guided waves including longitudinal and flexural modes are tuned so that ultrasonic energy
can be focused at a target point in a pipe, and analysis of reflected waves gives information on
defects such as location and size. In this paper, the focusing technique is discussed by way of a
simulation of guided wave propagation in pipe by a semianalytical finite element method~SAFE!.
Experiments and SAFE calculations were compared for waveforms transmitted by a single
transducer and received at different circumferential positions initially, and then the focusing
phenomena were experimentally observed using focusing parameters obtained by calculations.
Calculation and visualization were conducted to clarify focusing phenomena in pipe in investigating
the potential of the focusing technique. These results show that the time-reversal idea helps in
understanding focusing and that resolution of focusing is strongly affected by incident waveforms
as well as the number of channels available in an experiment. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1543931#

PACS numbers: 43.20.Gp, 43.20.Px@LLT #

I. INTRODUCTION

Since thousands of miles of tubing and piping are used
in all sorts of power generation, petrochemical, and manu-
facturing plants, nondestructive evaluation has become an
important subject for reduced inspection time and costs. Ul-
trasonic nondestructive evaluation by guided waves propa-
gating over long distances in a pipe has recently attracted
considerable attention as a useful means for solving these
issues; many theoretical and experimental studies have been
published.1–11

All of these works on guided waves in a pipe are based
on a theoretical study of the normal mode expansion pre-
sented by Gazis in 1959,12 in which dispersion curves for a
hollow cylinder with outer- and inner traction-free surfaces
were derived and fundamental useful knowledge was pre-
sented on guided waves in a pipe. In order to achieve our aim
of practical applications to quantitative evaluation for cracks
in a pipe, however, more detailed theoretical or numerical
studies have been required. The focusing technique, espe-
cially, proposed by Li and Rose3,4 is expected to represent a
key technique for defect detection in a pipe. The approach,
however, is very hard to understand intuitively from the ini-
tial fundamental theoretical studies.

The basic idea of the focusing technique is as follows.
First, a displacement distribution in the circumferential di-
rection~circumferential profile! is predicted theoretically for
partial loading by a single transducer. Circumferential pro-

files for multiple transducers can then be expressed by a
superposition of this single transducer profile. Then, by tun-
ing amplitudes and time delays of each channel indepen-
dently, waveforms are enhanced at some predetermined tar-
get in a pipe. Since ultrasonic energy is converged on the
target, a large reflected echo can be detected only when a
defect is located at the target. Scanning various targets can
take place by changing amplitudes and time delays. Obser-
vation of reflected waves then provides useful information
on defects in a pipe, such as location and size.

The purpose of this study is to analyze this focusing
technique by way of simulation and visualization of guided
wave propagation.

Numerical calculation modeling such as finite element
method~FEM! and boundary element method~BEM! is suit-
able for simulating ultrasonic wave propagation and to inves-
tigate it in detail. Moreover, visualizing these calculation re-
sults helps our understandings in such complicated wave
propagation as guided waves. The semianalytical finite ele-
ment method~SAFE!, in which wave propagation in the lon-
gitudinal and circumferential direction is expressed by a su-
perposition of orthogonal harmonics, is one of the most
effective modeling techniques for carrying out large compu-
tations for guided wave propagation in a pipe. This special
modeling technique designed for bar- and plate-like objects
was developed by Cheng13 and Zienkiewicz.14 Recently,
Datta15–18 and Dong19,20 have made significant progress on
guided waves using SAFE. The authors21 have studied com-
plicated Lamb waves propagating in laminated plates using
calculation and visualization techniques.

In this paper, the SAFE is used for simulation of cylin-
a!Electronic mail: hayashi@megw.mech.nitech.ac.jp
b!Electronic mail: jlresm@engr.psu.edu
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drical guided wave propagation. First, calculated waveforms
are compared with experiments to confirm the accuracy of
the calculations and SAFE calculations are applied to focus-
ing experiments. Next, we investigate the focusing status and
its application to defect detection from visualization results.
Moreover, the potential values of the focusing technique are
discussed.

II. PRELIMINARY

A. Semianalytical FEM

In the SAFE used here, waveforms in circumferential~u!
and longitudinal~z! directions represent orthogonal harmonic
functions, and the analytical dimensions are then reduced
into one dimension in the thickness direction~r!. Therefore,
even guided wave propagation over long distance can be
calculated with short calculation times and a small computa-
tional memory. Since the basic formulations are written in
the references14–18 in detail, only some fundamental and ad-
ditive equations will be represented in this section. Displace-
ment vectorU, containing displacements at nodes divided in
the r direction, is represented using orthogonal harmonic
functions exp(inu), exp(ijz), and exp(2ivt) in the r, u, andt
~time! direction, respectively

U~u,z,t !5E
2`

1`

Ū~u,z!exp~2 ivt !dv, ~1!

Ū~u,z!5 (
n52`

1`

Ūn~z!exp~ inu!, ~2!

Ūn~z!5E
2`

1`

U! n exp~ i jnz!dj, ~3!

whereŪ denotes the Fourier transform ofU in terms of time
t, and means the complex amplitude for harmonic waves at
the angular frequencyv. Ūn is a complex Fourier series ofŪ
in terms of circumferential directionu, U! n is the Fourier
transform ofŪn in terms of longitudinal directionz, andjn is
the wave number propagating into the6z directions for the
nth circumferential function.

Similar to ordinary FEM, the virtual work principle or
Hamilton’s principle leads to the governing equations. The
insertion of Eq.~1! in the governing equations gives eigen-
systems for thenth circumferential harmonic. Solving this
eigensystem yields 2M eigenvaluesjnm and 2M right eigen-
vectorsFnm

R (2M vector!, whereM is the dimension of the
nodal displacement vectorU and three times the number of
nodes, andm51,2,...,2M . The eigenvaluejnm corresponds
to the wave number of themth mode andnth family. When it
is real, it means a propagating mode, and an evanescence
mode is represented for complexjnm . Calculating the eigen-
valuesjnm at many frequency steps yields dispersion curves
for the nth family.

Here, following Ref. 19, the displacement vectorŪn for
the nth circumferential harmonic~nth family! is obtained as

Ūn5 (
m51

M

anmFnm
R upperexp~ i jnmz!, ~4!

whereanm is an amplitude of the (n,m) mode to be obtained
from boundary conditions, andFnm

R upper is the vector consist-
ing of upperM elements ofFnm

R , representing displacement
distribution in ther direction. Equation~4! exhibits thatŪn is
described as a superposition of guided wave modes for the
nth circumferential harmonic.

Now suppose that a line source is located atz5zs , uuu
,u0 @Fig. 1~a!# and that the displacement vector is described
as

Ūn
lineS5 (

m51

M

anm
lineSFnm

R upperexp$ i jnm~z2zs!%. ~5!

This solution has been obtained in Ref. 19. Then, the solu-
tion for the angle wedge transducer of incident angleu i and
located atuuu,u0 , uz2zsu,z0 can be obtained as an inte-
gration of Eq.~5!. See Fig. 1~b!. By considering the phase
shift due to incident angle, only amplitudeanm should be
replaced as

anm→anm3
2 sin$~j02jnm!z0%

j02jnm
, ~6!

wherej0 is represented asj05ja sinui when assuming the
wave number in the wedge isja .

When the angle wedge receiver is the same as the trans-
mitter with the width 2u0 and 2z0 in the u andz directions,
respectively, the amplitude of the received signal is obtained
as

anm→anm3
2 sin$~jnm2j0!z0%

jnm2j0
3

2 sinnu0

n
. ~7!

When the excitation point isu5us instead ofu50

anm→anm3exp~2 inus! ~8!

gives the solutions.
To summarize, when the angle wedge transmitter with

incident angleu i and width of 2z0 and 2u0 are installed at
z5zs , u5us , displacements at the angle wedge receiver
with receiving angleu i and width of 2z0 and 2u0 @Fig. 1~c!#
are given as

Ūn
angleS1angleR5 (

m51

M

anm
angleS1angleRFnm

R upper

3exp$ i jnm~z2zs!%,
~9!

aangleS1angleR5a lineS3
2 sin$~j02jnm!z0%

j02jnm

3
2 sin$~jnm2j0!z0%

jnm2j0
3

2 sinnu0

n

3exp~2 inus!.

B. Focusing algorithm

N transmitters andN receivers are located in the circum-
ferential direction and numbered 1,2,...,N from the top of the
pipe as shown in Fig. 2. Then, the complex amplitude of a
harmonic wave at the frequencyv traveling from theith
transmitter to thejth receiver is defined asHi j . Hi j is pre-
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determined by experiments or calculations, containing the
information of amplitude and phase. Controlling the output
level ~amplitude! Ai and time delayt i of the ith transmitter,
the received signal is described asaiHi j , where

ai5Ai exp~2 ivt i !. ~10!

Tuning all amplitudes and time delays from 1 toN, sig-
nals at thejth receiverqj can be described as a superposition
of aiHi j as

qj5(
i 51

N

aiHi j . ~11!

This is represented in the matrix form as

q5Ha,
~12!

q5@q1 q2 q3 ¯ qN#T, a5@a1 a2 a3 ¯ aN#T.

Here, letting the received signals be

q5@1 0 0 ¯ 0#T, ~13!

FIG. 1. Boundary conditions.

FIG. 2. Focusing algorithm.

FIG. 3. Dispersion curves for a steel pipe used in this paper; 88-mm outer
diameter and 5-mm thickness.~Gray region denotes the frequency spectrum
of incident wave, 290 kHz, 7.5-cycle tone-burst waves.!
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then we have a complex amplitude

a5H21q. ~14!

Complex amplitude componentsai are represented by ampli-
tudes and time delays as shown in Eq.~10!.

From the predefined target amplitudeq and the matrixH
determined by numerical calculations, necessary amplitudes
and time delays for each element are calculated. When a pipe
in question is geometrically symmetric like a straight homo-
geneous pipe, matrixH becomes a cyclic matrix as

H115H225H335¯5HNN ,

H125H235H345¯5HN1 , ~15!

¯,

and then the deriving Eq.~14! is equivalent to the convolu-
tion algorithm developed by Li.4

III. COMPARISON OF SAFE CALCULATION AND
EXPERIMENT

The following two experiments were carried out in this
section in order to verify the SAFE calculations. The first
one was a comparison between experimental and calculated

flexural modes that were exited by a single transducer and
received at various circumferential positions. The second one
was a confirmation of the focusing phenomena by using am-
plitudes and time delays obtained from the SAFE calcula-
tions of circumferential profileHi j and the focusing algo-
rithm.

In these experiments, a steel pipe of 88-mm diameter
and 5-mm thickness is used. Eight angle wedge transmitters
with an incident angle of 30° are fixed at the end of the pipe
and an angle wedge receiver with 30° receiving angle can be
moved to receive waveforms at different circumferential and
longitudinal positions.

Figure 3 shows dispersion curves of the steel pipe used
in these experiments as well as a frequency spectrum of in-
cident signals of about 290 kHz center frequency. L and F in
Fig. 3 denote Longitudinal and Flexural modes, respectively.
The numbers in parentheses correspond to (n,m) in Eq. ~4!,
representing themth mode of thenth family. The incident
and receiving angles of 30° are suitable for exciting and

FIG. 4. Experimental~black line! and calculated~gray line! waveforms at
different circumferential positions at L5800 mm.

FIG. 5. Circumferential profile at focal points of L5400 mm and L5800
mm.
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detecting L~0,2! and F(n,2) modes. In the first single trans-
mitter tests, waveforms at eight circumferential positions
~0°,45°,90°,135°,180°,225°,270°,315°! were detected in
through-transmission configurations with a fixed angled
transmitter on the top~0°! of the pipe and a receiving trans-
ducer at different positions. In the second focusing tests, a
Matec multichannel system independently tuned amplitudes
and time delays for eight angle wedge transmitters located at
regular intervals in the circumferential direction. Circumfer-
ential profiles were measured by scanning the receiving
transducer in the circumferential direction.

In the SAFE calculations, solving the eigensystems de-
termined by given material properties and geometries yields
wave numbersjnm and wave structure vectorsFnm

R upper in
Eq. ~4!, and the boundary conditions give amplitudesanm .
Then, displacements in Eq.~4! were given for each circum-
ferential harmonicn and frequency stepv. Waveforms at any
points U(u,z,t) are obtained by substituting displacements
Eq. ~4! into Eq. ~2! and then into Eq.~1!. Tone-burst signals
of 290 kHz and 7.5 cycles were adopted as an excitation
stress on the surface of the pipe so as to meet experimental
conditions. So, boundary conditions in these calculations are
traction-free on both inner and outer surface of the pipe and
tone-burst normal stress applied on the loading region. The
other geometric parameters such as transducer width (z0

57.5 mm, u0522.5°) and transducer angle (u i530°) were
adjusted to the experiments. The pipe was divided by eight
quadratic cylindrical elements in ther direction as in Ref. 19.
Calculations were done for 11 circumferential harmonics
from n525 to 5 and for 1000 frequency steps from 0 to 2.0
MHz.

Figure 4 shows the comparisons between experimental
and computated waveforms~displacements! when the inter-
transducer distanceL was 800 mm. Figure 4~a! presents the
distribution of maximum amplitude of the waveforms de-
tected at various circumferential positions~circumferential
profile!. Figure 4~b! shows waveforms obtained both experi-
mentally and calculated at various circumferential positions.

Since the waveforms at the circumferential position of 225°,
270°, and 315° were very similar to those at these symmetric
positions 135°, 90°, and 45°, waveforms only at these five
positions were shown in this figure. These SAFE calculations
agree well with experiments not only in amplitude distribu-
tion and arrival time of waveforms, but also in phase, which
proves that these calculations were carried out with sufficient
accuracy.

Figure 5 shows circumferential profiles at a target posi-
tion in the focusing experiments. Amplitudes and time delays
were calculated for a target point ofL5400 mm, 0° and of
L5800 mm, 0°~Table I!. Large signals were detected at the
target point of 0° in the both cases. This shows that focusing
phenomena occur at the target points given by the SAFE
calculations and the focusing algorithm. Calculated circum-
ferential profiles are also shown in Fig. 4, where the focusing
phenomena were simulated using amplitudes and time de-
lays, these results being visualized later. Main differences
between experimental and calculated profiles were caused by
the fact that little excitation signals from eight transducers
were not all well-formed tone-burst identical signals. This
hardware issue can be improved with little difficulty.

Furthermore, interesting knowledge is obtained by com-
paring the amplitudes and time delays given in Table I with
the waveforms shown in Fig. 4. Amplitudes and time delays
obtained from the waveforms in Fig. 5 are shown in Table II,
where the waveform at 180° is assumed to be standard. By
addingnT ~n is integer andT is a period; 3.45ms for 290
kHz! into these time delays, values in the lowest row in
Table II were obtained. Amplitudes and time delays in Table
I L5800 and Table II show very good agreement but signs
of the time delays are opposite. This means that the focusing
can be realized as following. First, waveforms are detected at
theN receivers, where a single source transducer is installed
at a target point. Then,N received signals are time reversed.
In the next step,N receivers are used asN transmitters and
time-reversed signals are excited at these transmitters. This
results in the focusing at the target point where the single

TABLE I. Amplitude and time-delay computation for focusing at the top for L5400 mm and 800 mm.

L5400 mm
Top

Top,
0° 45° 90° 135°

Bottom,
180° 225° 270° 315°

Amplitude @-# 1.00 0.98 0.92 0.87 0.83 0.87 0.92 0.98
Time delay
@ms#

2.38 2.04 1.22 0.00 1.88 0.00 1.22 2.04

L5800 mm
Top

Top,
0° 45° 90° 135°

Bottom,
180° 225° 270° 315°

Amplitude @-# 0.48 0.60 0.72 0.35 1.00 0.35 0.72 0.60
Time delay
@ms#

1.78 2.52 1.39 1.50 0.00 1.50 1.39 2.52

TABLE II. Amplitude and time delaytdelay obtained by waveforms in Fig. 3 and time-delay shifttdelay6nT.

Top, 0° 45° 90° 135° Bottom, 180°

Amplitude @-# 0.64 0.66 0.68 0.30 1.00
Time delay@ms# tdelay 25.21 4.41 21.30 1.98 0.00
tdelay6nT @ms# 21.76 22.49 21.30 21.52 0.00
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transducer was installed first. This is nothing other than the
application of ultrasonic time reversal.22,23

IV. VISUALIZATION OF FOCUSING TECHNIQUE

Since this focusing technique is based on the algorithm
using complicated circumferential profiles, actual wave
propagation status is hard to describe. For example, if focal
points exist at unwanted points, they prevent us from deter-
mining the location of a crack. In order to apply the focusing
technique to crack detection and defect evaluation, we need
to comprehend wave motions and focusing status. In this
section, the focusing technique was investigated by way of
visualization results from SAFE calculations.

Figures 6~a! and~b! show the focusing status when am-
plitudes and time delays were tuned for focusing atL
5400 mm, 0° andL5800 mm 0°, respectively. Visualization
regions are from 20 mm, just after excitation region, to 1000
mm, where the grid width in the longitudinal direction is 10
mm. The shift of grid points describes amplitudes of the
wave and the shade is normal stress in the longitudinal di-
rection. Circle charts in these figures represent circumferen-
tial profiles at the maximum amplitude position. As ampli-
tudes and time delays were calculated for the harmonic wave
of 290 kHz, modes were selected by controlling incident
angle, in this case L~0,2! and its neighbor F(n,2) modes,
designed to focus to a focal point. However, it is possible to
excite the other unwanted modes due to a frequency band-
width of the incident wave with finite width transducers. Two
wave packets can be seen in both Figs. 6~a! and ~b!, the
faster one being the L~0,2! and F(n,2) modes and the second
being the L~0,1! and F(n,1) modes. In both L5400 mm and
L5800 mm, L(0,2)1F(n,2) modes are focused to the focal
point as expected, while L(0,1)1F(n,1) modes are not.

Figures 6~a! and ~b! reveal that the focusing phenom-
enon does not occur abruptly at the focal point, but goes
through the process in which the first wave gradually in-
creases as it approaches the focal point and decreases after
the focal point. Considering the focusing algorithm, complex
displacement amplitudes at the target position are described
as q5@1 0 0,...,0#T. This means that the focused waves
propagate after focusing like those excited by a single trans-
ducer at the focal point. In the vicinity of the focal points,
circumferential profiles shows that waves spread with dis-
tance, while in the far field, complicated circumferential pro-
files which cannot be predicted without the aid of calcula-
tions are shown in Fig. 6~a! t5220ms. As for the wave
before the focusing points, the time-reversal idea is helpful
in understanding that the wave propagation is roughly sym-
metric with respect to the focal point. As seen in Fig. 6~a!
t5100ms and ~b! t5140ms, circumferential profiles are
similar to those for a single transmitter in the near field, that
is, waves spread with distance from the target, but profiles
became more complicated in far field as in Fig. 6~b! t
5180ms. From a crack detection point of view, even if un-
expected focusing phenomena occur in the far field from the
designed focal point, they do not result in a wrong evaluation
of defects since these focal points are not close to each other,
anyway.

V. POTENTIAL OF THE FOCUSING TECHNIQUE

Focal spot size strongly affects the sensitivity of lateral
resolution in crack detection. To make a focal spot small, the
following ideas are considered:~1! to increase the number of
channels;~2! to control incident waves by function genera-
tors; ~3! to change the location of the transducers.

The focusing algorithm gives some explanations of the

FIG. 6. Visualization results for focusing status. Wave propagation on the
pipe surface and circumferential profiles at the location of L(0,2)1F(n,2)
modes.
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resolution with regard to the number of channels. As the
number of channelsN is large, the number of elements in
vectorq becomes large. This means that the circumferential
width covered by one receiver becomes small, and this re-
sults in a small focusing spot. Detailed descriptions are writ-
ten in Ref. 4.

Next, let us consider the control of incident waves. We
discussed the use of tone-burst waves for focusing, in which
amplitudes and time delays were obtained from a predicted
circumferential profile by SAFE calculations only for a cer-
tain frequencyv ~usually center frequency!. However, if the
circumferential profiles abruptly vary with a small shift of
frequencydv, amplitudes and time delays obtained for a
certain frequencyv are not designed to focus a wave of the
frequencyv1dv. Therefore, focus width could not be ob-
tained as expected even in noise-less computer simulations.
Figure 7 shows circumferential profiles at the focusing posi-
tion with variable frequency bandwidth~number of cycles!.
As the number of cycles becomes small, that is, frequency
bandwidth becomes broad, energy convergence at the focal
point become small. This shows that amplitudes and time
delays calculated for a center frequency do not work well for
a converging ultrasonic wave at frequencies other than the
center frequency.

For this reason, focusing is enhanced by applying am-
plitudes and time delays obtained independently for all fre-
quency steps. Applying different amplitudes and time delays
for different frequency steps means that arbitrary incident
waves are excited instead of the tone-burst wave. From the
time-reversal point of view,21,22 this can be replaced as fol-
lows.N signals emitted from a single transducer and detected
at N receivers are converted intoN time-reversal waves.
When the time-reversal waves are emitted back into the pipe
from the N transducers, the ideal focusings that are not in-
fluenced by frequency bandwidth like that in Fig. 7 are real-
ized. Figure 8 shows received waves~calculation! at L5800
mm when time reversal of calculated waveforms of the gray
lines in Fig. 4 is used as excitation signals at eight transduc-
ers. Large waveforms were observed only at the desired focal

point ~L5800 mm, 0°!, and small amplitudes at the other
points.

Next, let us discuss the transducer location. The focus-
ing algorithm can be applied even if transducers are not
aligned in the circumferential direction. It is possible that
changing the location of the transducers could improve fo-
cusing. However, since it is not easy to find the general al-
gorithm on transducer location to optimize focusing, qualita-
tive discussions will be described here. When the number of
channels areN, the above-mentioned discussions are applied
in this case, and the resolution does not change. But, the
robustness of the solutionH21 is affected, and it results in a
poor focusing characteristic. For example, whenN transduc-
ers are at the same position, this is the same situation as a
single transducer, and so focusing is not observed. Here, the
matrix H is nonregular asH115H215¯HN1 , H125H22

5¯HN2 , H135H235¯HN3 ,..., H1N5H2N5...HNN .
Generally speaking, the robustness of Eq.~14! depends on
the independence of each equation in the simultaneous equa-
tions Eq.~14!. In this sense, aligning transducers in the cir-
cumferential direction at a regular interval is the best ar-
rangement to keep independence of these simultaneous
equations and to give good focusing.

VI. CONCLUSIONS

Simulation of guided wave propagation was conducted
using a semianalytical finite element method. This calcula-
tion was verified by way of a comparison of waveforms and
an application to the focusing technique. Applying the semi-
analytical FEM calculations to focusing technique gave the
following conclusions.

~1! Focusing does not occur abruptly at the focal point, but
the amplitude of a wave packet increases as it ap-
proaches the focal point and decreases gradually after it.
In the far field from the focal point, circumferential pro-
files become complicated. This is just like circumferen-
tial profiles from a single source at the focal point.

~2! Controlling incident waveforms, as well as increasing
the number of channels, improves the resolution and sen-
sitivity of the focusing technique. Using time-reversal
signals realizes the ideal focusing in a pipe.

In this paper, circumferential resolutions in the focusing

FIG. 7. Circumferential profiles for incident waves with different frequency
bandwidth and cycles of tone-burst waves.

FIG. 8. Received signals for time-reversal emission tests~calculation! at the
focal point ~L5800 mm, 0°!.
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technique were discussed, but it is necessary to investigate
the resolution in the longitudinal direction, for which visual-
ization will be helpful.
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Noncontact ultrasound stimulated optical vibrometry study
of coupled vibration of arterial tubes in fluids
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Coupled vibration of arterial tubes is analyzed with the wave propagation approach and first-order
shear deformation theory. Both the interior and exterior fluids are considered as compressible so that
acoustic waves can be generated and propagated in the fluids. Results obtained using the theory have
been evaluated against those available in the literature and the agreement has been found to be good.
The theory can be used for future research on the vibration and acoustics of arterial walls. Vibration
experiments were carried out on a silicone rubber tube in a water tank with a novel ultrasound
stimulated optical vibrometry system. This system uses the radiation force of ultrasound to vibrate
the tube at low frequency and records the resulting response by a laser vibrometer. Both the
excitation and measurement are remote and noncontact. The silicone rubber tube was chosen
because it has mechanical properties close to those of arteries. The fundamental frequency is well
excited by the radiation force and measured with the laser. The measured fundamental frequency is
in good agreement with the present theory. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1548154#

PACS numbers: 43.20.Ks, 43.40.Ey, 43.80.Jz@DEC#

I. INTRODUCTION

The mechanical properties of the arterial wall are very
important because they influence arterial physiology and the
development and progression of arterial diseases via effects
on blood flow and arterial mass transport. Furthermore,
stresses and strains in the arterial wall are extremely impor-
tant factors in understanding the pathophysiology and me-
chanics of the cardiovascular system. Stresses and strains
cannot be analyzed without exact knowledge of the mechani-
cal properties of the wall. Indeed, knowledge of the mechani-
cal properties of the blood vessels has long been recognized
as playing an essential role in cardiovascular behavior.1–4

However, vibration analysis of arterial walls has not be ex-
tensively conducted.

This paper reports our recent study5 on vibration of
tubes. Here we study the coupled vibration of a tube im-
mersed in and filled with fluid. We assume that:~a! the tube
is of one layer made of homogeneous, isotropic, and elastic
materials. The tube is considered as a thick shell, because the
ratio of thickness to radius is relatively large for most arterial
walls compared to thin shells widely used in engineering.~b!
To simplify the problem, both the interior and exterior fluids
are nonviscous; however, they are compressible, and there-
fore, acoustic waves can be generated and propagated in both
fluids.

Vibration analyses of shells have been studied for over a
century. Love6 modified the Kirchhoff hypothesis for plates
and established the preconditions of the so-called ‘‘classic
theory of thin shells,’’ which is now commonly known as
Love’s first approximation of the first kind on which many
thin shell theories were later developed, i.e., Donnell’s
theory.7 Numerous methods have been developed and used to

study the vibration behavior of thin shells based on these or
other thin shell or classic theories. In classical or thin shell
theories, which assume that straight lines normal to the
middle surface before deformation remain straight, inexten-
sible and normal to the middle surface after deformation, the
transverse shear and transverse normal effects are ignored.
This omission makes the thin shell theories highly inad-
equate for the analysis of even slightly thick shells. In recent
years, the refinement of thin shell theories has resulted in a
number of the so-called ‘‘higher order shell theories.’’ The
first-order shear deformation theory has been used for vibra-
tion and dynamic stability analysis of thick shells.8–10 An
approximate analysis similar to the finite-strip method has
been employed to study the vibration of thick cylindrical
shells on the basis of three-dimensional theory of elasticity.11

If the tube vibrates in a vacuum or in a light fluid like
air, the fluid loading effects on the tube can be ignored.
Therefore, the vibration of the tube and acoustic waves in the
fluid can be separately studied. Actually the coupled natural
frequency of the tube in a light fluid is nearly the same as its
uncoupled natural frequency. Therefore, no coupled analysis
is needed, and calculations are significantly simplified. Nu-
merous theories have been developed and used to study the
vibration behavior of uncoupled shells, see Armenakas
et al.12 and Blevins.13

However, for an arterial tube that is in human tissues
and carrying blood, the tissue, and blood introduce signifi-
cant mass loading effects, and warrant a coupled fluid-
structure analysis. It is then impossible to neglect the cou-
pling between the tube with the exterior tissue and interior
blood. In most cases it is not easy to exactly take into ac-
count the effect of the fluid-structure interaction by analytic
methods, except in a few cases where an analytical solution
can be made for simply shaped structures~e.g., spherical, or
infinite cylindrical structures!. Many studies have been made
on fluid-loaded plate and shell problems in this field for the

a!Author to whom correspondence should be addressed; electronic mail:
zhang.xiaoming@mayo.edu
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last few decades, see Morseet al.,14 and Jungeret al.15

Zhanget al.16 investigated the effects of baffles and end-caps
on coupled structure-acoustic behaviors of finite cylindrical
shells with numerical finite element method and boundary
element method techniques. They concluded that the coupled
frequencies were not influenced with the baffles and end-
caps. It is possible to use a finite baffled cylindrical shell to
model a finite cylindrical shell for coupled structure-acoustic
analysis. Xuet al.17 studied the effect of a wall joint on the
vibrational power flow propagating in a fluid-filled shell, and
the vibrational power flow from a line circumferential cosine
harmonic force into an infinite elastic circular cylindrical
shell filled with fluid.18

In this paper we present the theory for coupled vibration
of arterial tubes using the wave propagation approach and
first-order shear deformation theory. The wave propagation
approach was proposed19 for vibration analysis of thin cylin-
drical shells. The method has been extended for a thin cylin-
drical panel,20 a thin laminated composite cylindrical shell,21

and a thin fluid-filled pipe structure.22 Similar work on the
wave approach for vibration analysis has been presented by
Wanget al.23

Experimental study on the coupled vibration of an arte-
rial tube is quite different from those in engineering. Non-
contact measurement is the basic requirement. Vibro-
acoustography is a new noncontact imaging method based on
the radiation force of ultrasound.24–26A comparative study of
vibro-acoustography with other radiation force methods for
tissue elasticity imaging has been presented.27 The vibro-
acoustography method is particularly useful in detecting hard
inclusions in soft material, and has been used to image cal-
cifications in human arteries.27,28 In this study ultrasound
stimulated displacement or velocity was measured with a
laser vibrometer. We use our ultrasound stimulated laser vi-
brometry system for coupled vibration measurement of arte-
rial tubes. As the first step in this kind of experiment, a thick
silicone rubber tube was chosen for the experiment, because
it has mechanical properties close to those of arterial tubes.
The tube displacement was measured with a laser vibrometry
system in a water tank. Also, both the interior and exterior
fluids are water as a first approximation to tissue and blood.
The measurement results are compared with the present
theory.

II. THEORY

The cylindrical arterial tube under consideration has
constant thicknessh, radiusR, and axial lengthL. The tube
material is assumed to be homogeneous, isotropic, and lin-
early elastic with Young’s modulusE, Poisson’s ration, and
densityr. The reference surface of the tube is taken to be at
its middle surface where an orthogonal coordinate system (x,
u, z) is fixed. Thex coordinate is taken in the axial direction
of the tube, where theu andz coordinates are, respectively,
in the circumferential and radial directions of the tube as
shown in Fig. 1. The tube is vibrating with both interior and
exterior fluids. The interior fluid is designated with sound
speedCf i and mass densityr f i . The exterior fluid is ex-
pressed with sound speedCf e and mass densityr f e .

A. Formulation

The deformations of the shell are defined byU, V, W,
fx , andfu , which are displacements of the point in thex,
u, z and the rotations of the transverse normal about theu
andx axis, respectively,

]U/]z5fx , ]V/]z5fu . ~1!

First-order shear deformation theory~FSDT!8,9 is used
to handle the effects of shear forces and rotary inertia on the
thick shell. In the first-order shear deformation theory the
Kirchhoff hypothesis is relaxed by not constraining the trans-
verse normals to remain perpendicular to the midsurface af-
ter deformation. This amounts to including transverse shear
strains in the theory. The inextensibility of transverse nor-
mals requires thatW be independent of the thickness coor-
dinatez. According to FSDT, the displacement fields are of
the form

U~x,u,z,t !5u~x,u,t !1zfx~x,u,t !,

V~x,u,z,t !5v~x,u,t !1zfu~x,u,t !, ~2!

W~x,u,z,t !5w~x,u,t !,

where u, v, w, fx , and fu are the displacements of the
point on the middle surfacez50 and the rotations of trans-
verse normal about theu andx axis, respectively.

The equations of free vibration with FSDT of a cylindri-
cal tube using Donnell’s theory can be written in terms of the
forces and moment resultants,9

]Nx

]x
1

1

R

]Nux

]u
2I 0

]2u

]t2 2I 1

]2fx

]t2 50,

]Nxu

]x
1

1

R

]Nu

]u
2I 0

]2v
]t2 2I 1

]2fu

]t2 50,

]Qx

]x
1

1

R

]Qu

]u
2

Nu

R
2I 0

]2w

]t2 50, ~3!

FIG. 1. Coordinate system and circumferential modal shapes.
.
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]Mx

]x
1

1

R

]M ux

]u
2Qx2I 1

]2u

]t2 2I 2

]2fu

]t2 50,

]Mxu

]x
1

1

R

]M u

]u
1Qu2I 1

]2v
]t2 2I 2

]2fu

]t2 50,

whereN andM are the force and moment resultants defined
as

$Nx ,Nu ,Nxu ,Nux%5E
2h/2

h/2

$sx~11z/R!,su ,

sxu~11z/R!,sxu%dz,

$Mx ,M u ,Mxu ,M ux%5E
2h/2

h/2

$sx~11z/R!,su ,

sxu~11z/R!,sxu%z dz, ~4!

$Qx ,Qu%5E
2h/2

h/2

$sxz~11z/R!,suz%z dz

and the mass moments of inertia are

~ I 0 ,I 1 ,I 2!5E
2h/2

h/2

r~1,z,z2!dz.

For the cylindrical tube, the stresses defined in Eq.~4!
are defined by the two-dimensional Hooke’s law as

5
sx

su

suz

sxz

sxu

6 5F Q11 Q12

Q12 Q22

Q44

Q55

Q66

G 5 ex

eu

euz

exz

exu

6 . ~5!

The strain components in Eq.~5! are defined by10

$ex ,eu ,euz ,exz ,exu%5H ]U

]x
,
1

R S ]V

]u
1WD ,

]V

]z
1

1

R

]W

]u
,
]U

]z
1

]W

]x
,

]V

]x
1

1

R

]U

]u J , ~6!

which can be written separately with FSDT as

5
ex

eu

euz

exz

exu

6 55
e1

e2

e4

e5

e6

6 1z5
k1

k2

0
0
k6

6 , ~7!

where

$e1 ,e2 ,e4 ,e5 ,e6%5H ]u

]x
,
1

R S ]v
]u

1wD ,fu1
1

R

]w

]u
,

fx1
]w

]x
,
]v
]x

1
1

R

]u

]uJ ,

and

$k1 ,k2 ,k6%5H ]fx

]x
,
1

R

]fu

]u
,
]fu

]x
1

1

R

]fx

]u J .

The equations of free vibration of Donnell’s classical
shell theory are obtained from Eq.~3! by neglecting rotary
inertia terms involving I 1 and I 2 , and by settingfu

52(1/R)(]w/]u) andfx52]w/]x.
By substituting Eqs.~6! and ~7! into Eq. ~5!, and then

substituting the resulting equation into Eq.~4!, the force and
moment results can be derived as

¦

Nx

Nu

Nxu

Nux

Mx

M u

Mxu

M ux

Qx

Qu

§
53

A11 A12 0 0 0 D11/R D12/R 0

A12 A22 0 0 0 0 0 0

0 0 0 0 A66 0 0 D66/R

0 0 0 0 A66 0 0 0

D11/R D12/R 0 0 0 D11 D12 0

0 0 0 0 0 D12 D22 0

0 0 0 0 D66/R 0 0 D66

0 0 0 0 0 0 0 D66

0 0 0 KsA55 0 0 0 0

0 0 KsA44 0 0 0 0 0

4 5
e1

e2

e4

e5

e6

k1

k2

k6

6 , ~8!

where Ks is the shear correction factor,Ai j , Di j are the
extensional and bending stiffness defined, respectively, as

~Ai j ,Di j !5E
2h/2

h/2

Qi j ~1,z2!dz. ~9!

For the isotropic tube, which is assumed to be in a state of

plane stress,Qi j are the reduced stiffness defined as

Q115
E

12n2 , Q125
En

12n2 , Q225
E

12n2 ,

~10!
Q445

E

2~11n!
, Q555

E

2~11n!
, Q665

E

2~11n!
,
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whereE andn are the Young’s modulus and Poisson’s ratio
for the tube’s material.

By substituting Eq.~8!, with substitutions from Eqs.~9!
and~10!, into Eq.~3!, Eq.~3! can be written in a matrix form
as

F L11 L12 L13 L14 L15

L21 L22 L23 L24 L25

L31 L32 L33 L34 L35

L41 L42 L43 L44 L45

L51 L52 L53 L54 L55

G 5 u
v
w
fx

fu

6 55
0
0
0
0
0
6 , ~11!

whereLi j ( i , j 51,2,3,4,5! are the differential operators with
respect tox andu.

The fluid interior or exterior to the tube satisfies the
acoustic wave equation and the equation of motion of the
fluid can be written in the cylindrical coordinate system (x,
u, r ) as

1

r

]

]r S r
]p

]r D1
1

r 2

]2p

]u2 1
]2p

]x2 5
1

Cf
2

]2p

]t2 , ~12!

wheret is the time,p is the acoustic pressure, andCf is the
sound speed of the fluid. Thex and u coordinates are the
same as those of the shell, where ther coordinate is taken
from thex-axis of the shell.

B. Solution

In the research on vibration of arterial tubes, we need to
calculate the resonant frequency of an arterial tube. Although
blood flow and wave propagation in arteries have been ex-
tensively studied, the research on vibration of arterial tubes
is relatively rare. This may be due to the fact that an artery is
a continuous tree-like tube. It is difficult to find appropriate
boundary conditions for an arterial branch. Therefore, it is
very important for our solution to easily handle various
boundary conditions of a thick tube.

For solution of resonant frequency of a thick tube we
apply a method named wave propagation approach for fre-
quency analysis of tubes because the method can easily treat
various boundary conditions. In the wave propagation ap-
proach the displacements of the tube are expressed in the
format of wave propagation, associated with an axial wave
numberkx and circumferential modal parametern, and de-
fined by

u5Um cos~nu!e( ivt2 ikxx),

v5Vm sin~nu!e( ivt2 ikxx),

w5Wm cos~nu!e( ivt2 ikxx), ~13!

fx5~Fxm /R!cos~nu!e( ivt2 ikxx),

fu5~Fum /R!sin~nu!e( ivt2 ikxx),

whereUm , Vm , andWm are, respectively, the displacement
amplitudes in thex, u, z directions,Fxm and Fum are, re-
spectively, the rotation amplitudes of transverse normal
about theu andx axis,v is the circular angular frequency.

The associated form of the acoustic pressure field in the
interior fluid of tube, which satisfies the acoustic wave Eq.

~12!, can be expressed in the cylindrical coordinate system,
associated with an axial wave numberkx , radial wave num-
ber kri , and circumferential modal parametern, and given
as22

pi5Pmi cos~nu!Jn~kri r !e( ivt2 ikxx), ~14!

whereJn( ) is the Bessel function of ordern. kx andkri are
the axial and radial wave numbers, respectively. The radial
wave numberkri is related to the axial wave numberkx by
the usual vector relation (kri R)25V2(CL /Cf i)

22(kxR)2,
where V is the nondimensional frequency, andCL is the
sound speed of the tube material.

The acoustic pressure field exterior to the shell, which
also satisfies the acoustic wave Eq.~12!, can be given as

pe5Pmecos~nu!Hn
2~krer !e( ivt2 ikxx), ~15!

whereHn
(2)( ) is the second kind Hankel function of ordern.

kre is the radial wave number of exterior fluid, (kreR)2

5V2(CL /Cf e)
22(kxR)2.

To ensure that the fluid remains in contact with the tube
wall, the fluid radial displacement and the tube radial dis-
placement must be equal at the interface of the tube and the
fluid. For the interior fluid this coupling condition requires

2$1/~ ivr f i !%~]pi /]r !ur 5Ri
5~]w/]t !ur 5R , ~16!

and

Pmi5$v2r f i /kri Jn8~kri Ri !%Wm , ~17!

where the prime on theJn( ) denotes differentiation with
respect to the argumentkri Ri .

Similarly, the coupling condition for the exterior fluid
and the tube results in

Pme5$v2r f e /kreHn8
(2)~kreRe!%Wm , ~18!

where the prime denotes differentiation of the second Hankel
function with respect to the argumentkreRe , Ri , Re are
inner and outer radius, respectively.

Substituting Eq.~13! for Eq. ~11!, with consideration of
acoustic pressures on both the interior and exterior walls of
tube and the coupling Eq.~17! and Eq.~18!, results in the
equation of motion of coupled system in a matrix form as

F C11 C12 C13 C14 C15

C21 C22 C23 C24 C25

C31 C32 C331FLi2FLe C34 C35

C41 C42 C43 C44 C45

C51 C52 C53 C54 C55

G 5 Um

Vm

Wm

Fxm

Fum

6
55

0
0
0
0
0
6 , ~19!

where Ci j ( i , j 51,2,3,4,5! are the parameters from theLi j

after they are operated with thex andu. The parameters are
listed in the Appendix of the paper.

FLi is the interior fluid loading term due to the presence
of the fluid acoustic field and is given by22
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FLi5V2~r f i /rs!~R/h!~kri R!21@Jn~kri Ri !/Jn8~kri Ri !#.
~20!

FLe is the exterior fluid loading term given by

FLe5V2~r f e /rs!~R/h!

3~kreR!21@Hn
(2)~kreRe!/Hn8

(2)~kreRe!#. ~21!

For nontrivial solutions, one sets the determinant of the
characteristic matrix in Eq.~19! to zero. Expansion of the
determinant of the above equation provides the system char-
acteristic equation

F~kx ,v!50, ~22!

where F(kx ,v) is a complex nonlinear and transcendental
function, not a polynomial function as in the uncoupled situ-
ation. This characteristic function can be used to investigate
the wave propagation in the tube as well as the natural fre-
quency of a finite tube.

Equation~22! is used here to obtain the coupled natural
frequencies of the tube with interior and exterior fluids. In
the wave propagation approach the wave numberkx is given
according to appropriate boundary conditions of the tube,
Eq. ~22! can then be written as

P1~v!2P2~v!~FLi2FLe!50, ~23!

where bothP1(v) andP2(v) are polynomial functions. For
the sake of brevity, the coefficients are not given here.

In the case of uncoupled analysis, FLi5FLe50, Eq.~23!
can be written as

P1~v!5v101b1v81b2v61b3v41b4v21b550,
~24!

whereb i ( i 51,2,3,4,5! are the coefficients of Eq.~24!. Solv-
ing Eq. ~24!, one obtains five pairs of roots. The lowest of
the positive roots represents the flexural vibration; the other
four roots are two in-plane vibrations and two rotation vibra-
tions.

For coupled analysis, Eq.~23! is a nonlinear and tran-
scendental equation for either interior fluid or exterior fluid,
or both interior and exterior fluids. The rootsv can be ob-

tained by using Newton’s procedure with starting values of
v0 . These starting values ofv0 can be taken from the cor-
responding uncoupled frequencies.

The right axial wave numberkx must be chosen to sat-
isfy the required boundary conditions at the two ends of the
cylindrical tube, for the frequency to be obtained from Eq.
~23!. In the wave propagation approach the wave traveling in
the axial direction of the tube is approximately obtained by
studying the wave traveling in a similar beam. For the simply
supported–simply supported~SS-SS! boundary conditions,
kx5mp/L andn can be used for Eq.~23! to solve the natu-
ral frequency of the tube for the modal parameters (m, n).
For a tube with the clamped–clamped~CC! boundary condi-
tions,kx5(2m11)p/(2L) andn should be used to find the
frequency of the CC tube for the modal parameters (m, n).
For other kinds of boundary conditions, the wave number
equations are not so simple as that for the SS-SS boundary
conditions. The equations are transcendental ones. Therefore
there are not simple formulas for the wave numbers. How-
ever approximate wave numbers were proposed for other
boundary conditions in Ref. 22.

III. MEASUREMENTS

The ultrasound stimulated optical vibrometry system
uses radiation force to vibrate the object. Object vibrations
are measured with a laser vibrometer. To generate a localized
oscillatory stress field, two intersecting cw focused ultra-
sound beams of different frequencies are used. It is only in
the intersection region that the ultrasound field energy den-
sity is sinusoidally modulated, and hence, the field generates
an oscillatory radiation force, which can interact with the
object.

The experimental setup is shown in Fig. 2. The experi-
ments were conducted in a water tank. The silicone rubber
tube was placed at the focal plane of the ultrasound beams in
a water tank. Water temperature was 21.2 °C~not con-
trolled!. The focused transducer is witha2522.5 mm, a1

514.8 mm, anda28516.8 mm. The focal distance isz0

570 mm, and the center frequency,f 1 , was 3 MHz. Trans-
ducer elements were driven by two stable rf synthesizers~HP

FIG. 2. Ultrasound stimulated optical
vibrometry system. The system in-
cludes a focused confocal transducer.
Two continuous-wave generators drive
these elements at slightly different fre-
quencies. The transducer is focused on
the tube, with the beams interacting at
the joint focal point to produce an os-
cillating radiation force on the tube at
the difference frequency. This force
causes the tube to vibrate. The re-
sponse of the tube is measured with a
VibraScan Laser Vibrometer.
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33120A! at frequencies off 153 MHz and f 25 f 11D f ,
whereD f was swept slowly from 50 to 1000 Hz.

The vibration responses of the tube were measured with
a Polytec VibraScan Laser Vibrometer system. The system
consists of an OFV056 Vibrometer Scanning Head and an
OFV 3001S Vibrometer Controller. With this system the ob-
jects can be scanned automatically at predescribed points. In
our experiment, a scan along the axial direction of the tube
was automatically done with the Polytec VibraScan system.
Fifteen measurement points were used for the axial scanning
along the tube length.

IV. RESULTS AND DISCUSSION

A. Validation

The accuracy of the wave propagation approach for un-
coupled frequencies of shell has been validated previously in
Ref. 5. In this paper more comparison results are given for
further validations. For shells without fluid, the results can be
compared with available published results in the literature.
Table I shows the comparison for a thin simply supported–
simply supported~SS–SS! shell against results presented by
Armenakaset al.,12 who used three-dimensional elasticity
theory for the shell. The frequency parameter isV
5(vh/p)A2(11n)r/E. The shell parameters areh/R
50.05, m51, and n51. Ten parameters of thickness-to-
lengthh/L are considered.h/L is from 0.1 to 1.0. A similar

comparison is given in Table II for a thicker shell withh/R
50.35.

Very few results can be found for coupled natural fre-
quencies of cylindrical shell in the published literature. The
accuracy of the wave propagation approach for a thin cylin-
drical shell filled with still fluid was validated in Ref. 22 with
the Love’s thin theory against the results of numerical FEM/
BEM. The results are used for validation of the present re-
sults with the first-order shear deformation theory. Table III
shows the comparison of natural frequencies in hertz with
Zhang et al.18 for a corresponding uncoupled clamped–
clamped~CC! cylindrical shell. The coupled frequencies are
compared in Table IV. It can be seen from the comparison
that good agreement is found between Love’s theory and
first-order shear deformation theory.

B. Experimental results

Experimental studies were carried out on a thick silicone
rubber tube. The tube ends were fixed with interior steel rods
and clamped on the exterior surface at both ends. However
the simulation and experimental modal shape show that the
boundary conditions are simply supported. The tube was
filled with water and immersed in a water tank. The detailed
experimental setup for the underwater tube is shown in Fig.
3. The tube is painted on the surface so the laser reflects well.
The confocal transducer is behind the tube in the picture. The
length, outside diameter, inside diameter, and wall thickness
of the tube are, respectively, 30 mm, 6.35 mm, 3.18
60.30 mm, and 1.5960.15 mm. The central radiusR is 2.38

TABLE II. Comparison of the frequency parameterV
5(vh/p)A2(11n)r/E for a simply supported–simply supported cylindri-
cal shell (m51, n51, h/R50.35,n50.3).

h/L Armenakaset al.a Present

0.1 0.059 38 0.061 981
0.2 0.131 13 0.133 559
0.3 0.191 01 0.193 379
0.4 0.255 54 0.256 953
0.5 0.330 86 0.330 581
0.6 0.415 07 0.412 58
0.7 0.505 25 0.500 198
0.8 0.599 23 0.591 35
0.9 0.695 56 0.684 658
1.0 0.793 31 0.779 241

aReference 12.

TABLE III. Comparison of frequency in hertz for an uncoupled clamped–
clamped cylindrical shell between Love’s theory and first shear deformation
theory (L520 m, R51 m, h50.01 m).

Order FEMa Love’sa Present
Modal shape

(m, n)

1 12.25 12.17 13.51 ~1,2!
2 19.64 19.61 21.92 ~1,3!
3 23.18 23.28 25.29 ~2,3!
4 27.69 28.06 28.71 ~2,2!
5 31.6 31.98 33.50 ~3,3!
6 36.7 36.47 38.88 ~1,4!
7 37.55 37.37 39.75 ~2,4!
8 39.87 39.78 42.05 ~3,4!

aAdapted from Zhanget al., Ref. 18.

TABLE IV. Comparison of frequency in hertz for a coupled clamped–
clamped cylindrical shell between Love’s theory and first shear deformation
theory (L520 m, R51 m, h50.01 m).

Order FEM/BEMa Love’sa Present
Modal shape

(m, n)

1 4.89 4.93 5.49 ~1,2!
2 9.00 8.94 9.99 ~1,3!
3 10.64 10.64 11.55 ~2,3!
4 11.12 11.48 11.74 ~2,2!
5 14.55 14.66 15.35 ~3,3!
6 18.55 18.26 19.45 ~1,4!
7 19.00 18.73 19.91 ~2,4!
8 20.21 19.96 21.10 ~3,4!

aAdapted from Zhanget al., Ref. 22.

TABLE I. Comparison of the frequency parameterV
5(vh/p)A2(11n)r/E for a simply supported–simply supported cylindri-
cal shell (m51, n51, h/R50.05,n50.3).

h/L Armenakaset al.a Present

0.1 0.029 17 0.029 213
0.2 0.062 93 0.062 874
0.3 0.123 66 0.123 154
0.4 0.200 49 0.199 09
0.5 0.287 16 0.284 391
0.6 0.379 86 0.375 285
0.7 0.476 21 0.469 462
0.8 0.574 75 0.565 502
0.9 0.674 51 0.662 53
1.0 0.774 91 0.760 007

aReference 12.
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mm. The ratio of thickness to radius is about 0.66, so the
tube should be considered as a thick shell. The thin shell
theories cannot be used for theoretical prediction in this case.
The elastic parameters of the tube material are: mass density
r51180 kg/m3, Poisson’s ration50.44, and Young’s modu-
lus E52.13106 N/m2.

The tube was excited with the radiation force of ultra-
sound and the displacement velocity was measured with the
Laser Vibrometer system. The frequency range of interest
was from 50 to 1000 Hz. The temporal fast Fourier transform
sample number was 1600, resulting in a frequency resolution
of 0.625 Hz. The velocity frequency responses are shown at
the point (xr ,u)5(xr ,p), which is on the opposite side of
the excitation point (xi ,u)5(xi ,0) in terms of circumferen-
tial direction.xr andxi are taken from the bottom of the tube.
xi515 mm means the focused point is at the center of the
tube. Figure 4 shows the frequency responses at points
(xr ,p)5(15 mm, p) and ~17 mm,p! in terms of the sym-
metric excitation of (xi ,0)5(15 mm, 0). Figure 5 shows the
frequency responses at the same points (xr ,p)
5(15 mm, p) and~17 mm,p! but in terms of the asymmet-
ric excitation of (xi ,0)5(22.5 mm, 0). In the frequency
range of interest the fundamental frequency can be identified
clearly either under symmetric or asymmetric excitations.
However, higher order resonant frequencies cannot be iden-
tified clearly in the frequency region. This may due to the
small radiation force and high damping of the tube. In most
cases the fundamental frequency is the most important fre-
quency and contains information about the elastic properties

FIG. 3. Detailed experimental setup for an underwater tube.

FIG. 4. Velocity frequency responses at points~a! (xr ,p)5(15 mm,p), ~b! ~17 mm,p! under the symmetric excitation at (xi ,0)5(15 mm,0), measured with
laser vibrometry.
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of the material, therefore, it is very important to experimen-
tally determine the fundamental frequency. The fundamental
frequency can be found in Fig. 4 or 5 and is 291.3 Hz. In
order to compare with the theoretical analysis, the fundamen-
tal frequency is calculated with the theory developed in this
paper. The calculated fundamental frequency is 295.0 Hz. It
can be seen that the experimental results agree fairly well
with the theoretical prediction.

V. CONCLUSION

In this paper we present a theory for coupled vibration
analysis of arterial tubes using the wave propagation ap-
proach and first-order shear deformation theory. An artery-
like tube is modeled with thick shell theory. Both the interior
and exterior fluids are considered as nonviscous but com-
pressible. Our coupled vibration analysis has been validated
with published results and experiments and good agreement
has been found. Further studies will be made when more
mechanical properties of the arterial tubes, tissue, and blood
are taken into consideration.

Vibration experiments were carried out on a silicone
rubber tube with ultrasonic stimulated optical vibrometry,

which uses the radiation force of ultrasound to vibrate the
tube at low frequency and the resulting displacement or ve-
locity response were recorded with a laser vibrometer. The
measured fundamental resonance frequency is found to be in
good agreement with that of the theory. Both excitation and
measurement were remote and noncontact, important at-
tributes for future vibration measurements of arteries.
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APPENDIX

The coefficientsCi j ( i , j 51,2,3,4,5! in Eq. ~19! are de-
fined as follows:

C1152A11kx
22A66n

2/R21I 0v2,

C1252 iA12kxn/R2 iA66kxn/R, C1352 iA12kx /R,

C1452D66n
2/R42D11kx

2/R21I 1v2/R,

FIG. 5. Velocity frequency responses at points~a! (xr ,p)5(15 mm,p), ~b! ~17 mm,p! under the asymmetric excitation at (xi ,0)5(22.5 mm,0), measured
with laser vibrometry.
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C1552 iD 12kxn/R32 iD 66kxn/R3,

C215 iA12kxn/R1 iA66kxn/R,

C2252A66kx
22A22n

2/R21I 0v2, C2352A22n/R2,

C245 iD 66kxn/R3, C2552D66kx
2/R21I 1v2/R,

C315 iA12kx /R, C3252 iA22n/R2,

C3352A55K5kx
22A22/R22A44K4n2/R21I 0v2,

C3452 iA55K5kx /R, C355A44K4n/R2,

C4152D11kx
2/R1I 1v2, C4252 iD 12kxn/R2,

C435 iA55K5kx2 iD 12kx /R2,

C4452D66n
2/R32A55K5 /R2D11kx

2/R1I 2v2/R,

C4552 iD 12kxn/R22 iD 66kxn/R2,

C515 iD 66kxn/R2, C5252D66kx
2/R1I 1v2,

C535A44K4n/R, C545 iD 12kxn/R21 iD 66kxn/R2,

C5552D22n
2/R32A44K4 /R2D66kx

2/R1I 2v2/R,

wherev is the frequency,R the radius,n the circumferential
mode,K45K55Ks55/6 the shear correction factor, andkx

the axial wave number.

1W. W. Nichols and M. F. O’Rourke,McDonald’s Blood Flow in Arteries,
4th ed.~Arnold, London, 1998!.

2J. D. Bronzino,The Biomedical Engineering Handbook~CRC Press, Boca
Raton, FL, 1995!.

3G. W. Hastings,Cardiovascular Biomaterials~Springer, London, 1992!.
4C. Leondes,Cardiovascular Techniques~CRC Press, Boca Raton, FL,
2001!.

5X. M. Zhang, J. F. Greenleaf, M. Fatemi, and R. R. Kinnick, ‘‘A prelimi-
nary vibration model for frequency analysis of arterial walls,’’ J. Sound
Vib. ~submitted!.

6A. E. H. Love,A Treatise on the Mathematical Theory of Elasticity, 4th
ed. ~Cambridge University Press, Cambridge, 1952!.

7L. H. Donnell, ‘‘Stability of thin walled tubes under torsion,’’ NACA
Report No. 479, 1993.

8A. Nosier and J. N. Reddy, ‘‘Vibration and stability analyses of cross-ply
laminated circular cylindrical shells,’’ J. Sound Vib.157, 139 ~1992!.

9T. Y. Ng, K. Y. Lam, and J. N. Reddy, ‘‘Dynamic stability of cylindrical

panels with transverse shear effects,’’ Int. J. Solids Struct.36, 3483–3496
~1999!.

10K. Y. Lam and W. Qian, ‘‘Vibrations of think rotating laminated composite
cylindrical shells,’’ J. Sound Vib.225, 483–501~1999!.

11C. T. Loy and K. Y. Lam, ‘‘Vibrations of thin cylindrical shells on the
basis of three-dimensional theory of elasticity,’’ J. Sound Vib.226, 719–
737 ~1999!.

12A. E. Armenakas, D. Gazis, and G. Herrmann,Free Vibration of Circular
Cylindrical Shells~Pergamon, Oxford, 1969!.

13R. D. Blevins,Formulas for Natural Frequency and Mode Shape~Van
Nostrand Reinhold, New York, 1979!.

14P. M. Morse and K. U. Ingard,Theoretical Acoustics~McGraw–Hill, New
York, 1968!.

15M. C. Junger and D. Feit,Sound Structures, and Their Interaction~Acous-
tical Society of America, Woodbury, New York, 1993!.

16X. M. Zhang, G. R. Liu, and K. Y. Lam, ‘‘The effects of baffles and
end-caps on coupled vibration and sound radiation of finite cylindrical
shells,’’ Int. J. Eng. Simulation2, 19–25~2001!.

17M. B. Xu and X. M. Zhang, ‘‘Vibrational power flow in a fluid-filled
cylindrical shell,’’ J. Sound Vib.218, 587–598~1998!.

18M. B. Xu, X. M. Zhang, and W. H. Zhang, ‘‘The effect of wall joint on the
vibrational power flow propagation in a fluid-filled shell,’’ J. Sound Vib.
224, 395–410~1999!.

19X. M. Zhang, G. R. Liu, and K. Y. Lam, ‘‘Vibration analysis of thin
cylindrical shells using wave propagation approach,’’ J. Sound Vib.239,
397–403~2001!.

20X. M. Zhang, G. R. Liu, and K. Y. Lam, ‘‘Frequency analysis of cylindri-
cal panels using a wave propagation approach,’’ Appl. Acoust.62, 527–
543 ~2001!.

21X. M. Zhang, ‘‘Vibration analysis of cross-ply laminated composite cylin-
drical shells using Wave propagation approach,’’ Appl. Acoust.62, 1221–
1228 ~2001!.

22X. M. Zhang, G. R. Liu, and K. Y. Lam, ‘‘Coupled vibration analysis of
fluid-filled cylindrical shells using the wave propagation approach,’’ Appl.
Acoust.62, 229–243~2001!.

23C. Wang and J. C. S. Lai, ‘‘Prediction of natural frequencies of finite
length circular cylindrical shells,’’ Appl. Acoust.59, 385–400~2000!.

24M. Fatemi and J. F. Greenleaf, ‘‘Ultrasound stimulated vibro-acoustic
spectroscopy,’’ Science280, 82–85~1998!.

25M. Fatemi and J. F. Greenleaf, ‘‘Vibro-acoustography: An imaging modal-
ity based on ultrasound stimulated acoustic emission,’’ Proc. Natl. Acad.
Sci. U.S.A.96, 6603–6608~1999!.

26M. Fatemi and J. F. Greenleaf, ‘‘Application of radiation force in noncon-
tact measurement of the elastic parameters,’’ Ultrason. Imaging21, 147–
154 ~1999!.

27M. Fatemi and J. F. Greenleaf, ‘‘Probing the dynamics of tissue at low
frequencies with the radiation force of ultrasound,’’ Phys. Med. Biol.45,
1449–1464~2000!.

28M. Fatemi and J. F. Greenleaf, ‘‘Imaging and evaluating the elastic prop-
erties of biological tissues,’’ BMUS Bull.8, 16–18~2000!.

1257J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Zhang et al.: Optical vibrometry of arterial tubes



The scattering of guided waves in partly embedded
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The scattering of ultrasonic guided waves at a point where a free cylindrical waveguide enters an
embedding material is investigated. A modal solution that is valid when the guided waves are
incident from the free section of the waveguide is developed. It is shown that in this case it is valid
to consider only the modal fields over the cross section of the waveguide, neglecting the fields in the
embedding material. As an application, the scattering of the lowest-order longitudinal mode in a
cylindrical waveguide, L~0,1!, is examined in detail. As well as considering epoxy resin as an
embedding material, the case where the embedding material is replaced by a perfectly rigid
boundary is discussed. The latter gives some insight into the role of nonpropagating and
inhomogeneous waveguide modes in the scattering process. The results from the modal solution are
validated using Finite Element modeling, very good agreement being obtained. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1553463#

PACS numbers: 43.20.Mv, 43.35.Zc@ANN#

I. INTRODUCTION

The motivation for the work presented in this paper
originates from an investigation into the possibility of using
guided ultrasonic waves in a rod partially embedded in an
epoxy resin for monitoring the cure process of the resin.1

Two effects influence guided wave propagation when a
waveguide is partly embedded in another material. First, the
guided wave will be attenuated due to the leakage of bulk
waves, depending on the material properties of the wave-
guide and the embedding material. Second, because of the
change in surface impedance at the point where the wave-
guide enters the embedding material, the guided wave will
be reflected and also scattered through mode conversion.
Both these effects can be used to monitor the curing process,
and the experimental techniques were first discussed by
Papadakis,2 but the results presented were of a qualitative
nature. In order to make quantitative predictions, the guided
wave attenuation can, in general, be calculated if, the acous-
tic properties of all the materials in the guided wave system
are known;3–5 indeed, the attenuation is an integral part of
the dispersion curve calculation. To predict the scattering of
a guided wave that is incident from the free section of the
waveguide at a change in surface impedance is more diffi-
cult, and this problem is addressed in this paper.

Apart from measuring material properties by embedding
a waveguide in the material under investigation~see, for ex-
ample, Refs. 6–8!, there are many other circumstances when
the application of a guided wave system to solve a practical
problem involves a waveguide that is partly free and partly
embedded. Examples include the testing of partly buried
pipes for corrosion9 or the testing of rock bolts for defects
in mining roofs from their protruding end.10 In all these
cases, depending on the waveguide mode, its frequency and
the geometry of the waveguide, reflection will occur at
the entry point. In many cases, a reflection from the entry

point is undesirable, because it either interferes with other
signals of interest, or can even make it impossible to test for
defects in the embedded section if the reflection coefficient is
so high that only little energy is transmitted. However, there
are circumstances in which the presence of an entry reflec-
tion is advantageous. Examples are, as mentioned above, the
cure monitoring of solidifying materials, or liquid level
measurements.11

Most of these applications usually involve the use of a
cylindrical waveguide. Some theoretical work has been done
on scattering from discontinuities in single and layered
plates,12–15 but less attention has been given to scattering
problems in cylindrical waveguides. Zemanek16 treated the
case of guided waves being scattered from the end of a cyl-
inder; the scattering of guided waves from circumferential
cracks in hollow cylinders was presented by Ditri17 and Bai
et al.18 Engan19 examined the scattering of torsional waves
from a step change in the waveguide diameter. The theoret-
ical work in this paper is based on some of the techniques
presented in these references.

Finite Element~FE! modeling presents another possibil-
ity of solving scattering problems and has been employed by
several researchers.20–22This is most useful when analytical
solutions cannot be found. However, the computational
analysis can be tedious and does not easily yield insight into
the physics of the scattering process. Moreover, numerical
problems occur when dealing with materials that have small
shear velocities, for example, epoxy resins at the beginning
of cure. It is therefore desirable to find an alternative solution
for the cases where FE modeling is slow or not feasible. In
the following, FE modeling will be used for the validation of
the theoretical results where the material parameters allow
for this.

First, a theoretical analysis will show the equivalence
between the S-parameter formalism introduced by Auld12

and a solution that is based on matching the fields at the
interface between the free and the embedded sections of a
cylindrical waveguide when a guided wave is incident froma!Electronic mail: p.cawley@ic.ac.uk
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the free section. A complete modal solution is then given,
and the results will be compared to FE modeling. It will be
shown that in most cases of interest, only a small number of
waveguide modes has to be considered in the modal solution.
The following theoretical analysis is completely general, but
for the purpose of demonstrating its validity and in view of
the practical application presented in Ref. 1, the examples
given will be restricted to the case where the lowest-order
longitudinal mode is incident.

II. THEORETICAL BASIS

A. Background

For the following derivations it is necessary to introduce
the notation used to describe guided modes in cylindrical
structures. Time-harmonic propagation in the direction of the
axis of the waveguide is considered, which is chosen to be
the z direction in the cylindrical coordinates (r ,Q,z). A
guided wave solution is represented by sets of wave number
and frequency combinations for which the particle velocity
and stresses satisfy the chosen boundary conditions at the
surfaces of the cylindrical structure.16,23 The particle veloc-
ity, v, and stress tensor,T, are given by the expressions

vn
n~r ,u,z,t !5vn

n~r !einue2 i ~knz2vt !, ~1!

Tn
n~r ,u,z,t !5Tn

n~r !einue2 i ~knz2vt !, ~2!

wherev is the circular frequency,kn is the complex wave
number in the propagation direction, andn is the angular
wave number. First, because of the continuity of the field
variables in the angular direction,n must be a whole number;
it is commonly referred to as the circumferential order. For
example, longitudinal and torsional modes are of circumfer-
ential order zero, which means that the modal fields are axi-
symmetric. For flexural modes,n>1. Second, at each fre-
quency, there is an infinite number of modes of a given
circumferential order, which are solutions to the dispersion
equation. The countern is used to label a single waveguide
mode of a given circumferential order. Therefore, the nota-
tion (n,n) denotes thenth mode of circumferential ordern.
These two indices completely identify a waveguide mode.

This notation is similar to that originally introduced by
Silk and Bainton.24 In fact, for flexural modes, the notation
(n,n) is equivalent to the bracketed term in the notation
F(n,n) used by Silk and Bainton. However, for circumferen-
tial order zero the notation (n,n) does not distinguish be-
tween longitudinal, L, and torsional, T, modes. In order to
relate the counting numbern used in this paper to the nota-
tion of Silk and Bainton in the case wheren50, the follow-
ing convention can be made:

n51→L~0,1!,

n52→T~0,1!,

n53→L~0,2!,

n54→T~0,2!,

n55→L~0,3!,

¯

Both of the above notations will be used where appropriate.
The variation of the modal fields in the plane perpendicular
to the propagation directionz is determined by the radial
distribution functions,vn

n(r ) and Tn
n(r ), respectively. They

are, in general, complex functions, and are referred to as the
mode shapes of the waveguide mode.

B. Normal mode theory

The main tool for analyzing scattering problems is the
normal mode theory. It was laid out for layered waveguides
by Auld,12 and a brief review of the fundamental framework
is given here. In normal mode theory, one makes use of the
fact that an arbitrary field distribution can be expanded into
so-called normal modes. These normal modes have to fulfill
two main conditions. First, the set of modes has to becom-
plete, which means that they are sufficient, by superposition,
to describe any arbitrary field distribution. Questions of this
kind have been treated by Kirrmann25 for Lamb modes. In
this paper, completeness of the waveguide modes is as-
sumed. Second, the modes must beorthogonal, which means
that the expansion of an arbitrary field into normal modes is
unique. Mode orthogonality for layered plate waveguides
was treated by Auld,12 and was generalized to cylindrical
waveguides by Ditri.17 To be strict, the orthogonality rela-
tionships derived in these references are actuallybiorthogo-
nality relationships, since they involve two different fields,
namely the particle velocity and stress fields. We now review
and consider these relationships.

For any two solutions, ‘‘1’’ and ‘‘2,’’ of the particle ve-
locity and stress fields to the field equations, a real reciproc-
ity relationship of the following form holds:12

“"$v1"T22v2"T1%50, ~3!

where the indices denote the solutions ‘‘1’’ and ‘‘2,’’ respec-
tively, and“ is the divergence operator. Within a volumeV,
where the material parameters are the same for solutions ‘‘1’’
and ‘‘2,’’ one can therefore write for a given frequencyv,

E
V
“"$v1"T22v2"T1%dV50. ~4!

Consider the case where solution ‘‘1’’ is given by mode
(n,n), and solution ‘‘2’’ is given by mode (m,m). Equation
~4! then becomes

E
V
“"$vn

n"Tm
m2vm

m "Tn
n%dV50. ~5!

Using the two-dimensional Gauss theorem, it follows that

E
S

]

]z
$vn

n"Tm
m2vm

m "Tn
n%ẑdS1 R

C
$vn

n"Tm
m2vm

m "Tn
n% r̂ dl50,

~6!

whereS is the cross section of the waveguide andC is a line
along the circumference ofS, ẑ is a unit vector in the propa-
gation direction, andr̂ is a unit vector in the outward radial
direction ~see Fig. 1!. For a free waveguide the tractions
normal to the surface of the waveguide vanish,T"r̂50,
whereas for a waveguide with rigid boundaries the particle
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velocities vanish,v50. Therefore, in both cases, Eq.~6! re-
duces to

E
S

]

]z
$vn

n"Tm
m2vm

m "Tn
n%ẑdS50. ~7!

The dependence of the field variables onz implies that

2 i ~kn1km!E
S
$vn

n"Tm
m2vm

m "Tn
n%ẑdS50. ~8!

From this equation, eitherkn52km , or the integral van-
ishes:

E
S
$vn

n"Tm
m2vm

m "Tn
n%ẑdS50, for knÞ2km . ~9!

This is known as the real orthogonality relationship. How-
ever, there are cases where two different modes can have
kn52km . In this case, orthogonality between the two
modes is restored by a second relationship, called the angular
orthogonality relationship. Forkn52km , the integral on the
left-hand side of Eq.~9! can be further evaluated~omitting
the time dependence!:

E
S
$vn

n"Tm
m2vm

m "Tn
n%ẑdS

5E
0

R

$vn
n"Tm

m2vm
m "Tn

n%~r !ẑr dr E
Q0

Q012p

ei ~n1m!u dQ.

~10!

The integration overQ shows that

E
S
$vn

n"Tm
m2vm

m "Tn
n%ẑdS50, for nÞ2m. ~11!

This is called the angular orthogonality relationship. It is
slightly different from the one presented by Ditri,17 which,
written in a form compatible with the mode naming here,
states that

E
Q0

Q012p

vn
n"Tm

m dQ50, for vÞm. ~12!

This is due to the fact that the modal distribution fields in
Ref. 17 are assumed to vary trigonometrically as either
sin~nQ! or cos~nQ!. However, in our case in which we think
of the circumferential order as an angular wave number, the
more general exponential notation,einQ, is more consistent.
The sine or cosine notation describes a standing wave solu-
tion along the circumference of the waveguide, and can be
thought of as a superposition of two spiral waves of the

exponential type, each in the opposite angular direction.
The orthogonality relationship for a cylinder in vacuum

can thus be written in the following form:

E
S
$vn

n"Tm
m2vm

m "Tn
n%ẑdS50, for knÞ2km or nÞ2m.

~13!

For the following scattering analysis it is convenient to
introduce two more notations. First, we introduce the con-
vention

2kn5k2n , ~14!

to label the same mode propagating in the negativez direc-
tion. We refer to modes whose energy propagates in the posi-
tive axial direction as ‘‘forward’’ modes, and those whose
energy propagates in the negative axial direction as ‘‘back-
ward’’ modes. Nonpropagating and inhomogeneous modes,
however, do not propagate energy in any direction. One can
imagine these modes as local vibrations, which exist only at
waveguide discontinuities such as the edge of a plate or the
surface discontinuity considered in this paper. In this case,
the equivalent to a forward mode is a nonpropagating or
inhomogeneous mode that is attenuated in the positivez di-
rection.

Second, it is convenient to define the quantityQmn
mn as

Qmn
mn52

1

4 ES
$vm

m "Tn
n2vn

n"Tm
m%ẑdS. ~15!

For propagating modes, that means for modes with a purely
real wave number, the fields satisfy the following relations
~Ref. 12, p. 188!:

v2m
2m~r ,Q!52vm

m* ~r ,Q!, ~16!

T2m
2m~r ,Q!5Tm

m* ~r ,Q!. ~17!

EvaluatingQm2m
m2m with these relationships yields

Qm2m
m2m 52

1

4 ES
$vm

m "T2m
2m2v2m

2m "Tm
m%ẑdS ~18!

52
1

4 ES
$vm

m "Tm
m* 1vm

m* "Tm
m%ẑdS

~19!
5Pmm

mm ,

wherePmm
mm is the average power flow of mode (m,m) propa-

gating in thez direction. The average power flow is the real
part of the complex power flow.

In scattering analysis, the modal fields are usually nor-
malized such that the average power flow through the cross
section of the waveguide is unity. However, nonpropagating
and inhomogeneous modes do not carry power. Therefore
they cannot be normalized this way. Some researchers used
the complex power flow instead, noting that nonpropagating
modes can be normalized to the imaginary unit.19 However,
in order to be able to apply the same normalization proce-
dure to all modes, the modal fields will be normalized in this
paper such that

Qm2m
m2m 51. ~20!

FIG. 1. Circular waveguide of cross sectionSand circumferenceC. r̂ is the
outward normal vector toC.
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Moreover, propagating modes with purely real wave num-
bers are still power normalized by this expression, since

Qm2m
m2m 5Pmm

mm 51. ~21!

III. PROBLEM STATEMENT AND SOLUTION

An infinitely long cylindrical waveguide is half free and
half embedded in another material, and the embedding ma-
terial is assumed to extend infinitely in the radial direction
~see Fig. 2!. A propagating waveguide mode is incident from
the free section of the waveguide and will be scattered and
mode converted at the interface between the free and the
embedded section due to the change in surface impedance.
Two different approaches to solving the problem will be
taken in the following. In Sec. III A, we follow the
S-parameter formalism laid out by Auld.12 This analysis
yields an exact scattering formula for a guided wave incident
from the free section of the cylinder. In Sec. III B it is shown
that the same expression can be obtained by simply matching
the fields over the cross section of the waveguide, thus ne-
glecting the free surface of the embedding material at the
interface between the free and the embedded section. Finally,
in Sec. III C, a complete modal solution is given using a
more intuitive notation.

A. S-parameter formalism

The first derivation follows closely the S-parameter
method presented by Auld for the calculation of scattering
coefficients.12 Consider a waveguide with and without sur-
face loading, as depicted in Fig. 3. At any point within the
volumeV, the reciprocity relation holds:

“"$v1"T22v2"T1%5“"$¯%50, ~22!

where the expression$v1"T22v2"T1% has been replaced by
$¯% for brevity. Therefore

E
V
“"$¯%dV50. ~23!

Let the fields denoted by ‘‘1’’ be the solution for the case
when there is no surface loading, and solution ‘‘2’’ for the
case with surface loading. This is valid, because the reciproc-
ity relation holds anywhere in the waveguide, where the ma-
terial parameters are the same. The surfaceS of the volume
V can be divided into three regions~see Fig. 3!:

S5Sl1Sr1Sc , ~24!

whereSl is the plane on the left-hand side,Sr the plane on
the right-hand side, andSc the surface on the circumference
of the cylindrical waveguide. By applying the Gauss theo-
rem, it follows that

2E
Sl

$¯%ẑdS1E
Sr

$¯%ẑdS1E
Sc

$¯% r̂ dS50. ~25!

Consider a mode (m̄,m̄) incident from the left, indicated as
such with a bar superscript for clarity. For solution ‘‘1,’’ no
scattering occurs, and the fields onSl andSr can be written
in the following form:

v15H vm̄
m̄ , on Sl ,

Sm̄m̄
m̄m̄ vm̄

m̄ , on Sr ;
~26!

T15H Tm̄
m̄ , on Sl ,

Sm̄m̄
m̄m̄ Tm̄

m̄ , on Sr .
~27!

Here, the scattering coefficients,S, called the S parameters,
are defined in a slightly different way than in Ref. 12. For
example,Snm

nm refers to the coefficient for mode (m,m) being
incident from the left and mode (n,n) being scattered~trans-
mitted! to the right-hand side of the discontinuity, whereas
S2nm

2nm denotes the reflection of (2n,2n) to the left-hand
side for an incident mode (m,m). The mode propagation
does not depend onz except for attenuation, whose effect is
implicitly contained in the expressions for the particle veloc-
ity and the stress. Therefore it follows that

Sm̄m̄
m̄m̄ 51. ~28!

Solution ‘‘2’’ must take the reflected and transmitted modes
into account. For reasons that will become clear later, mode
( n̄,n̄) is chosen to be incident from the left. The fields can be
expressed as

FIG. 2. A schematic of the problem considered in this paper. A propagating
mode incident from the free section of the bar is scattered at the interface at
z50 due a change in surface impedance.

FIG. 3. ~a! Solution ‘‘1,’’ without surface loading, and
~b! solution ‘‘2,’’ with surface loading.
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v25H vn̄
n̄1(

n,n
S2nn̄

nn̄ v2n
n , on Sl ,

(
n,n

Snn̄
nn̄vn

n , on Sr ;

~29!

T25H Tn̄
n̄1(

n,n
S2nn̄

nn̄ T2n
n , on Sl ,

(
n,n

Snn̄
nn̄Tn

n , on Sr .

~30!

The sums run over negative and positive angular wave num-
bers, but over positive integersn only. Evaluating the inte-
gral from Eq.~25! on Sr yields

E
Sr

$¯%ẑdS5E
Sr
(
n,n

Snn̄
nn̄$vm̄

m̄ "Tn
n2vn

n"Tm̄
m̄ %ẑdS, ~31!

50. ~32!

Note at this stage that therefore Eq.~25! becomes

E
Sl

$vm
m "T22v2"Tm

m%ẑdS5E
Sc

$vm
m "T22v2"Tm

m% r̂ dS.

~33!

Further evaluating the integral onSl , one obtains

2E
Sl

$¯%ẑdS52E
Sl

$vm̄
m̄ "Tn̄

n̄2vn̄
n̄"Tm̄

m̄ %ẑdS

2E
Sl
(
n,n

S2nn̄
nn̄ $vm̄

m̄ "T2n
n 2v2n

n "Tm̄
m̄ %ẑdS

54S2m̄n̄
2m̄n̄ . ~34!

Equation~25! therefore becomes

4S2m̄n̄
2m̄n̄1E

Sc

$vm̄
m̄ "T22v2"Tm̄

m̄ % r̂ dS50. ~35!

This is valid for an arbitrary mode (m̄,m̄), which can be
renamed (m,m). Thus

S2mn̄
2mn̄52

1

4 ESc

$vm
m "T22v2"Tm

m% r̂ dS. ~36!

This is a general scattering formula for an incident mode
( n̄,n̄) being scattered into mode (2m,2m). It is equivalent
to the general scattering formula presented by Auld. This is
an exact formula, and the S parameters can be calculated if
the fields in ‘‘2’’ are known. It can be seen that the scattering
coefficients will depend on the total waveguide surface area
covered by the embedding material. To obtain the case con-
sidered here, the integral over the surfaceSc is extended to
z5`.

B. Alternative calculation

It will be shown in this section that the same result can
be obtained by simply matching the boundary conditions at
the interface where the waveguide enters the embedding ma-
terial. Only the mode shapes over the adjoining cross section
have to be considered in order to obtain an exact solution for

modes that are incident from the free section. Thus, the free
surface of the embedding material atz50 does not have to
be considered.

It is assumed that the field in the waveguide on the left-
hand side of the interface between the vacuum and embed-
ded parts, ‘‘1,’’ is a superposition of the waveguide modes in
the free cylinder~see Fig. 4!; we refer to these here as the
‘‘vacuum’’ modes. The particle velocity and stress fields ‘‘1’’
are expressed in terms of the incident vacuum mode (n̄,n̄),
propagating in the1z direction, and the sum of all reflected
vacuum modes, propagating in the2z direction. The sums
run over negative and positive angular wave numbers, but
over positive axial wave numbers only:

v15vn̄
n̄1(

n,n
S2nn̄

nn̄ v2n
n , ~37!

T15Tn̄
n̄1(

n,n
S2nn̄

nn̄ T2n
n . ~38!

We will make assumptions about the fields in ‘‘2’’ later in
this paper, but for the moment the fields created in the em-
bedded section by the incident mode will just be denoted by
v2 andT2 . The boundary conditions within the waveguide at
the interface between the free and the embedded section
must be fulfilled:

v15v2 , ~39!

T1"ẑ5T2"ẑ, ~40!

where ẑ is the unit vector in thez direction. The boundary
conditions therefore become

vn̄
n̄1(

n,n
S2nn̄

nn̄ v2n
n 5v2 , ~41!

Tn̄
n̄1(

n,n
S2nn̄

nn̄ T2n
n 5T2 . ~42!

Multiplying the first equation byTm
m and the second equation

by vm
m , one obtains

vn̄
n̄"Tm

m1(
n,n

S2nn̄
nn̄ v2n

n "Tm
m5v2"Tm

m , ~43!

FIG. 4. A partly embedded circular waveguide. An incident mode (v̄,n̄) is
scattered at the interface between the free and embedded sections of the
waveguide. The fieldsv1 and T1 in the free section are represented by a
superposition of the incident and reflected waveguide modes. The fields
excited in the embedded section are denoted byv2 andT2 .
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vm
m "Tn̄

n̄1(
n,n

S2n,n̄
n,n̄ vm

m "T2n
n 5vm

m "T2 . ~44!

Subtracting Eq.~44! from ~43! yields

$vn̄
n̄"Tm

m2vm
m "Tn̄

n̄%1(
n,n

S2nn̄
nn̄ $v2n

n "Tm
m2vm

m "T2n
n %

5$v2"Tm
m2vm

m "T2%. ~45!

In order to take advantage of the real orthogonality relation,
this is integrated over the cross sectionS. The terms on the
left-hand side can be examined separately:

E
S
$vn̄

n̄"Tm
m2vm

m "Tn̄
n̄%ẑdS50, ~46!

E
S
(
n,n

S2nn̄
nn̄ $v2n

n "Tm
m2vm

m "T2n
n %ẑdS54S2mn̄

2mn̄ . ~47!

Replacing this into Eq.~45!, the S parameter for the scattered
mode (2m,2m) and the incident mode (n̄,n̄) is obtained:

S2mn̄
2mn̄52

1

4 ES
$vm

m "T22v2"Tm
m%ẑdS. ~48!

The surfaceS is equivalent toSl in Eq. ~33!. Since the
boundary conditions are fulfilled on this surface, the fieldsv2

andT2 on S in the two approaches to calculate the scattering
coefficients are the same. Thus, it follows that the expres-
sions in Eqs.~36! and ~48! are equivalent.

Similarly, by multiplying Eqs.~41! and~42! by T2m
m and

v2m
m , respectively, it can be shown that

2
1

4 ES
$v2"T2m

m 2v2m
m "T2%ẑdS

5H 1, for m52 n̄ and m5n̄,

0, else.
~49!

Thus, the scattering parameters for the case of a mode inci-
dent from the free part of the waveguide can be calculated by
just considering the integrals over the cross section of the
waveguide, ignoring the free surface of the embedding ma-
terial. However, this is not necessarily true for the case when
a mode is incident from the embedded section of the wave-
guide. First of all, orthogonality would have to be shown for
these modes. Whether or not it is sufficient only to consider
the adjoining cross section in the embedded part would then
depend on the nature of this orthogonality relationship.

C. Modal solution

In fact, Eqs.~48! and ~49! already give the complete
solution to the problem in the case where modes are incident
from the free section of the waveguide. However, it cannot
readily be seen how to calculate the scattering parameters
from this. Therefore in this section the complete modal so-
lution for the case of modes that are incident from the free
section of the waveguide will be derived in a more intuitive
notation similar to that presented by Engan.19

The analysis in this section is based on the assumption
that both the vacuum and the embedded modes form a com-

plete set of functions. Orthogonality of the vacuum modes
has been shown in Sec. II B, and will be used in the deriva-
tions. While orthogonality for the embedded modes is in this
case not necessary, it is, however, preferable in order to ob-
tain a unique solution to the scattering problem. Orthogonal-
ity of embedded waveguide modes is discussed in more de-
tail in Sec. IV.

We will restrict the following derivation to longitudinal
modes, which are of circumferential order zero. The super-
scripts denoting the circumferential order will be omitted
from now on, since by symmetry order zero modes can only
scatter into modes of the same order, and also torsional
modes cannot scatter into longitudinal modes, andvice
versa.

If the amplitudes of incoming modes are denoted bya’s,
and scattered mode amplitudes are denoted byb’s, the par-
ticle velocity and stress fields in the free section of the bar
can be written as

v15(
m

amvm1b2mv2m , ~50!

T15(
m

amTm1b2mT2m . ~51!

The index of the mode amplitudes indicate in which direc-
tion the scattered mode is propagating. As stated earlier, for
nonpropagating and inhomogeneous modes, this is chosen to
be the direction of the decay. It is now assumed that the
fields being excited in ‘‘2’’ are composed of the modes of an
embedded cylinder, denoted by a dash:

v25(
m8

bm8vm8 , ~52!

T25(
m8

bm8Tm8 . ~53!

Note that there is no incident mode from the embedded sec-
tion. In principle, the sums in Eqs.~50!–~53! extend over an
infinite number of modes. However, for the numerical calcu-
lations, these sums have to be truncated after a certain mode
M.

One can collect the incoming and scattered mode ampli-
tudes in column vectors, and they are related to each other by
a scattering matrix in the following way:

3
b21

b22

]

b2M

b18
b28
]

bM8

4 53
S211 S212 ¯ S21M

S221 S222 ¯ S22M

] ] � ]

S2M1 S2M2 ¯ S2MM

S181 S182 ¯ S18M

S281 S282 ¯ S28M

] ] � ]

SM81 SM82 ¯ SM8M

4 F a1

a2

]

aM

G

5F @S2mn#

@Sm8n# GF a1

a2

]

aM

G . ~54!
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The scattering submatricesS2mn andSm8n areM3M matri-
ces, whereas the full scattering matrix is anM32M matrix.
First, the boundary conditions are applied on the interface
between the free and the embedded section@see Eqs.~39!
and ~40!, respectively#:

(
m

amvm1b2mv2m5(
m8

bm8vm8 , ~55!

(
m

amTm1b2mT2m5(
m8

bm8Tm8 . ~56!

Note that it has been shown in Secs. III A and III B that it is
only necessary to invoke these boundary conditions over the
cross section of the waveguide in order to obtain an exact
solution. Multiplying Eq.~55! by T2n and Eq.~56! by v2n ,
and subtracting~56! from ~55! yields

(
m

am~vm"T2n2v2n"Tm!1(
m

b2m~v2m"T2n2v2n"T2m!

5(
m8

bm8~vm8"T2n2v2n"Tm8!. ~57!

Then, by integrating over the cross section of the waveguide,
one makes use of the orthogonality relation~13!, and some
terms in Eq.~57! vanish. Noting that the fields are normal-
ized according to Eq.~20!, it follows that

an52
1

4 (
m8

bm8E
S
~vm8"T2n2v2n"Tm8!"ẑdS

52(
m8

bm8Q2nm8 . ~58!

This can be written in matrix form:

F a1

a2

]

aM

G52F Q2118 Q2128 ¯ Q21M8

Q2218 Q2228 ¯ Q22M8

] ] � ]

Q2M18 Q2M28 ¯ Q2MM8

GF b18
b28
]

bM8

G .

~59!

In an abbreviated notation, this is

@an#52@Q2nm8#@bm8#, ~60!

so

@bm8#52@Q2nm8#
21@an#. ~61!

Second, multiplying Eq.~55! by Tn and Eq.~56! by vn , and
subtracting~56! from ~55! yields

(
m

am~vm"Tn2vn"Tm!1(
m

b2m~v2m"Tn2vn"T2m!

5(
m8

bm8~vm8"Tn2vn"Tm8!. ~62!

Again, this is integrated over the cross section of the wave-

guide, and some terms vanish due to orthogonality. One is
left with the following equation:

b2n5
1

4 (
m8

bm8E
S
~vm8"Tn2vn"Tm8!"ẑdS

5(
m8

bm8Qnm8 . ~63!

Replacingn by m, this can be abbreviated to give

@b2m#5@Qmm8#@bm8#. ~64!

Recalling Eq.~61!, the coefficientsb2m are calculated as
follows:

@b2m#52@Qmm8#@Q2nm8#
21@an#. ~65!

Finally, Eqs.~61! and ~65! can be combined to give the so-
lution to the scattering problem:

F @b2m#

@bm8#
G5F2@Qmm8#@Q2nm8#

21

2@Q2nm8#
21 G@an#. ~66!

By comparison with the general scattering formula in Eq.
~54!, it follows that

@S2mn#52@Qmm8#@Q2nm8#
21 ~67!

and

@Sm8n#52@Q2nm8#
21. ~68!

The scattering amplitudes are calculated here using a normal-
ization procedure for the modal fields according to Eq.~20!.
For the interpretation of the results, it is convenient to state
the scattering amplitudes in terms of the scattered power. The
power normalized scattering coefficients, denoted by capital
lettersAm , B2m , andBm8 , respectively, are obtained from
the amplitudes calculated here,am , b2m , andbm8 , respec-
tively, by multiplying by the square root of the power of the
corresponding mode, for example:

Bm8 5bm8 APm8m8. ~69!

Note that for nonpropagating and inhomogeneous modes,
Pmm50, and therefore no power is carried away from the
scattering region by these modes.

IV. NUMERICAL IMPLEMENTATION

A. Scattering matrix calculation

The calculation of the elements of the scattering matrix
requires the knowledge of the radial distribution functions of
the modes that are included in the solution. In most cases, a
closed form analytical solution of the modal fields cannot be
obtained, and the dispersion equation has to be solved nu-
merically. In this study, the general purpose software tool
DISPERSE3 has been used to trace the dispersion curves and to
obtain the particle velocity and stress mode shapes of each
mode. The dispersion curves of both the vacuum and the
embedded modes are found using a global matrix approach
for multilayered waveguide structures.26 The dispersion
equation for a particular system can be expressed in the form
f (kre,kim ,v)50, with the roots off occurring for particular
combinations of real wave number, imaginary wave number,
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and frequency. Details regarding the theory for embedded
cylindrical structures and the numerical root finding proce-
dure can be found in Ref. 27. The mode shapes of the wave-
guide modes found in this way are then used to calculate the
elements of the scattering matrix. Typically, a resolution of
200 points over the radius of the waveguide was found to
give a reasonable accuracy for the calculation of the inte-
grals.

In order to ensure that the submatrix@Qm82n# in Eq.
~60! is invertible, the equivalent number of modes in the
embedded cylinder to that in the free cylinder will be in-
cluded in the modal solution.

The energy balance is often used as an estimate of the
error in the calculation of the scattering coefficients,14 and it
is adopted here. After normalization of the coefficients to
represent the scattered power@see Eq.~69!#, the errore in the
total power flow is given by

(
m

~ uAmu22uB2mu2!2(
m8

uBm8u
25e. ~70!

For an exact solution,e50. It should be noted that the sums
only run over propagating modes, since nonpropagating and
inhomogeneous modes do not contribute to the power flow.
Also note that modes propagating in the2z direction have
negative power flow. In the case that only one mode of unit
power flow is incident, this simplifies to

12(
m

uB2mu22(
m8

uBm8u
25e. ~71!

B. Orthogonality considerations in embedded
waveguides

A key assumption in the modal analysis is that the fields
in the embedded section can be represented by a sum of
waveguide modes of the infinitely long embedded cylinder.
In order for this solution to be unique, orthogonality of the
embedded waveguide modes is required. The embedded
modes are, in general, leaky modes, and there exist proofs
of orthogonality in the literature for leaky layered wave-
guides.28,29However, it has to be mentioned that it is usually
assumed that the wave number in the propagation direction is
either purely real or purely imaginary, or that the fields van-
ish far away from the interface. This is not necessarily true,
as leaky guided waves have a complex axial wave number. If
they have a purely real wave number, they are essentially
nonleaky modes. Also, the assumption that the fields vanish
far away from the waveguide is not generally valid. This is
illustrated by the example of a leaky wave in an embedded
plate waveguide:

Figure 5 shows a schematic of a plate waveguide of
thicknessd, which is embedded on both sides in another
material. The embedding material extends infinitely in the
positive and negativey directions, and the waveguide and the
embedding medium are assumed to be perfectly elastic. The
waves that radiate into the embedding half-spaces are then
plane waves that have a constant amplitude along their di-
rection of propagation. The angle,g, between the direction of
propagation of the radiating waves and the guided wave is

governed by Snell’s law. Consider now the rays of plane
waves radiating at three different positions~A, B, and C in
Fig. 5! along the waveguide, each separated by a distance
Dz. When leakage occurs, the guided wave that propagates
in thez direction is attenuated. Let the amplitude of the plane
wave at point A be unity, and the attenuation rate of the
guided wavea. It follows then that the plane wave radiated
at point B has an amplitude that is smaller by a factor of
e2a Dz, at point C it is smaller by a factor ofe2a2 Dz, and so
on. When the modal field is now considered along a line ‘‘L’’
in the y direction, it can be seen that the amplitudes at the
intersection with the rays of the radiating waves increases
with distance from the waveguide surface. To be more exact,
one can consider Snell’s law at the interface, which states
that the real and the imaginary part of the wave numbers of
the radiating waves and the guided wave in thez direction
must be equal. It follows that the leaking plane waves must

FIG. 5. A schematic showing bulk waves radiated from a plate waveguide
of thicknessd into the embedding material. See the text for a detailed dis-
cussion.

FIG. 6. A schematic showing the geometrical relationship between the com-
plex wave number of the guided wave in the axial direction,kz , and the
complex wave number vector of the leaky inhomogeneous bulk wave,k8.
Note that Im$kz%<0 corresponds to a guided wave that is attenuated in the
positivez direction. In order to satisfy Snell’s law and the condition that the
imaginary part of the wave number of the leaky wave, Im$k8%, must be
normal to its real part, Re$k8% ~see, for example, Ref. 30!, there must be an
imaginary wave number component, Im$ky8%, in the y direction away from
the waveguide.
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be, in fact,inhomogeneous, with an imaginary wave number
component orthogonal to the real wave number component.30

Geometric considerations show that the radiating inhomoge-
neous plane waves must have a wave number component in
the y direction that causes them to increase exponentially in
they direction away from the waveguide surface~see Fig. 6!.
The fact that the fields tend to infinity away from the wave-
guide does not violate any radiation conditions since these
fields originate from previously radiated waves. The situation
is similar, though more complicated, for leaky waves in cy-
lindrical systems since it involves complex Bessel functions.
Therefore, integrals in an orthogonality relationship similar
to Eq. ~13!, which include the half-spaces of the embedding
medium, may be divergent. The question arises as to whether
an orthogonality relationship for leaky waveguide modes has
to be defined over the cross section of the waveguide or has
to include the half-spaces. The solution to this problem is not
strictly necessary in the scope of this investigation, however,
it is an interesting subject for further research.

Orthogonality is assured for the waveguide modes of the
free bar@see Eq.~13!#. This relationship was checked nu-
merically usingDISPERSEfor the free bar modes in order to
give an indication as to how accurate the numerical values
are. It was found that, once the fields have been normalized
according to Eq.~20!, the value ofQnm

nm for two orthogonal
modes was of the order of 1025. Strictly this should be zero,
so this value represents the error in the calculations. For the
equivalent modes of a cylinder embedded in an epoxy resin,

as modeled in this paper,Qn8m8
n8m8 , with the integral defined

over the cross section of the waveguide, was found to be
typically of the order of 1023. Given the increased difficulty
in finding the complex roots of the dispersion equation and
the limited precision of the complex Bessel functions that
have to be employed, this seems to be an acceptably small
value. However, this numerical demonstration is not a proof,
and it has to be accepted that orthogonality for leaky waves
may have to be evaluated, including the embedding half-
space and not only the waveguide cross section.

C. Dispersion curves

The scope of the following examples will be limited to
the case where the lowest-order longitudinal mode, L~0,1!, is
incident from the free section of the cylinder. At relatively

low frequencies, this has a practical application for the mea-
surement of the shear properties of an embedding material.1

The dispersion curves can be presented in a three-
dimensional representation, showing the real and imaginary
part of the axial wave number,k, in the propagation direction
against the frequencyf. A summary of the material param-
eters used in the analysis is given in Table I.

Onoe and Zemanek have presented the dispersion curves
for a cylinder in vacuum in great detail, showing the real,
imaginary as well as the complex branches.16,31 The curves
will therefore only be shown here for explanatory purposes.
Real, imaginary, and complex branches correspond, respec-
tively, to propagating, nonpropagating, and inhomogeneous
solutions. As pointed out in Ref. 16, for every complex
branch there exists an exact negative complex conjugate one.
A three-dimensional representation of the first three longitu-
dinal modes is given in Fig. 7~a!. Consider, for example, the
modes L~0,2! and L~0,3!, which are both inhomogeneous
between zero frequency and the cut-off frequency of L~0,2!.
In the inhomogeneous region, their imaginary wave numbers
are identical, whereas the real parts of their wave number
have equal magnitude and opposite sign. As an example, in
order to show this relationship more clearly, the real wave
number of the forward modes is plotted together with that of
the backward modes in Fig. 7~b!. The wave number of a
forward mode has the same magnitude and opposite sign to
the wave number of the corresponding backward mode, and
therefore this graph allows a direct comparison of the real
wave numbers of L~0,2! and L~0,3! in the inhomogeneous
region by looking at L~0,2! and2L~0,3!. The latter overlap
completely in the inhomogeneous region, therefore the real
wave number of L~0,2! and L~0,3! are exactly negative of
each other.

The real part of the wave number is nonzero for an
inhomogeneous mode and represents a phase propagation,

TABLE I. Material parameters used for the analysis.

Material
Long. bulk

velocity ~m/s!
Shear bulk

velocity ~m/s!
Density
~kg/m3!

Steel 5960 3260 7932
Epoxy 2610 1000 1170
Material ‘‘a’’ 2000 1000 1000
Material ‘‘b’’ 4000 1000 1000

FIG. 7. ~a! Three-dimensional dispersion curves for the
first three longitudinal forward modes in a 1 mmsteel
cylinder in vacuum.~b! The real wave number of the
first three longitudinal modes, showing forward and
backward modes plotted in solid lines and dashed lines,
respectively. CO indicates the cut-off point below
which L~0,2! is inhomogeneous.
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whereas the imaginary part represents a spatial attenuation.
However, as a simple power flow calculation shows, inho-
mogeneous modes do not carry power.

The situation is different for an embedded waveguide.
Figure 8~a! shows the dispersion curves for the longitudinal
modes L~0,1! to L~0,5! in a 1 mmsteel cylinder embedded in
an epoxy resin. In addition, the projection of these curves
onto the real wave number–frequency plane is given in Fig.
8~b!, which also shows the modes that propagate in the nega-
tive direction. From this it can clearly be seen that the modes
that are equivalent to the inhomogeneous modes in the free
cylinder do not have a negative complex conjugate counter-
part. Instead, the modes seem to repel each other. Also, a
power flow calculation shows that these modes do, in gen-
eral, propagate power, and are therefore propagating modes.

The case where the embedding material is replaced by a
perfectly rigid material is also discussed. It presents an ap-
propriate validation case for two reasons. First, the validity
of the modal solution can be tested without the assumption
of orthogonality in the embedded case since the modes in a
cylinder with rigid boundaries obey the orthogonality rela-
tionship presented in Eq.~7!. Second, a rigid boundary can
be thought of as a limiting case of infinite impedance of the
embedding material. The dispersion curves are shown in Fig.
9. Note that there are only nonpropagating and inhomoge-
neous longitudinal modes in the low-frequency region and
no propagating longitudinal modes. The consequences aris-
ing out of this are studied in Sec. VI.

V. VALIDATION BY FINITE ELEMENT MODELING

The Finite Element~FE! method is used here to validate
the results obtained from the modal scattering analysis.

The FE analysis was carried out using the software
FINEL, developed at Imperial College.32 It performs effi-
cient modeling of elastic wave propagation using a time-
marching procedure. To model a circular waveguide, four-
noded quadrilateral elements were used in axisymmetry. To
obtain a stable solution, it is necessary to meet a number of
requirements.20 For numerical accuracy, the element size
should at most be one-eighth of the shortest wavelength
present. A rapidly varying mode shape over the cross section
has to be accounted for correctly as well. The time step for
the marching procedure should not exceed 0.8 times the time
in which the fastest wave can propagate one element length.

The nature of the reflection of L~0,1! from the point
where a steel cylinder enters a much larger diameter cylinder
of epoxy resin was also examined in detail. A schematic of
the FE model is shown in Fig. 10. The analysis covered the
range from 0–0.5 MHz, and three different wire radii were
modeled: 0.25, 0.5, and 0.75 mm. A one-cycle Hanning-
windowed piston profile of 0.2 MHz center frequency was
applied at the free end of the cylinder in order to obtain the
reflection coefficient over a range of frequencies. Because
the excitation has no significant energy above the cut-off
frequency of L~0,2! for the chosen waveguide diameters, the
only propagating mode excited by this configuration is

FIG. 8. ~a! Three-dimensional dispersion curves for the
first five longitudinal forward modes in a 1 mmsteel
cylinder embedded in epoxy resin.~b! The real wave
number of the first five longitudinal modes, showing
forward and also backward modes in solid lines and
dashed lines, respectively.

FIG. 9. ~a! Three-dimensional dispersion curves for the
first five longitudinal forward modes in a 1 mmsteel
cylinder with rigid boundaries.~b! The real wave num-
ber of the first five longitudinal modes, showing for-
ward and also backward modes in solid lines and
dashed lines, respectively. Note that there are no propa-
gating modes at low frequencies.
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L~0,1!. One has to make sure that the reflection from the
entry point is not disturbed by any other reflections from the
end of the cylinder or from the boundaries of the epoxy by
choosing a sufficiently long embedded length and a suffi-
ciently large outer diameter of the epoxy. The monitoring
point for displacements in the axial direction is halfway be-
tween the free end of the cylinder and the entry point.

A typical FE time trace is shown in Fig. 11. The first
signal corresponds to the incident mode L~0,1! passing the
monitoring point, whereas the second signal is the reflection
from the entry point into the epoxy. Reflections from the
other boundaries of the embedded part of the model come
later and can thus be neglected. A Fourier transform was then
applied to both signals individually. The division of the am-
plitude spectrum of the reflected signal by the amplitude
spectrum of the incident signal gives the frequency-
dependent amplitude reflection coefficient.

The reflection from the interface between a cylinder
with a free boundary and one with a perfectly rigid boundary
was also examined. A schematic of the FE model is given in
Fig. 12. The radius of the steel cylinder in this analysis was
0.5 mm. Since there are no propagating modes in the cylin-
der with rigid boundaries in the frequency range covered by
the analysis, only nonpropagating and inhomogeneous
modes will be excited in the rigid region. In order to observe
these modes, the displacements were additionally monitored

in the axial direction in steps of 0.125 mm to the right of the
interface on the axis of the cylinder.

VI. RESULTS AND DISCUSSION

A. Cylinder with rigid boundary

The reflection of L~0,1! from the interface between a
cylinder with free and rigid boundaries is considered mainly
for the validation of the modal solution, since orthogonality
is given in the cylinder with a rigid surface. However, it also
gives some insight into the behavior of nonpropagating and
inhomogeneous modes.

As stated earlier, there are no propagating modes at low
frequencies in the rigid cylinder. When the L~0,1! mode is
incident from the free cylinder, then total reflection must
occur at the interface at frequencies that are below the cut-off
frequency of L~0,2! in the free and L~0,1! in the rigid cylin-
der. This is because the nonpropagating and inhomogeneous
modes in both parts of the cylinder cannot propagate energy
away from the scattering region. Therefore, both the modal
and the FE solution should give a reflection coefficient of
unity. As shown in Fig. 13, this is confirmed by both methods
to a high degree of numerical accuracy. To obtain this result,
only the propagating L~0,1! mode in the free section and the

FIG. 10. A schematic of the Finite Element model for a cylinder entering an
epoxy resin.

FIG. 11. A typical Finite Element time trace of the incident and reflected
L~0,1! mode in a 0.5 mm diameter steel bar that is partly embedded in
epoxy.

FIG. 12. A schematic of the Finite Element model for a cylinder entering a
region with rigid boundaries.

FIG. 13. The modulus of the reflection coefficient of L~0,1! from the inter-
face between a cylinder with a free surface and one with a rigid surface. As
explained in the text, this should be exactly unity. Note that the ordinate has
been scaled to better show the error in the calculations.
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nonpropagating L~0,1! in the rigid section were included in
the modal solution.

Zemanek16 has already pointed out that inhomogeneous
modes are always created in pairs with an equal imaginary
wave number but with real wave numbers of opposite sign.
This way, a spatially attenuated standing wave is set up that
does not propagate energy. As an example for the free cylin-
der, L~0,2! and L~0,3! represent such a pair of inhomoge-
neous modes. Indeed, it was found in the calculations that
the scattering parameters,b, of the corresponding inhomoge-
neous modes are identical to a high degree of accuracy.

The displacements in thez direction on the axis of the
cylinder with the rigid surface were also monitored in the FE
analysis. They can be thought of as the superposition of the
displacements of all the nonpropagating and inhomogeneous
modes excited at the interface. Figure 14 shows the displace-
ments as a function of time at three different distances from
the interface, which is located atz50 mm. It can clearly be
seen that there is no propagation, and the amplitude de-
creases with the distance from the interface. These modes
can therefore be thought of as local vibrations with a spatial
attenuation away from the discontinuity. The decay of the
displacement amplitude at 0.2 MHz, obtained from the Fou-
rier transform of the signal, with distance from the interface
is plotted in Fig. 15. As the total displacement,u, in the rigid
part of the waveguide is a superposition of all the spatially
decaying nonpropagating and inhomogeneous modes in-
volved, thez dependence of the modulus can be expressed in
the form

u~z!5(
m8

um8~z!5(
m8

uum8ue
2 i jm8ze2am8z, ~72!

wherej is the real wave number, anda is the attenuation.
Here, the time dependence has been omitted. Since the inho-
mogeneous modes occur in pairs with real wave numbers of
opposite sign, this expression becomes

u~z!5(
m8

uum8ucos~jm8z!e2am8z. ~73!

For nonpropagating modes, the real wave number is zero,
and the cosine takes the value unity. The values for the real
wave number,j, and the attenuation,a, are obtained from
DISPERSE, and a curve can be fitted to the FE results using the
above equation, with theuum8u ’s being the fitting parameters.
It is found that, even though the modal solution gives accu-
rate results when including only one non-propagating mode,
the decay function cannot be satisfactorily fitted using only
one mode~see Fig. 15!. Instead, a minimum of five non-
propagating and inhomogeneous modes is needed to obtain a
precise fit. This means that, although the modal solution
gives an accurate representation of the reflection coefficient
when including a minimal number of modes, more modes
might actually be significantly involved in the scattering pro-
cess.

B. Scattering from epoxy loading

The different examples presented below are related to
the application of a guided wave system to the cure monitor-
ing of epoxy resins. A steel cylinder that is partly embedded
in an epoxy resin is considered. The waveguide and the ep-
oxy resin are modeled as purely elastic materials.

Figure 16 shows the modulus of the amplitude reflection
coefficient for the lowest-order longitudinal mode, L~0,1!, in
a 1 mm radius steel wire using the material properties given
in Table I and using just the lowest-order longitudinal mode
in the embedded section in the modal solution. In the same
plot, the FE results are shown, and the agreement is very
good. Including more inhomogeneous modes in the free sec-
tion and the equivalent modes in the embedded section
changes the reflection coefficient only by a negligible
amount. Therefore, the influence of these modes on the re-
flection coefficient is minimal in this case. This is in accor-
dance with the findings of Engan in the case of the scattering

FIG. 14. The time trace showing the displacements in the rigid section of
the cylinder at three locations: 0.125, 0.625, and 1.125 mm away from the
interface.

FIG. 15. Modulus of the displacement at 0.2 MHz. Details regarding the
curve fits are given in the text.
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of torsional modes from a step change in diameter,19 which
suggest that only a few non-propagating modes are needed
for a reasonably accurate description. The error in the power
flow calculation was found to be of the order ofe
'1024– 1025, even with small numbers of inhomogeneous
modes.

It is interesting to note that the amplitude reflection co-
efficient curve scales with the product of the frequency and
the radius of the cylinder~see Fig. 17!. This is not surprising
as the reflection coefficient is calculated using the mode
shapes, which, like the dispersion curves, scale with the
frequency–radius product. This has been confirmed both
with FE modeling and using the modal solution, although
only the FE results are plotted in Fig. 17.

The power of the L~0,1! mode at low-frequency–radius

products is distributed fairly evenly over the cross section of
the waveguide. However, the scattering occurs on the cir-
cumference of the waveguide. It seems reasonable that under
these conditions the ratio of circumference to the cross-
sectional area roughly relates to the ratio of the scattered to
the total power of the incident mode. It was found that in this
case only the lowest-order longitudinal mode plays a signifi-
cant role in the scattering process, and therefore the ratio of
scattered to total power governs the reflection coefficient.
Because of the geometry, this ratio decreases with increasing
radius. This explains why the reflection coefficient is large
for low-frequency–radius products, and falls off to low val-
ues at higher frequency-radius products.

The particle displacements of L~0,1! at very low fre-
quencies at the surface of the waveguide are mainly in the
axial direction. Therefore, guided wave attenuation is mostly
caused by the leakage of shear waves and depends strongly
on the shear velocity of the embedding material, and only to
a small extent on its longitudinal velocity. This is illustrated
in Fig. 18, where the reflection coefficient for embedding
materials with constant shear velocity and density but a
100% difference in the longitudinal velocity are shown.
There is a negligible difference in the curves for the two
materials. For a cure monitoring application, the change in
shear properties with curing time is significant, and a signifi-
cant change in the reflection coefficient is expected. Figure
19 shows the amplitude reflection coefficient for different
values of shear velocity, calculated using both the modal
solution and FE modeling. The reflection coefficient in-
creases with increasing shear velocity, since the difference in
surface impedance between the free and the embedded cyl-
inder is larger. Therefore the reflection coefficient can be
used to evaluate the shear properties of an embedding mate-
rial.

VII. CONCLUSIONS

The scattering of guided waves in a free bar from the
point where the waveguide enters an embedding material has

FIG. 16. The modulus of the amplitude reflection coefficient of L~0,1! in a
1 mm radius steel bar embedded in epoxy. The material parameters for this
analysis are given in Table I. The plot shows the results obtained with the
modal solution and the Finite Element~FE! model.

FIG. 17. The modulus of the amplitude reflection coefficient of L~0,1! in a
steel bar embedded in epoxy as a function of the product of frequency and
radius. The material parameters for the analysis are given in Table I. The
plot shows the Finite Element results obtained with three different wire radii
R.

FIG. 18. The dependence of the modulus of the reflection coefficient on the
longitudinal velocity for two different materials, ‘‘a’’ and ‘‘b,’’ respectively.
The material properties used in the analysis are given in Table I.
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been discussed. It has been shown that for a wave that is
incident from the free section of the bar, a scattering formula
equivalent to one derived using the S parameter formalism is
obtained by matching the fields at the interface between the
free and the embedded waveguide. A modal solution shows
good agreement with results obtained from Finite Element
modeling.

For the modal solution presented here, orthogonality of
the leaky modes in the embedded waveguide is assumed and
appears to be satisfied sensibly in the example that is studied.
However, further research should investigate an orthogonal-
ity relationship for leaky waveguide modes. The mathemati-
cal form of such a relationship, for example whether an in-
tegral form includes the embedding half-spaces or only the
waveguide cross section, determines the modal solution in
the case where a guided wave is incident from the embedded
section of the waveguide.

Orthogonality is given in the case where the embedding
material is perfectly rigid. The results for this case show that,
although several nonpropagating and inhomogeneous modes
are involved in the scattering process, their influence on the
modal solution is minimal.

The nature of the reflection coefficient when the embed-
ding material is an epoxy resin has been discussed in detail.
It has been shown that the reflection coefficient is a function
of the frequency–radius product, as are the dispersion rela-
tionships. It was found that, in the frequency range that was
covered by the analysis, the reflection coefficient depends
only minimally on the longitudinal velocity of the resin, but
is a strong function of the shear velocity. As in the case
where the embedding material is rigid, the influence of the
nonpropagating and inhomogeneous modes was found to be
minimal.

ACKNOWLEDGMENTS

The authors gratefully acknowledge helpful discussions
with Professor Richard Weaver, University of Illinois.

1T. Vogt, M. Lowe, and P. Cawley, ‘‘Cure monitoring using ultrasonic
guided waves in wires,’’ inReview of Progress in Quantitative NDE, ed-
ited by D. O. Thompson and D. E. Chimenti~American Institute of Phys-
ics, Melville NY, 2001!, Vol. 20B, pp. 1642–1649.

2E. P. Papadakis, ‘‘Monitoring the moduli of polymers with ultrasound,’’ J.
Appl. Phys.45, 1218–1222~1974!.

3B. N. Pavlakovic, M. J. S. Lowe, D. N. Alleyne, and P. Cawley, ‘‘DIS-

PERSE: A general purpose program for creating dispersion curves,’’ inRe-
view of Progress in Quantitative NDE, edited by D. O. Thompson and D.
E. Chimenti~Plenum, New York, 1997!, Vol. 16, pp. 185–192.

4B. N. Pavlakovic and M. J. S. Lowe, ‘‘A general purpose approach to
calculating the longitudinal and flexural modes of multi-layered, embed-
ded, transversely isotropic cylinders,’’ in Ref. 3, Vol. 18, pp. 239–246.

5A. H. Nayfeh and P. B. Nagy, ‘‘General study of axisymmetric waves in
layered anisotropic fibers and their composites,’’ J. Acoust. Soc. Am.99,
931–941~1996!.

6T. Vogt, M. Lowe, and P. Cawley, ‘‘Ultrasonic waveguide techniques for
the measurement of material properties,’’ in Ref. 1, Vol. 21, pp. 1742–
1749.

7J. O. Kim and H. H. Bau, ‘‘Instrument for simultaneous measurement of
density and viscosity,’’ Rev. Sci. Instrum.60, 1111–1115~1989!.

8R. D. Costley, K. Balasubramaniam, W. M. Ingham, J. A. Simpson, and V.
Shal, ‘‘Torsional waveguide sensor for molten materials,’’ in Ref. 3, Vol.
17, pp. 859–866.

9D. N. Alleyne, B. Pavlakovic, M. J. S. Lowe, and P. Cawley, ‘‘Rapid, long
range inspection of chemical plant pipework using guided waves,’’ Insight
43, 93–96~2001!.

10M. D. Beard, M. J. S. Lowe, and P. Cawley, ‘‘Development of a guided
wave inspection technique for rock bolts,’’ Insight44, 19–24~2002!.

11J. O. Kim, H. H. Bau, Y. Liu, L. C. Lynnworth, S. A. Lynnworth, K. A.
Hall, S. A. Jacobson, J. A. Korba, R. J. Murphy, M. A. Strauch, and K. G.
King, ‘‘Torsional sensor applications in two-phase fluids,’’ IEEE Trans.
Ultrason. Ferroelectr. Freq. Control40, 563–574~1993!.

12B. A. Auld, Acoustic Fields and Waves in Solids~Krieger, Malabar, FL,
1990!, Vol. 2.

13P. J. Torvik, ‘‘Reflection of wave trains in semi-infinite plates,’’ J. Acoust.
Soc. Am.41, 346–353~1967!.

14J. J. Ditri, ‘‘Some results on the scattering of guided elastic SH waves
from material and geometric waveguide discontinuities,’’ J. Acoust. Soc.
Am. 100, 3078–3087~1996!.
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This paper deals with the analytic continuation of a coherent pressure field specified on a finite sheet
located close to and conformal to the surface of a vibrator. This analytic continuation is an extension
or extrapolation of the given~measured! field into a region outside and tangential to the original
finite sheet, and is based on the Green’s function~the transfer function! relating acoustic quantities
on the two conformal surfaces. The continuation of the measured pressure field is an inverse
problem that requires the use or regularization theory, especially when noise is present in the data.
An iteration algorithm is presented that is successful in continuing the pressure field into the
tangential sheet. The results are accurate close to the original boundary and taper~decay! toward
zero with distance away from it. The algorithm is tested on numerical and experimental data from
a point-driven rectangular plate. Results show the successful extrapolation~continuation! of this
data into an area nearly double that of the original pressure field. This algorithm is not limited to
planar surfaces and can be applied to arbitrarily shaped surfaces. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1528173#

PACS numbers: 43.20.Tb, 43.20.Ye, 43.40.Rj@MO#

I. INTRODUCTION

Measurements of acoustic fields on a sheet-like surface
are by their very nature limited in physical extent. For ex-
ample, medical imaging uses arrays that intercept scattered
fields over a finite~and discretized! surface. In acoustics,
farfield scattering measurements are made over a limited
solid angle from which information about the scatterer is
extracted either directly or using inverse methods. Near-field
acoustical holography~NAH! uses microphone array mea-
surements in the extreme near-field of the source to solve an
inverse problem—reconstruction of the normal velocity of
the vibrator located nearby. In almost all cases, if the mea-
surement apertures are increased in size, more accurate in-
formation is gathered about the source of interest. However,
larger measurement apertures may not be economical and an
interesting question arises as to whether or not the given
pressure can be continued mathematically on the tangent to
the sheet, effectively increasing the size of the measurement
aperture without further measurement. In particular, we are
interested in the case, typical of NAH, in which an array of
pressure measurements are made close to, and equidistant
from ~conformal to!, a vibrating surface. In applications of
NAH the pressure data is zero padded~a gross form of ex-
trapolation! and a spatial Tukey window1 is used to taper the
measured data at the boundary into the null extension of the
field. This padding, however, provides no new information
and compromises the measured data near the boundary due
to the taper. If instead the zero padded region can be filled
~extrapolated!, with data that reflects the physics of the mea-
sured pressure and transitions smoothly to the measured
field, then the Tukey window is not needed and a compro-
mise of the measured pressure field can be avoided.

The continuation of an analytic field has a rich history in
electrostatics—in solutions of the Laplace equation, center-

ing around analytic continuation. In the realm of the Helm-
holtz wave equation, analytic continuation often involves se-
ries expansions in terms of radiating harmonics of the field
using spherical harmonics and spherical Bessel functions,
and a body of literature surrounding the Rayleigh
hypothesis2,3 deals with the question of the validity of these
expansions. It is pointed out that particular series expansions
fall when they approach the singularities of the given scat-
terer~the vibrating surface!. These singularities can be iden-
tified for simple cases.4,5 It is not within the scope of the
present paper to determine the range of validity of the ex-
pansions used here, and we assume that we do not cross any
singularities in the continuation of the measured field, an
assumption that is trivial for the examples provided in Sec.
III.

It is not evident at first, but this mathematical extension
of the measured data is an inverse problem requiring regu-
larization due to noise in the measurement. Furthermore,
there is one and only one exact extrapolation of the given
pressure field. In the exact sense the extrapolation is unique.
The iteration procedure presented here attempts to reproduce
this unique field outside, with an accuracy that one would
expect, given the nature of inverse problems, that degrades
with distance away from the edge of the given data. We will
show in examples that the degradation is ‘‘graceful,’’ taper-
ing to zero. This aperture extension has proven to be very
useful in developing a general patch NAH algorithm that
uses the limited~on a patch! pressure array information to
reconstruct the velocity field on the vibrator directly below
the patch. However, patch NAH itself will be the subject of a
future paper. One issue, however, is fundamental. Dealing
with evanescent waves is an integral part of the aperture
extrapolation procedure, since they provide enhanced resolu-
tion for the velocity reconstruction, and are critical to the
near-field radiation problem.

Iteration procedures have appeared in the leterature deal-a!Electronic mail: williams@pa.nrl.navy.mil
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ing with NAH. For example Landweber iteration was used
by Ih6 and Williams7, and recursive Weiner filtering by Bai8.
These procedures, however, do not extend or continue the
measurement aperture. The iteration procedure that we
present here is similar to the one presented to calculate the
radiation from unbaffled planar vibrators.9 In that paper a
given velocity field, initially baffled, is used to calculate the
surface pressure field~via Rayleigh’s integral! that is zeroed
out ~due to the unbaffled assumption! outside the vibrator
and the resulting field used to recompute the normal velocity
~via an inversion of Rayleigh’s integral!. The center is re-
placed with the original velocity and the procedure is re-
peated. A similar approach has been published recently,10

which deals with planar vibrators and approaches the prob-
lem in wave number space. In this case the wave number
spectrum of the measured pressure field~zero-padded ini-
tially! is zeroed out beyond a predefinedk-space cutoff and
used to recompute the pressure. The pressure within the mea-
sured area is replaced with the original pressure and the pro-
cedure is repeated. We build upon this latter approach and
also extend it to arbitrarily shaped vibrators. In particular, we
avoid the need to specify,a priori, the k-space cutoff by
using regularization theory based on the physics of the radia-
tion process. Furthermore, we add a taper to thek-space filter
resulting from the regularization that increases the accuracy
of the procedure.

II. THEORY

Let x be the two-dimensional coordinate of a point on a
finite sheetV i representing the measurement aperture and let
the tangential extension of this finite sheet be denoted by
V0 . Define the full apertureVªV iøV0 . Let p(x) for x
PV be the exact pressure field on the full aperture. Our
intention is to develop an iteration algorithm that attempts to
determinep(x) for xPV0 given onlyp(x) for xPV i and a
model for the radiation process. This model includes the
known location of the conformal vibrating source located
close to the measurement surface. The measured pressure
@which contains spatially uncorrelated random noisee(x)
with variance s] is defined by pd(x)ªp(x)1e(x). All
quantities with noise will be indicated by thed superscript.
In order to exploit the uniqueness of the extrapolation we
require a system model relating geometrical information
about the two parallel~conformal! surfaces. This model is
provided by the transfer function between the~unspecified!
normal velocityẇ(y) on the vibrating surface and the mea-
sured pressurep(x) and its extension. Herey is the coordi-
nate on the conformal vibrating surface defined byV̇ ~which
is located by a normal projection of the pointsxPV to y
PV̇). The system model is

p~xi !5Hẇ~yj !, $xiPV,yjPV̇%, ~1!

where 1< i , j <M and M is the total number of points on
each surface~assumed equal!. Thusp(xi) andẇ(yj ) are col-
umn vectors resulting from the discretization of the field
spanning each of the two surfaces, respectively, and the
transfer functionH is an M3M matrix. For example, the
system model for planar surfaces would be provided by a

discretization of Rayleigh’s first integral,1 leading to the
transfer functionH. For more general surfaces, the discreti-
zation and transfer function are provided by a boundary ele-
ment ~BEM! approach.11–13 We emphasize that even though
the results in this paper deal with planar boundaries, the
starting point of Eq.~1! is quite general and can be obtained
from an application of the Helmholtz integral equation~HIE!
to arbitrary shaped surfaces through this BEM discretization.
In these approaches a second HIE is written for the pressure
field on the surface so that the surface pressure can be elimi-
nated, thus leading to Eq.~1!. As long as the measurement
patch is conformal to this surface, the conclusions of this
paper are directly applicable to the arbitrary surface case.

The iteration procedure we develop starts with the mea-
sured pressure zero padded to fill out the extended aperture:

p̂~xi !5H p~xi ! xiPV i

0 xiPV0
. ~2!

Successive iterations attempt to smooth the pressure field
from the bounding edge ofV i into the exterior regionV0 .
This smoothing is done using a low pass wave number filter
Fa ~the parametera that appears in the superscript represents
the break point of the filter! operating on a wave number
decomposition ofp̂(xi), xiPV. This wave number decom-
position is given byUHp̂(xi), whereUH is a unitary matrix
with each row an orthonormal basis function.P(ki)
ªUHp̂(xi) provides a column vectorP(k) of the amplitudes
of thek-space components~wave number or Fourier decom-
position! of p̂(x). We will see thatUH has the important
property that as one moves down its rows, the number of
zero crossings of the mode~orthonormal basis function con-
tained in the row! generally increase. This corresponds touku
increasing so that the radiation becomes more and more eva-
nescent as we move down the rows. By evanescent we mean
that the waves tend to decay exponentially in the direction
normal to the vibrating surfaceV̇. Thus the rows ofUH are
ordered from least evanescent~smallest wave number at the
top row! to most evanescent waves~largest wave number at
the bottom row!.

When data with noise is considered, then the amplitudes
Pd(k)ªUHp̂d(x) on V for the largest values ofuku corre-
spondonly to noise, under the assumption that the evanes-
cent waves generated on the vibrating surface decay so rap-
idly for these values that the evanescent wave amplitudes
have dropped below the noise level in the pressure data.
These evanescent waves cannot be observed onV. In an
attempt to filter out this noise and at the same time to pass
the evanescent~and nonevanescent! waves onV that are
above the noise, we design a low-passk-space filterFa. The
shape as well as the break point of this filter~defined when
the filter amplitude is 0.5! is critical. Its taper depends on the
system model~which encodes the physics of the radiation
mechanism for evanescent waves betweenV̇ andV) and as
uku increases should match and slightly exceed the increase
in the decay of the evanescent waves.

There is another set of high-wave number components
that are deleterious to the process, and that are not part of the
physics of the vibrator. They are created by the sharp transi-
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tion in p̂ from V i to V0 due to the initial zero padding. Thus
the low-pass filter also filters out much of the spurious high-
wave number components created initially by zero padding.

The filter is given on the diagonal of the diagonal matrix
Fa. Thus, the filtered wave number spectrum of the zero-
padded pressure is given byFaUHp̂d. We will discuss later
how the filter and its break point are determined. Finally the
filtered ~and extrapolated! pressure in real space is given by

pa,d5UFaUHp̂d, ~3!

where the extra superscripta is added to the pressure to
indicate its dependence on the filter shape and cutoff.
Whereasp̂d is null in V0 , pa,d will be nonzero due to the
smoothing of the pressure jump on the boundary. This
smoothing of the zero-padded data provides the first estimate
of the extrapolation of the measured field.

Two important issues must be quantified before we can
develop an iteration procedure using Eq.~3!. The first is the
shape of the filter and the second is the cutoff. To derive the
shape we need a model of the radiation process since the
taper, as we mentioned above, should match the decay with
an increasing wave number of the evanescent waves, as seen
on V, which arise from the actual vibration of the source.
The amount of decays is encoded in the Green’s function
~that is, the transfer function! relating the velocity on the
vibrating surface to the pressure on the measurement surface.
We can extract this decay for general surfaces, at the same
time determining the basis function set for the pressure using
a singular value decomposition14–17 of the transfer function:

H5UGVH, ~4!

whereG is a diagonal matrix of singular values providing
the decay rates of the evanescent waves. It is ordered so that
the first element is the least evanescent~often corresponding
to the DC wave number! and the last element is the most
evanescent~smallest singular value!. Furthermore, rows of
UH contain the modal decomposition~orthonormal basis!,18

that we need to translate the pressurep̂d(xi), xiPV into k
space, as discussed above.

For planar geometries, which we will draw upon later
for the examples, there are two approaches to generating Eq.
~4!. Besides the SVD approach one can recastUH andVH as
discrete Fourier transforms, as discussed recently.7 This al-
lows the use of Fourier acoustics1 and an accompanying
wealth of tools, not the least of which is the fact that the
discretizedanalyticversion ofG is known in this case. Also
k space is given simply by two-dimensional Fourier trans-
forms approximated by the discrete Fourier transform~DFT!.
We will discuss this in more detail in Sec. III. In the analysis
below, both of these two approaches, SVD or DFT, use the
exact same formulation and for planar or cylindrical geom-
etries either approach can be taken. We find that the DFT
approach is significantly faster, however, although it cannot
be used for general geometries.

A. Construction of the wave number filter

Returning to the filterFa, we construct the shape of the
filter for some given break pointa. Tikhonov regularization
theory provides one possible estimate of the shape of this

filter. We have found that this theory is very robust and in-
corporates the physics of the radiation process. Since there is
a large body of literature19 dealing with Tikhonov regulariza-
tion and a recent paper7 pertains directly to the above analy-
sis, we will not repeat the details here. Instead we extract the
derived filter@see Eq.~56! of Williams7#:

Fa
ªdiagS¯ ul i u2

ul i u21a~a/a1ul i u2!2
¯ D , 1< i<M ,

~5!

wherel i are the ordered singular values given in Eq.~4! by

G5diag~l1 , . . . ,lM !, l1>l2> . . . >lM , ~6!

andM is the number of points inV. Thus, we can see that the
singular values~decay rates of the evanescent waves! deter-
mine the shape of the filter for a given value ofa. Note that
when ul1u2@a the filter unity ~full pass! and whenulMu2

!a it is zero ~all components blocked! so it is truly a low-
pass filter.

Next, we need to determine the break point (Fa50.5) of
the filter that will depend upona. Clearly this must be de-
pendent of the random noise in the measurement and we
need a model that incorporates the noise level. This model is
provided by a simple hypothesis: assuming that the filter is
correctly tapered so that it matches the decay with an in-
creasing wave number of the evanescent waves fromV̇ and
thus is completely successful in removing the random noise
in the measurement, then the following statement must be
true for xiPV:

ipa,d2pdiAM'ip2pdi /AM5s, ~7!

where the latter equality is just the definition of the variance
of the noises sincep is the exact pressure, andi•i is theL2

norm. The approximation symbol above indicates the relative
success of the filtering of the random noise. This intuitive
equation is attributed to Morozov and is called the Morozov
discrepancy principle.20 Assuming equality and using Eq.
~3!, the first term of Eq.~7! becomes

i~UFaUH2I !pdi /AM5s. ~8!

Given Eq. ~5! and a knowledge ofs, one can solve this
equation fora. It turns out that Eq.~8! is monotonic ina,21,7

so simple procedures can be used to solve fora.
However, the implementation of Eq.~8! requires an es-

timate of the noise variances in the data. We obtain this
using a procedure similar to Eq.~8!. Given that the taper of
the filter matches the evanescent wave decay with increasing
wave number, then the highest wave numbers above the
break point correspond only to noise in the data. Thus, the
expected valueE of the last few basis vectors operating on
the noisee yields the following equation:19

E~ uUq
Hpdu!'E~ uUq

Heu!5s, for small ulqu, ~9!

whereUq
H is theqth row of UH. We average over the lastQ

basis vectors,

iUq
Hpdi /AQ's, M2Q11<q<M , ~10!

for an approximate implementation of the expectation, as-
suming that the evanescent waves associated with the lastQ
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modes have all dropped below the noise. For more details of
the above procedures and equations see Ref. 7.

III. ITERATION PROCEDURE

Returning to the first estimate of the extrapolated pres-
sure field, provided by Eq.~3!, we note that due to the
smoothing at the interfacepa,d will not match the measured
field pd in xPV i particularly near the interface. Thus the
iteration procedure is built around the subsequent replace-
ment inV i of pa,d with the measured field, a technique used
previously by Williams9 to deal with the radiation from un-
baffled vibrators and Saijyou10 for data extrapolation. Thus,
the extrapolated pressure field for the first iteration is set to

p̂~1,a,d!
ªH pd xPV i

p~1,a,d! xPV0
, ~11!

where the caret over the quantity indicates that the smoothed
field has had the center replaced with the original data. The
smoothed pressurep(1,a,d) resulted from the filtering process
of Eq. ~3! applied to the zero padded, initial valuep̂(0,d) on
the right-hand side. This zero-padded initial value~not de-
pendent ona! was given in Eq.~2! and is now

p̂~0,a,d!5 p̂~0,d!
ªH pd xPV i

0 xPV0
. ~12!

Thus, the iteration steps, recasting Eq.~10!, Eq. ~8!, Eq. ~3!,
and Eq.~11!, respectively, are

~I1! iUq
Hp̂~ i ,a i ,di /AQ's i⇒s i ,

~I2! i~UFa i 11
UH2I !p̂~ i ,a i ,d!i /AM5s i⇒a i 11,

~I3! p~ i 11,a i 11,d!5UFa i 11
UHp̂~ i ,a i ,d!⇒p~ i 11,a i 11,d!,

~ I4! p̂~ i 11,a i 11,d!5H pd xPV i

p~ i 11,a i 11,d! xPV0

⇒ p̂~ i 11,a i 11,d!,

where the right-hand side indicates the quantity that is cal-
culated in each step.

We start withi 50 andp̂(0,d) from Eq.~12! and solve for
the noise estimates0 using iteration equation~I1!. Thens0

is used in~I2! with Fa1
given by Eq.~5! to solve for a1

~using a binary subdivision method ona!. The shape and
break point of the filter are now completely defined. Using
this filter, a smoothed version of the pressure field is obtained
from ~I3!. This smoothed version provides the first estimate
of the extrapolation ofpd, xPV i into V0 . Finally, ~I4! re-
places the center with the initial measured pressure and we
continue with~11! once again~settingi 52).

Note the SVD decomposition needed to defineU and to
constructFa is only done once, thusU andl i do not change
from iteration to iteration. The iteration procedure is stopped
when there is minimal change in the updated smoothed pres-
sure, that is,

ip~ i 11,a i 11,d!2p~ i ,a i ,d!i /AM,0.1s i . ~13!

This equation reflects the fact that the minimal pressure
change must depend on the noise level in the smoothed data.
The ad-hoc factor of 0.1 worked well in most cases. How-
ever, we found it helpful to require a certain minimum num-
ber of iterations to take place before any cutoff criterion is
applied. Unfortunately we cannot present proof that the itera-
tion procedure presented above converges, but have found in
all the test cases explored that it is robust and always con-
verges as long as we use Eq.~13! and anad-hocfactor that is
not too small. If thead-hocfactor is too large, the iteration
procedure cuts off too soon and the extrapolation is less ac-
curate. We now show some examples using synthetic data.
We will discuss the question of uniqueness of the extrapo-
lated field in Sec. V.

IV. NUMERICAL EXAMPLE: POINT-DRIVEN CLAMPED
PLATE

We use an analytic model for a center-driven clamped
plate, driven with a constant force over frequency. The pres-
sure field is calculated in the extreme near-field 1.0 cm from
the plate surface using an adaptive quadrature algorithm ap-
plied to the Rayleigh’s first integral. The point-driven baffled
steel plate was rectangular, 0.430.34 m, with a thickness of
2 mm. The pressure field was computed on a gird 81361
points with a lattice spacing in both directions of 1.0 cm.
Thus, the hologram covers an area of 0.8130.61 m. For the
studies below we added random noise to this hologram pres-
sure so that the signal-to-noise ratio defined byipi2 /(sAM )
was 40 dB. From this hologram a 11311 patch of points is
selected over the vibrating area at a specified frequency. Our
objective is to apply the iteration algorithm to this patch to
continue the pressure field to the region outside the patch~in
the same plane! and compare this extrapolation to the known
field there.

We choose examples that are typical of the results of
many studies, some that included real hologram data. Results
with experimental data are presented in the next section. The
first two examples~each at 2100 Hz! using the synthetic data
in Figs. 1 and 2 are for two 11311 patches located in differ-
ent areas in the hologram plane, but both located within~pro-
jecting normally! the boundary of the plate. The patches are
zero padded to fill out an aperture of 51351 pixels. All the
processing in iteration equations~11!–~14! are carried out
using the 51351 point aperture and DFT processing.

Figures 1 and 2 show the real part ofp( i ,a i ,d)(x) for i
51, 500 and the final value with gray scale encoding of the
amplitude. The imaginary part is similar and is not shown.
The first panel in each figure showspd(x) with a SNR of 40
dB, the known field for a comparison. The progressive ex-
trapolation of the patch data can be seen in the bottom two
panels. Upon comparison to the top left panel, it is apparent
that the extrapolated pressure field is only accurate very
close to the starting patch. As one moves away from the
boundary the extrapolation fades to a zero pressure field. The
normalizedL2 errorsE, defined by

E5100ipexact2pextrapolatedi2 /ipexacti2 , ~14!
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for the pressure in five concentric square rings one point
wide, moving away from the patch, were 4.8%, 14.7%,
30.2%, 51.8%, and 81.0% for Fig. 1 and 5.3%, 17.6%,
40.8%, 72.4%, and 91.3% in Fig. 2. This clearly shows the
degradation of the extrapolation with distance from the
patch. Within the patch itself, the error was 0.4 and 0.6%,
respectively.

In the second set of figures the results for a higher fre-
quency, 5100 Hz, are shown. This frequency is close to the
coincidence frequency of the plate~the latter being 6267 Hz
for an infinite plate!. Again, Figs. 3 and 4 show two 11311
patches located in different positions above the plate~the

same positions as in Figs. 1 and 2, respectively! and a full
aperture of 51351 points. It is quite remarkable how accu-
rately the pressure field is extrapolated near the patch and
that as one moves farther away the phase of the pressure field
is retained, even if the amplitudes are small. In this example
the L2 errors for these two cases were 6.4%, 20.3%, 40.7%,
66.9%, and 87.1% and 6.7%, 19.5%, 51.0%, 127.5%, and
114.5%, respectively.

One final important comment on the procedure above.
The aperture~51351! was quite large compared with the
patch size~11311!. The reason for the large aperture com-
pared to the size of the data patch is that in our studies the
iteration equations were implemented using a DFT approach
instead of the SVD since the geometry was planar. The DFT
approach is the classic NAH approach for this geometry, and
has the advantage of speed over the SVD. The large aperture
guarantees that the replicated sources resulting from a DFT
approximation of the continuous Fourier transform1 are far
enough apart that their radiation into the extrapolation region

FIG. 1. An 11311 patch~square white box indicates its boundaries! is
extracted from the exact hologram, shown at top left, at 2100 Hz. The
pressure field is shown at the beginning of the iteration procedure~Iter.
num51! in the top right panel, and after 500 iterations on the bottom left,
and finally at the end after 1845 iterations. The real part of the pressure field
is displayed with a gray scale as shown~pascals per Newton force!. Only the
center 32332 region out of the 51351 full aperture is shown. DFT process-
ing is used.

FIG. 2. The same case~2100 Hz! as Fig. 1, except the patch is shifted to a
different location.

FIG. 3. The same case as Fig. 1, except the drive frequency is now 5100 Hz.

FIG. 4. The same as Fig. 2, except the drive frequency is now 5100 Hz.
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is much less than the actual field there.~It is interesting to
note that the SVD does not suffer from this replicated source
problem.! Furthermore, the closed form expression of the
transfer functionG is known in the DFT approach so one can
easily construct and analyze the needed filters. Note that Eq.
~3! and Eq.~4! do not change in form when using the DFT
instead of the SVD, althoughG is now a complex-valued
diagonal matrix and its ordering is determined by the radius
in k space.U and V can be constructed from the one-
dimensional DFT,7 but this is not necessary in practice since
one only needs the Fourier coefficients, which are generated
by the matrix-vector multiplyUHp̂d. These Fourier coeffi-
cients are determined directly from the two-dimensional
DFT of p̂d.

V. EXPERIMENTAL EXAMPLE: POINT-DRIVEN SIMPLY
SUPPORTED PLATE

A steel rectangular plate of dimensions 55.9326.7 cm
and thickness of 1.6 mm was driven by a Wilcoxon F3/F9
inertial shaker located near a corner of the plate. The edges
of the plate were fixed to simulate approximately a simply-
supported boundary condition. The resulting applied force
was used to normalize the pressure measured with an ACO
7046 1/2 in. microphone attached to an automatedx–y scan-
ner. The pressure was measured at a fixed distance of 0.4 cm
from the plate surface, on a grid of points covering the com-

plete plate surface. The grid step size in both thex and y
directions was 1.25 cm. In order to exercise the algorithm
discussed above, we extracted a small patch of data from this
measured pressure consisting of 10310 points, located at the
center and corresponding to a square area 12.5 cm on a side.

The objective in the experimental data study was to use
the 10310-point pressure patch, using the DFT continuation
algorithm to continue this data into a 20-point rim around the
patch ~in the same plane!, and then compare the continued
pressure with the measured pressure in this added rim. We
present the results for 12 equally spaced frequencies chosen
from the complete dataset~consisting of 1280 frequencies!.
Figure 5 presents the real part of the actual measured pres-
sure located in a 22322 point area, which includes the re-
gion chosen for the 10310 patch, the latter indicated by a
white outline. The frequencies are written above each of the
12 mosaics. The number next to the frequency is the maxi-
mum level in decibelsre one Pascal per Newton force. Fig-
ure 6 shows the real part of the ‘‘analytically’’ continued
field using the DFT iteration algorithm introduced above for
the same region as shown in Fig. 5 and plotted with the same
color scales for each frequency. Note that when using the
iteration algorithm the six-point area outside the white box
shown in Fig. 6 is initially filled with zeros. A comparison of
the two figures shows that the continued field is close to the
actual measurement and that the agreement degrades as one
moves farther outside the boundaries of the patch, consistent

FIG. 5. Experimental data, actual measured pressure~per unit force! at 12 frequencies is shown for comparison with the continued field in Fig. 6. The 10310
patch that was selected to test the iteration algorithm is indicated by the white box.
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with the results presented for the numerical case in the last
section. Also evident in Fig. 6 is the taper of the pressure
field as one moves away from the patch that resulted from
the iteration algorithm.

Finally, to emphasize that the iteration procedure can be
implemented successfully using the SVD@see Eq.~4!# in-
stead of the DFT formulation, we include Fig. 7 applied to
the same patch hologram shown within the white outline in
Fig. 5. In this case only a 6-point rim was used instead of the
20-point rim used for the DFT. A comparison of Fig. 6 and
Fig. 7 shows that the results of the DFT and SVD approaches
are almost identical. This result is to be expected if one ac-
cepts the assumption that the continued field is unique~if one
disregards the taper!. Furthermore, since the transfer function
leading to Eq.~4! can be written for any geometry, given a
boundary element discretization of the vibrating surface,
then the iteration scheme based on the SVD can be applied
without modification for nonplanar geometries.

With regard to the application of the cutoff rule, Eq.
~13!, we required a minimum of 450 iterations before apply-
ing the cutoff rule that was almost always sufficient for con-
vergence. In this case anad hoc factor of 0.2 was used in-
stead of 0.1 in Eq.~13!.

VI. CONCLUSIONS

It should not be surprising that pressure field extrapola-
tion accomplished using an iteration procedure is unable to

reproduce the far field from the given data and instead pro-
duces a field that tends to zero there. The radiation model
based on the Rayleigh integral for planar geometries, or the
Helmholtz integral equation for general geometries, is a very
local one due to the closeness of the conformal surfaces. In
other words, information in the transfer functionH relating
points in the measurement aperture to points far outside of it
is too weak to overcome the inversion perturbations. One can
attribute this localness to the 1/R decay of the Green’s func-
tion and a separation distance between the two surfaces equal
~or nearly equal! to the lattice spacing, in our examples. This
localness was more evident in efforts~not reported on here!
to develop an extrapolation algorithm using Rayleigh’s sec-
ond integral, which relatespressureon the vibrating surface
to pressure on the measurement surface. In this case the ex-
trapolation of the measured pressure, which resulted dropped
to zero more quickly outside the measurement aperture that
the results based on Rayleigh’s first integral discussed in this
paper, implying an even more local relationship. This seems
to be consistent with the fact that the Green’s function drops
off as 1/R2 as one moves away from the boundary for Ray-
leigh’s second integral. On the other hand, this local relation-
ship would seem to imply that as we move the two surfaces
farther apart our extrapolation would succeed at larger dis-
tances from the edges. This may be true, and is a fertile area
for more research, but was not of interest here since larger
separation distances are generally not practical for NAH.

FIG. 6. Continued pressure~per unit force! derived from the iteration algorithm using the DFT approach. The same region of pressure is shown as displayed
in Fig. 5. The area outside the white box is the region of ‘‘analytic’’ continuation.
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An interesting question arises: given the field inV i is
the field inV unique? If there only one acoustic field inV0

that satisfies the wave equation and the radiation condition
and that matchesp(x), xPV i? We have no proof of unique-
ness, although we hopefully can make uniqueness seem plau-
sible by the following. If the acoustic field is known in a
small region~what the mathematicians call a ball! that con-
tains part of the measurement surface, then theunique con-
tinuation principle ~Ref. 21, pp. 179–180! guarantees
uniqueness of the field outside of the ball, in particular, on
the sheet that is the tangential extension of the hologram
patch. In other words, there is one and only one field in all
space that is not null and that matches the prescribed field in
the ball. Of course, the hologram is only two-dimensional
and is not a ball, but given the additional information that the
source location is known, it seems plausible that this prin-
ciple applies and thus there is one and only one field corre-
sponding to the continuation of the measured pressure field.
We have tried to demonstrate here that the iteration algo-
rithm reproduces the unique field close to the boundaries of
the measurement patch.
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Oscillatory flow in jet pumps: Nonlinear effects and minor losses
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A nonresonant, lumped-element technique is used to investigate the behavior of tapered cylindrical
flow constrictions~jet pumps! in the nonlinear oscillatory flow regime. The array of samples studied
spans a wide range of inlet curvature radii and taper angles. By measuring the rectified steady
pressure component developed across a jet pump as well as the acoustic impedance, the minor loss
coefficients for flow into and out of the narrow end of the jet pump are determined. These
coefficients are found to be relatively insensitive to all but the smallest curvature radii~i.e., sharp
edges!. For fixed radius of curvature, the inflow minor loss coefficient increases with increasing
taper angle while the outflow coefficient remains relatively constant. For all of the samples, the
steady flow minor loss coefficients are also measured and compared to their oscillatory flow
counterparts. The agreement is good, confirming the so-called Iguchi hypothesis. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1543932#

PACS numbers: 43.20.Ye, 43.58.Bh, 43.35.Ud, 47.27.Cn@MFH#

I. INTRODUCTION

Consider steady, incompressible, laminar flow along a
pipe containing a region of gradual decrease in cross section.
Mass conservation requires that the mean velocity increases
as the pipe narrows and energy conservation~i.e., the Ber-
noulli equation! dictates that the pressure decrease corre-
spondingly.~Here, we concentrate on processes at the transi-
tion region; clearly the pressure will also decrease gradually
along the pipe due to the usual viscous dissipation effects as
in, e.g., Poiseuille flow!. Now instead consider anabrupt
decrease in the channel cross section. A sudden change
brings about additional dissipative processes such as flow
separation, vortex shedding, turbulence, and jetting. As a
consequence, some kinetic energy is converted to heat and
the pressure drop will be larger than in the gradual case. The
resulting extra pressure drop is known as a minor loss. Minor
losses occur at any kind of sharp transition or bend in a pipe
and have been studied extensively for steady flow. Discus-
sions of the phenomenon can be found in almost any fluid
mechanics textbook.1 Since the pressure drop is related to the
Bernoulli effect, it is usually characterized by a dimension-
less minor loss parameterK:

Dpminor loss5Dpobserved2Dpideal5
1
2Kru2, ~1!

wherer is the density andu is the average flow velocity in
the narrowest cross-section region.Dpobservedis the observed
pressure drop~or rise! across a sudden transition in cross
section.Dpideal is the pressure drop~or rise! across the tran-
sition predicted from Bernoulli’s principle. For example, if
the fluid velocity is uniform in cross section at the two loca-
tions where pressure is measured, then

Dpideal5
r

2
~u2

22u1
2!, ~2!

whereu1 andu2 are the velocities in regions before and after
the transition, respectively. If the velocities are nonuniform,

than the expression for the Bernoulli pressure change is more
complicated. Experimentally,K is found to be constant for
large enough Reynolds numbers. Minor loss coefficients
have been measured and tabulated for a large variety of
systems.2 With some assumptions,K can also be calculated
for the case of an abrupt expansion in cross section.3 For
example, for an abrupt expansion in a circular tube, and as-
suming uniform velocity profiles everywhere,K is given by
the Borda–Carnot formula:

K5S 12
A1

A2
D 2

, ~3!

where A1 and A2 are the cross-sectional areas of the tube
before and after the expansion, respectively.

In the current experiment, we will consider minor losses
acrossconstrictionsin a uniform diameter tube. In this case,
the ideal ~Bernoulli! pressure drop may be neglected. We
define the total minor loss coefficient for the constriction
according to Eq.~1!. In general, the value ofK will depend
on the direction of flow unless a constriction is symmetric.

When a constriction is subjected to high amplitudeos-
cillatory flow, the situation is much more complex. The mi-
nor loss pressure drop translates into a nonlinear acoustic
impedance. For an asymmetric constriction, a nonzero time-
averaged pressure drop will develop. Additional length con-
stants, such as the viscous penetration depth and the dis-
placement amplitude, are introduced. Furthermore, the flow
velocity varies over the course of the cycle and therefore all
the behavior seen in steady flow~e.g., laminar, turbulent!
over a range of velocities may appear.

The present work concerns the investigation of oscilla-
tory minor loss effects in jet pumps, which are essentially
asymmetric constrictions in a tube formed from two transi-
tions in cross section connected by a conical taper. The name
originates from common water jets that exit from the narrow
end of a nozzle. A major motivation for the present work is
the recent application of jet pumps by Backhaus and Swift4

and Swift, Gardener, and Backhaus5 to suppress Gedeona!Electronic mail: wilen@helios.phy.ohiou.edu
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streaming6 in a traveling wave thermoacoustic engine. The
time-averaged flow produced by jet pumps placed in the en-
gine was adjusted to cancel the Gedeon streaming which
otherwise caused an unwanted thermal short between the
heat exchangers. This application constituted an indirect
study of jet pump properties and clearly indicated the need
for a more detailed examination. Other possible interesting
applications include the use of jet pumps in microscale flow
applications7 and the modeling of flow constrictions in the
bloodstream.8

In this study, we investigate the nonlinear impedance
and rectification properties of axisymmetric jet pumps of
various shapes. Some of the issues that we address are the
applicability of Iguchi’s hypothesis~described in the follow-
ing!, the effect of background impedance on the jet pump
behavior, and the role of flow separation.

II. LITERATURE REVIEW

Oscillatory minor losses have been studied in some de-
tail for orifices and pipe bends. Sivian9 appears to be the first
to report that the impedance of an orifice depends on the
oscillatory velocity amplitude. He found that the resistance
increased approximately linearly with velocity at high ampli-
tudes. The measurements, performed in air, went up to about
30 m/s. He gave a physical explanation for the results based
on the Bernoulli equation.

Using an impedance tube technique, Ingard and Labate10

measured the nonlinear impedance of orifices with a variety
of dimensions at fairly low flow velocities~,10 m/s!. They
also imaged flow patterns directly using smoke and strobo-
scopic imaging. They found ‘‘step-like’’ wiggles in the de-
pendence of the resistance on velocity that could be corre-
lated to distinct transitions in the flow patterns. With these
observations they were able to construct a phase diagram for
different oscillatory flow regimes as a function of orifice di-
mensions, frequency, and velocity amplitude. They were also
able to relate the orifice resistance to the rate at which acous-
tic energy was converted into the kinetic energy of an ob-
served circulating flow.

Bies and Wilson11 measured the impedance of a Helm-
holtz resonator employing an orifice up to velocity ampli-
tudes of about 100 m/s. At high velocity amplitudes they
found that the orifice resistance increased linearly with am-
plitude while the reactance was found to decrease monotoni-
cally. Ingard and Ising12 found similar results using a hot
wire technique to measure particle velocity directly up to
amplitudes of about 40 m/s.

In a series of papers by Thurston and co-workers,13–15

careful measurements of the nonlinear impedance of thin
symmetric and asymmetric orifices were performed using
water and other liquids. In some cases the flow patterns were
also imaged using injection of ink. Higher harmonics in the
pressure response were measured, as well as the time-
averaged~or dc! pressure~for the asymmetric case!. At high
amplitudes, a linear dependence of resistance on velocity
amplitude was found, along with a decrease in reactance.
The amplitude dependence of the impedance, along with the
production of harmonics~including the dc pressure for asym-
metric orifices!, could be explained using a quasisteady ap-

proach whereby the instantaneous behavior was given by the
usual expression for minor losses in steady flow@Eq. ~1!#.

Iguchi and Ohmi16 studied U-tube oscillations for fluids
with an orifice placed across the bottom of the tube. From
the frequency and decay time of the oscillations, they came
to a conclusion similar to that of Thurston and co-workers;
the results could be described by a quasisteady approach as
stated earlier. Because Iguchi and co-workers17–22 have per-
formed extensive measurements showing that this quasi-
steady assumption is applicable in many situations involving
high amplitude time-dependent flow, the assumption is some-
times referred to as ‘‘the Iguchi hypothesis.’’

Panton and Goldman23 employed dimensional analysis
to correlate measurements of orifice impedance from many
of the above-cited sources. They considered various dimen-
sionless variables and demonstrated that measurements of
resistance and reactance could be unified if properly normal-
ized and plotted against the appropriately normalized veloc-
ity amplitude. The results were used to argue that different
conditions govern the onset of nonlinearities in the resistance
and reactance.

A number of recent studies by Smith and co-workers
have looked at the detailed structure of flows around orifices
and tube ends.24–26 These studies use powerful flow visual-
ization and hot wire techniques to map out spatial and tem-
poral velocity profiles. They provide very detailed informa-
tion on the oscillatory and time-averaged flows and can be
used to observe the onset of different turbulent regimes and
test ideas of scaling. Combined with pressure measurements,
such techniques can also measure impedances.

Olsen and Swift27 studied minor losses in pipe bends
using a U-tube oscillation technique similar to that of Iguchi
and co-workers. They found an empirical expression that
could fit most of their data but concluded that the quasi-
steady approach was not applicable for the range of param-
eters that they explored.

A description of work where a steady flow is superim-
posed on the oscillatory flow has been omitted from this
brief review; while interesting, it is not directly relevant to
the present discussion.

III. EXPERIMENTAL APPARATUS

We employ a straightforward nonresonant technique to
measure acoustic impedances and time-averaged pressure
drops. The apparatus, shown in Fig. 1, is the same one used
to measure the complex density of single pores and porous
materials.28 A commercial midrange loudspeaker~acquired
surplus, manufacturer unknown! drives one end of a bellows
to generate oscillatory flow~and hence pressure! in the sys-
tem. The other end of the bellows is sealed to a hole on one
side of an aluminum block. A jet pump sample can be
mounted and sealed with an O-ring to the opposite side. A
gauge pressure sensor~Honeywell Micro Switch
24PCAFA2G!, calibrated previously against an MKS Bara-
tron ~model 622A13TED!, is mounted in the aluminum
block. The Honeywell sensor is a Wheatstone Bridge whose
arms are sensitive to the bending of a thin silicon diaphragm.
The bridge is driven with a floating 10 V dc source. The
oscillatory output pressure signal is demodulated with a vec-
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tor lock-in amplifier ~Stanford Research SR 850!. The bel-
lows displacement is measured by a position detector that
records the deflection of a laser beam reflected from a thin
silicon mirror attached to the speaker cone. The oscillatory
displacement signal is demodulated with a second vector
lock-in amplifier ~Stanford Research SR 830!, which also
provides the sinusoidal drive voltage~buffered by a power
amplifier! for the speaker as well as the reference input for
the other lock-in. Both lock-ins are interfaced to a computer.
The time-averaged pressure signal is measured with a digital
multimeter~Keithley 2000!. The entire setup is enclosed in a
Plexiglas™ box in order to reduce the effects of ambient
pressure fluctuations. A typical set of data for one sample
consists of the complex oscillatory pressure and displace-
ment as well as the time-averaged pressure, as the speaker
drive amplitude is swept from 0.05 to 1.50 Vrms at 96 Hz.
These drives correspond to maximum particle velocities in
the jet pump from 1.5 to 45 m/s and displacement amplitudes
from 2 to 75 mm. Additionally, for calibration purposes, data
are acquired with a blank flange, and also a cylindrical vol-
ume of known dimensions, mounted to the aluminum plate.
Temperature, atmospheric pressure, and humidity are moni-
tored during a run in order to account for changes in atmo-
spheric density. The typical air density was 1.16 kg/m3 61%.

Steady flow measurements are performed in a separate
apparatus, shown in Fig. 2. The jet pump is placed in series
with a tube fed by a mass flow controller~Matheson 8272!.
Pure nitrogen flows through the system at a specified mass
flow rate. The gauge pressure~Honeywell Micro Switch
24PCAFA2G! is measured upstream of the jet pump. Up-
stream of the pressure gauge, fiber wool and fine screens are
placed in the tube to act as flow straighteners. A computer
controls the flow rate and also reads the pressure. Data~pres-
sure versus flow rate! are acquired over a specified range of
flow, typically from 0 to 70 m/s~in the narrowest region!.
Temperature and atmospheric pressure are monitored during
a run in order to calculate nitrogen density. The typical ni-
trogen density was 1.13 kg/m3 61%.

IV. SAMPLES

The jet pump samples are aluminum cylinders with
cone-shaped holes~Table I!. The holes were machined using

a CAD-driven CNC milling machine. The edges at the nar-
row end of the conical hole were rounded with a specified
radius of curvature. The edges at the wide end were left
sharp. For all samples, the nominal waist~narrowest point in
the cross section! diameter is 1.85 mm with variations within
1.0%. The waists were measured with a resolution of 0.0025
mm using stainless steel high-precision gage pins.28 For all
of the samples, the distance from the waist to the wide end
was equal to 25.4 mm. Hence, the overall length of the

FIG. 1. Experimental apparatus for oscillatory measurements.

FIG. 2. Experimental apparatus for steady flow measurements.

TABLE I.
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samples varied slightly, depending on the radius of curvature
of the rounded edges. For the ‘‘zero’’ curvature samples, the
edges were left sharp; clearly the actual curvature is finite but
small. Four additional samples were made with a ‘‘zero’’
degree angle~i.e., straight circular tubes! and were rounded
at both ends with a radius of curvature equal to 1.85 mm. For
reference, the ratio of the viscous penetration depth to the
waist diameter is 0.12 at 96 Hz in air. The Reynolds number
ranged from 0 to 7000 for the dc measurements and from
about 0 to 4000 for the ac measurements~calculated from the
velocity amplitude at the waist and the waist diameter!. The
diameter of the tube into which the jet pump is inserted is
15.8 mm.

V. DATA ANALYSIS

The method of data analysis used to calculate sample
impedances is almost identical to that described in earlier
work.28 A brief description is included here for completeness.
We use a lumped-element approach in analyzing the data
since the length of the system~approximately 15 cm! is
small compared to an acoustic wavelength~approximately
3.6 m!. Figure 3 shows a simple electrical analog of the
acoustic circuit. From the measured complex pressure and
displacement we can calculate the input impedance to the
system, which comprises the wide compliant region acousti-
cally in parallel with the jet pump. The compliance can be
measured separately by using a sample plugged at the end
near the compliant volume. A straightforward subtraction
then yields the impedance of the jet pump alone,

~1/Z!sample5~1/Z!open2~1/Z!plugged. ~4!

The resistanceR and inertanceL are defined as Re@Z# and
Im@Z#/v, respectively.

The actual measured impedance includes the impedance
of the wide region between the pressure gauge and jet
pump,28 and the impedance of the wide extender tube, both
in series with the jet pump. These impedances are primarily
inertive ~with a combined inertance of approximately 600
kg/m4!. More importantly, they are amplitude independent as
determined from direct measurements. This is reasonable be-
cause the velocity in this wide area is about 70 times smaller
than the velocity in the jet pump waist~as determined from
the area ratios! and minor losses depend on the velocity
squared. In the present application we are mainly concerned
with the nonlinear resistive part of the impedance; it will be
seen that the linear impedance of the wide tube regions does
not contribute to the minor loss coefficients in the analysis.

The system is calibrated with a cylindrical sample of
well-characterized dimensions ~and hence known

impedance!.28 The oscillatory volume velocity in a jet pump
sample is calculated from the measured oscillatory pressure
and the jet pump impedance. The average velocity in the
waist is taken to be the volume velocity divided by the waist
area. Specific acoustic impedances~relative to the waist!
may be calculated from the impedance and the waist area.

Figure 4~a! shows typical results for the resistance of a
jet pump plotted against the average velocity amplitudeu0 in
the waist~hereafter referred to simply as the velocity ampli-
tude!. The curve approaches a straight line at high ampli-
tudes. The dependence of the resistance on amplitude results
directly from the nonlinear minor losses. The best linear fit to
the data at high amplitudes does not intercept zero, indicat-
ing that there is also a linear contribution to the resistance,
probably associated with the interior region of the jet pump.
Note also that the intercept from the high amplitude fit does
not coincide with the low amplitude value of the resistance.
This suggests that the linear flow resistance inside the jet
pump is influenced by the inherently nonlinear flow condi-
tions at the two transitions~i.e., at the ends of the jet pump!.
The inertance, shown in Fig. 4~b!, is also amplitude depen-
dent.

Figure 4~c! shows data for the time-averaged pressure,
p̂, plotted against the velocity amplitudeu0 . The nonzero
value for p̂ is due to asymmetry in the flow. It is more in-
structive to plot time-averaged pressure divided by velocity,
p̂/u0 , ~having the dimensions of specific resistance! versus
u0 , shown in Fig. 4~d!. Here also, the curve approaches a
straight line with nonzero intercept at high amplitudes. In
this case, the nonzero intercept implies that the~high ampli-
tude! linear pressure drop in the jet pump depends on the
direction of flow, again suggesting that the linear flow resis-
tance inside the jet pump is influenced by the flow conditions
at the transitions.

With two simplifying assumptions, the high amplitude
slopes of the above-mentioned curves can be used directly to
calculate high Reynolds number minor loss coefficients for
oscillatory flow. It turns out that one of these assumptions is
not valid, and it will be necessary to revise the analysis.
Nevertheless, it is instructive to discuss the simple line of
reasoning first and then show how it must be modified.

Before beginning the discussion, it is important to
specify exactly what minor loss coefficients are measured in
the present experiment. Referring to Fig. 1, one notes that
there are abrupt changes in cross section and hence minor
loss contributions at both ends of a jet pump sample. The
total minor losses can be written as follows:

Dpml5
1
2rK11u1

21 1
2rK22u2

2

5
1

2
rS K111K22

A1
2

A2
2 D u1

2, u~ t !.0,

~5!
Dpml5

1
2rK12u1

21 1
2rK21u2

2

5
1

2
rS K121K21

A1
2

A2
2 D u1

2, u~ t !,0.

The subscripts ‘‘1’’ and ‘‘2’’ refer to the narrow and
wide end of the jet pump, respectively, and positive and

FIG. 3. Electrical analog of the acoustic circuit.
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negative signs refer to flow out-of and in-to each end, respec-
tively. By continuity, the velocity is smaller at the large end
of the taper and a simple estimate shows that the minor loss
contribution from the wide end~relative to the total! is below
4% for the 5°, 7°, and 10° samples, but may be as large as
15% for the 3° samples. Hence, the major contribution to the
minor losses is from the narrow end and we define

Kout5K111K22

A1
2

A2
2 , K in5K121K21

A1
2

A2
2 , ~6!

where ‘‘in’’ and ‘‘out’’ refer to flow in-to and out-of the nar-
row end. For the straight pore samples,A15A2 , and we
measure the quantityK5K111K22 which by symmetry is

equal toK121K21 . In the experiment, the actual pressure
measured is the pressure inside the tube before the jet pump
relative to the pressure outside the system. Technically, we
should therefore take into account the pressure difference
between the region inside the tube after the jet pump relative
to the pressure outside the system~due to both minor losses
and Bernoulli!. However, this pressure difference is negli-
gible compared to the minor loss pressure drop.

It is worth noting here that, because we measure the
pressure drop across the whole jet pump~or straight pore!
and not just across a single abrupt transition, we also see
contributions that are linear in the velocity.

Thurston13–15 and also Iguchi16 have hypothesized that

FIG. 4. ~a! R, ~b! L, ~c! p̂, and~d! p̂/u0 plotted against the velocity amplitudeu0 ~bottom scale! and Reynolds number~top scale! for one jet pump~1.85 mm
curvature, 7° angle!. The solid lines in~a! and ~d! are linear fits to the experimental data in the high amplitude region.
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for large amplitude oscillatory flow, minor losses can be ac-
counted for by replacing steady flow quantities with their
instantaneous counterparts. This hypothesis is motivated by
the idea that for large enough amplitudes the flow has no
memory of its past.16–22 Specifically, one can write:

Dpml~ t !5 1
2rKoutu~ t !2, u~ t !.0,

~7!
Dpml~ t !52 1

2rK inu~ t !2, u~ t !,0,

whereu(t) is the instantaneous particle velocity at the nar-
row end,r is the density, andKout and K in are minor loss
coefficients as defined earlier.

A second assumption is that the flow through the jet
pump is assumed to be purely sinusoidal:

u~ t !5u0 sin~vt !. ~8!

This is equivalent to saying that the jet pump is driven with
a sinusoidalcurrent source; hence the impedance of the jet
pump does not affect the flow. Inserting Eq.~8! into Eq. ~7!,
and applying Fourier analysis yields expressions for the
amplitude-dependent resistance RNL and time-averaged pres-
surep̂:4,15

RNL5~2r/3pA!~K in1Kout!u0 ,
~9!

p̂

u0
5~r/8!~Kout2K in!u0 .

A is the area of the jet pump waist. These expressions predict
constant slopes for the two experimental curves plotted in
Figs. 4~a! and ~d!, and hence the measured slopes can be
used to determineK in andKout. This procedure was used by
Thurstonet al.13–15 to find minor loss coefficients for sym-
metric and asymmetric orifices. In Thurston’s experiment,
water was the fluid and the assumption that the flow was
sinusoidal was valid because water is essentially incompress-
ible. In the present experiment, however, air is used and the
jet pump is in parallel with a compliant region. Therefore,
the sinusoidal flow generated at the loudspeaker is split be-
tween the compliance and the jet pump. Hence, the flow
through the jet pump will not be sinusoidal. Swift29 has dis-
cussed this possibility in an exercise that compares results
from an imposed sinusoidal pressure~‘‘voltage source’’!
across the jet pump rather than an imposed sinusoidal flow
~‘‘current source’’!. The present case is intermediate, and ad-
ditional calculations must be done to relate the experimental
data toK in andKout. The procedure is as follows.

We find a numerical solution to the nonlinear lumped-
element acoustic circuit equivalent to our system~Fig. 3!.
For convenience, we use electrical circuit notation where the
voltage V and currentI refer to the pressure and volume
velocity, respectively. The nonlinear voltage across the jet
pump can be written as follows:

VNL~ I !5
1

4

r

A2 $Kout~ uI u1I !I 1K in~ uI u2I !I %, ~10!

whereuI u is the absolute value ofI andA is the area of the
waist in the jet pump. The total voltage across the jet pump is
due to the nonlinear piece plus a linear resistanceRlin and
inertanceL lin :

V5VNL~ I !1RlinI 1L linİ . ~11!

The differential equation describing the system is given
by

L linCÏ1S Rlin1
dVNL

dI DCİ1I 5I 0 sin~vt !,

~12!
dVNL

dI
5

1

2

r

A2 $Kout~ uI u1I !1K in~ uI u2I !%.

C is the compliance of the volume in front of the jet pump,I
is the current through the jet pump, andI 0 is the amplitude of
the current drive from the loudspeaker.C is determined from
measurements with a jet pump sample plugged at the end
closest to the bellows. Its value is approximately 9.55
310211m4 s2/kg but varies slightly with atmospheric pres-
sure.Rlin andL lin are taken to be the values measured in the
experiment at low drive amplitudes.K in andKout are adjust-
able parameters. The differential equation is solved on a one-
dimensional time grid using a Verlet technique.30 Standard
checks are performed~comparing to analytical results in
various limits, increasing the number of time steps, etc.! to
ensure the validity of the procedure. Once a solution forI (t)
is found, the voltage across the jet pump is calculated from
Eqs. ~10! and ~11!. The time-averaged voltage and the in-
and out-of-phase components of the fundamental voltage fre-
quency response are found by numerical integration as fol-
lows:

V̂5
1

t E0

t

V~ t !dt,

Vin-phase5
2

t E0

t

V~ t !sin~vt !dt, ~13!

Vout-of-phase5
2

t E0

t

V~ t !cos~vt !dt,

wheret52p/v. The total impedance is given by

Z5
Vin-phase

I 0
1 i

Vout-of-phase

I 0
.

The impedance for the jet pump alone,Zjet , is then deter-
mined by subtracting off the compliance, just as is done in
the experiment. The amplitude of the current through the jet
pump is denoted byI 0jet. From the results, curves ofR
[Re@Zjet#, L[Im@Zjet#/v andV̂A/I 0jet versusI 0jet/A can be
generated and compared to the experimental curves for the
same quantities. Figure 5 shows one such comparison. For
each sample,K in and Kout are adjusted until the numerical
solution reproduces the experimental results in the high flow
regime~.30 m/s, Re.3500!. The slopes of the experimental
curves can be reproduced exactly, but not the intercepts. This
is because the linear resistance is slightly different~from the
experimental low amplitude value! at high flow amplitudes,
and is also different for inflow and outflow~as discussed
earlier!. It is possible to implement two linear resistance
terms~for inflow and outflow! as inputs to the program and
adjust them to achieve excellent agreement between the ex-
periment and numerical solution~slopes and intercepts!.
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However, we checked that the slopes of the curves generated
for R and V̂ ~and hence the results forK in and Kout) are
insensitive to such adjustments. The full dependence ofL on
amplitude is not captured in the model. However, again, the
slopes of the curves generated forR andV̂ are insensitive to
changes in the input value forL lin over a wide range. Using
the numerical technique, values ofK in andKout were deter-
mined for all of the jet pump samples and values ofK were

determined for the straight pore samples. The observed~non-
sinusoidal! shape of the pressure wave form for a given jet
pump was qualitatively very similar to the wave form gen-
erated by the numerical solution, but we defer a full investi-
gation of higher harmonics to a future study.

Figure 6 shows the oscillatory results forK in and Kout

for the largest curvature samples calculated using the full
numerical procedure discussed earlier and also ‘‘uncorrected
values’’ calculated directly from Eq.~9! combined with the
slopes of the experimental curves. Note that the difference
between corrected and uncorrected results is small forK in

but significant forKout.
We also determinedK in and Kout using a model that

assumed an imposed sinusoidal pressure on the jet pump
~similar to that proposed in Swift29 but including a dc pres-
sure term which was adjusted to give zero time-averaged
flow!. Interestingly, the results were almost identical to the
full numerical solution indicating that the jet pump acts as a
high impedance with regard to its minor loss behavior. This
model is described in the Appendix.

VI. dc FLOW MEASUREMENTS

Steady flow results forK in and Kout were tabulated for
many different geometries by Idelchik. The results for diffus-
ers ~equivalent to jet pumps for ‘‘in-flow’’! in Idelchik per-
tain to Reynolds numbers greater than 105 ~evaluated for the
waist diameter! whereas our measurements extend up to
about 4000 and 7000 for the ac and dc cases, respectively.
Hence, in order to make a direct comparison to oscillatory
flow, and to check Iguchi’s hypothesis, we performed steady
flow measurements to determineK in and Kout. Figure 7
shows typical results forpdc/u vs u, wherepdc is the steady
pressure across the jet pump andu is the average flow ve-
locity in the narrow end. For each jet pump, data were ac-
quired for inflow and outflow orientations.

FIG. 5. Comparison between experimental data~black dots! and data gen-
erated from the numerical simulation~dashed lines! for the same jet pump as
in Fig. 4. The solid lines are linear fits to the experimental data in the high
amplitude region.K in andKout have been adjusted so that the slopes of the
curves match at high amplitudes.

FIG. 6. ac results forK in andKout calculated using the full numerical pro-
cedure and also calculated from Eq.~9! combined with the slopes of the
experimental curves.
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Although the goal was to acquire numbers that could be
compared with the ac results, the dc curves have intrinsic
interest. For flow into the jet pump, there is a break in the
curve at a well-defined velocity. Such behavior can be inter-
preted in terms of velocity dependent flow separation in the
conical section of the jet pump. Also, for the outflow curves,
the low amplitude data yield a minor loss coefficient close to
2, in agreement with theoretical predictions for abrupt expan-
sion of laminar Poiseuille flow. We defer a detailed discus-
sion of these features to a future publication.

For comparison with the ac results, we use theK values

calculated from the high velocity~Re.5000! portion of the
curves. We plotpdc/u againstu and take the slope to be
equal to 1/2rKx ~x5‘‘in’’ or ‘‘out’’ depending on the orien-
tation of the jet pump.! Note that here, as for the ac results,
the intercept is nonzero.

VII. SOURCES OF ERROR

Statistical errors are very small in all cases and result in
error bars that are of order the size of the data points. There
are a number of sources of systematic error. These include
pressure gauge calibration errors, flow meter calibration er-
rors, errors in measurements of dimensions, and errors in
measurements of ambient pressure, temperature, and humid-
ity. For the steady flowK in measurements, there is an addi-
tional consideration that leads to uncertainties; because the
curves are not perfectly linear in the high amplitude region,
the slope depends somewhat on the range used for the linear
fit. ~This is also true for the ac curves, but to a smaller ex-
tent!. An additional possible source of systematic error is that
introduced by nonlinearity in the pressure gauge, which can
produce a false time-averaged pressure signal.31 We checked
for this in the following way. We measured the time-
averaged pressure for three jet pumps, with each jet pump
mounted in the system in a ‘‘forward’’ and ‘‘reverse’’ orien-
tation. ~Forward is defined to be the case when the wide end
of the jet pump faces the bellows/loudspeaker assembly.!
Any contribution to the time-averaged signal from nonlinear-
ity in the gauge will not reverse sign when the jet pump is
reversed. We found that the time-averaged signal for the two
orientations~for all three samples! were opposite in sign and
equal in magnitude to within 5%. There are also uncertainties
associated with using the simple lumped-element circuit
model for the system, which neglects the compliance of the
jet pump. It is possible to get a handle on these uncertainties
by looking at the data with jet pumps reversed since the
compliance of the jet pump appears in a different way in the
circuit for the two orientations. Analyzing the data from the
forward and reverse orientations, we found that theK values
agreed to better than 0.02. Accounting for all the above-
mentioned effects, we estimate that the total absolute error in
the results for minor loss coefficients is60.02 for the oscil-
latory measurements and60.03 for the steady flow measure-
ments.

There are also errors in the measured values for angle
and curvature. The former are negligible, but the latter, of
order 0.02 mm, are important for the smallest curvatures.

VIII. RESULTS AND DISCUSSION

The basic qualitative features of the ac results are con-
sistent with analogous results from earlier orifice studies.
Figure 8 shows results forR, L, and p̂/u0 for the large cur-
vature jet pumps as a function of velocity amplitude. The
resistance increases linearly with amplitude at high ampli-
tudes and the inertance initially decreases with amplitude
and then levels out~Fig. 8!. For the orifice work, the de-
crease in inertance was attributed to an effective decrease in
the mass participating in the oscillation. The basic idea is
that some of the kinetic energy associated with the acoustic

FIG. 7. Steady flow results forpdc /u vs u ~bottom scale! and Reynolds
number~top scale! for the large curvature~1.85 mm! jet pumps.

1289J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 A. Petculescu and L. A. Wilen: Oscillatory flow in jet pumps



inertance of the orifice is converted to turbulent~jet-like!
flow. Hence, the same loss in kinetic energy responsible for
the pressure drop~leading to the nonlinear resistance! trans-
lates into a smaller acoustic mass.10 It is likely that the ex-
planation for jet pumps is similar.

Figures 9~a!–~c! show the results forK in andKout from

both the oscillatory~ac! and steady flow~dc! measurements
for all of the samples. Examination of these results shows
reasonably good agreement between the ac and dc results,
except for the sharpest inlets~smallest curvature!.

The ac and dc results forKout ~for all samples! are close
to 1.05. This is consistent with the idea that no flow separa-
tion occurs in the region of decreasing cross section. The
minor losses are due to the abrupt expansion at the narrow
end and are given theoretically by the Borda–Carnot formula
@Eq. ~3!#, which predictsKout51. The Borda–Carnot for-
mula assumes a uniform velocity distribution. A more realis-
tic velocity distribution must decrease to zero at the wall, and
hence values somewhat higher than 1 are expected.

Figure 9~a! shows results forK in andKout as a function
of angle for the largest inlet curvature. The results forK in are
consistent with the idea that, as the angle is decreased, the
point at which the flow separates from the wall occurs at
larger diameters, leading to reduced minor losses. The results
for K in are compared with a formula for stepped diffusers
found in Idelchik~p. 265, No. 73!.2 The geometry in Idelchik
is apparently the same as the one used in the present experi-
ment but, as noted earlier, Idelchik’s results pertain to Re
.23105. The trend of decreasingK in with angle is similar
although the exact values are not in good agreement.

Figures 9~b! and ~c! show results forK in and Kout as a
function of curvature for two different angles.K in is rela-
tively constant for curvatures above 0.23 mm. The significant
increase ofK in at the smallest curvature is likely due to the
formation of a vena contracta just inside the inlet, similar to
what occurs for a sharp-edged orifice geometry.1 The small
curvature behavior is somewhat different for the ac and dc
measurements, but the qualitative trend is the same. The dip
in K in for the 3° sample at a curvature of 0.1 mm is some-
what puzzling and we do not have a simple physical expla-
nation. Nevertheless, the feature is reproducible and is seen
in both the ac and dc data.

A useful check on the validity of the experimental pro-
cedure is provided by measurements on straight pore
samples with rounded openings. As discussed earlier, these
measurements determine the minor loss coefficientK5K11

1K22 . Theoretically, one would expect a value close to
~and larger than! 1 for K11 , as discussed earlier, and a value
close to 0 forK22 , since the rounded entrance tends to pre-
vent the formation of a vena contracta and flow separation is
not expected to occur in the straight pore. One must be care-
ful in these measurements, however, because the Reynolds
number is large enough that turbulence in the middle section
of the tube may also contribute to a nonlinear resistance. To
disentangle these effects, we performed ac and dc measure-
ments on straight tubes of four different lengths. Figure 10
shows the results forK111K22 plotted against sample
length. Clearly there is a nonlinear contribution to the pres-
sure drop from the middle of the tube. The ac and dc results
are in rough agreement and both extrapolate back to a value
close to 1 for zero length. From these measurements we can
conclude that some contribution to the minor losses mea-
sured in the jet pumps may also come from the interior of the
~conical! tube although to a much smaller extent~compared
to the straight pores! because the average diameter is larger.

FIG. 8. Results forR, L, and p̂/u0 vs u0 ~bottom scale! and Reynolds
number~top scale! for the large curvature~1.85 mm! jet pumps.
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Further investigation of straight pore minor losses and inte-
rior losses will be deferred to a future publication.

IX. CONCLUSIONS

The main conclusion of this work is the fairly good
agreement between the ac and dc results forK in and Kout,
supporting Iguchi’s quasisteady hypothesis. To resolve this
agreement, it was important to pay attention to the imped-

ance of the jet pump relative to that of the system. In our
arrangement, the jet pump behaved as if it had a high imped-
ance. If jet pumps are to be employed in thermoacoustic
devices to prevent streaming, some attention must be given
to this point. A modification in the system configuration re-
sulting in a different impedance at the jet pump location will
require some extra retuning. A more detailed test of Iguchi’s
hypothesis could be performed by using the explicit curves
(pdc vs u! measured for steady flow to see if they can predict
ac results for R andp̂ vs u0 . This will be the topic of future
work.

Swift, Gardener, and Backhaus,5 and Backhaus and
Swift4 tested many of the above-mentioned ideas indirectly
by employing jet pumps with different inlet conditions or
different angles to suppress streaming in acoustic traveling-
wave devices. There is good qualitative agreement between
their conclusions and those reached here. To achieve opti-
mum performance in new traveling-wave devices, it may
prove useful to test and improve jet pump designs with a
setup similar to that described here.
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APPENDIX

In this section we describe briefly the voltage source
model we alluded to at the end of Sec. V. Here, again, we use
the electrical circuit notation. We assume that a voltage of
the following form is imposed across the jet pump:

V~ t !5V0 sinvt1Vdc. ~A1!

Following Eq.~7!, the current response is given by

FIG. 9. Results forK in and Kout from both the oscillatory~ac! and steady
flow ~dc! measurements.~a! K in andKout vs angle for 1.85 mm curvature jet
pumps. Solid curve is from Idelchik.~b! K in andKout vs curvature for 3° jet
pumps.~c! K in andKout vs curvature for 7° jet pumps.

FIG. 10. Results forK5K111K22 for straight rounded tubes plotted
against sample length.
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I ~ t !51A2A2V0

r
Asinvt1e

K in
, sinvt1e.0,

~A2!

I ~ t !52A2A2V0

r
A2sinvt2e

Kout
, sinvt1e,0,

wheree5Vdc/V0 .
For our system, we impose the condition that there is no

time-averaged flow:

E
0

2p/v

I ~ t !dt50. ~A3!

Equation~A3! is solved numerically to determinee in terms
of K in andKout. With e determined, the first Fourier coeffi-
cient of the in-phase current response is calculated~also nu-
merically!:

I 0[
v

p E
0

2p/v

I ~ t !~sinvt !dt5a~e,K in ,Kout!A2A2V0

r
.

~A4!

The result is expressed in terms of a dimensionless con-
stant a that depends only one, K in and Kout. The linear
resistance and the time-averaged voltage can now be written
in terms ofa ande as follows:

Vdc

I 0
2 5

r

2A2

e

a2 ,
R

I 0
5

V0

I 0
2 5

r

2A2

1

a2 . ~A5!

The experimental slopes ofVdc/I 0 vs I 0 andR vs I 0 are used
to determinea and e, and thenK in and Kout are varied to
match the measured values.
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Effects of harmonic phase on nonlinear surface acoustic waves
in the (111) plane of cubic crystals
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Spectral evolution equations are used to perform numerical studies of nonlinear surface acoustic
waves in the~111! plane of several nonpiezoelectric cubic crystals. Nonlinearity matrix elements
which describe the coupling of harmonic interactions are used to characterize velocity waveform
distortion. In contrast to isotropic solids and the~001! plane of cubic crystals, the nonlinearity
matrix elements usually cannot be written in a real-valued form. As a result, the harmonic
components are not necessarily in phase, and dramatic variations in waveforms and propagation
curves can be observed. Simulations are performed for initially monofrequency surface waves. In
some directions the waveforms distort in a manner similar to nonlinear Rayleigh waves, while in
other directions the velocity waveforms distort asymmetrically and the formation of shocks and
cusped peaks is less distinct. In some cases, oscillations occur near the shocks and peaks because of
phase differences between harmonics. A mathematical transformation based on the phase of the
matrix elements is shown to provide a reasonable approximation of asymmetric waveform distortion
in cases where the matrix elements have similar phase. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1529170#

PACS numbers: 43.25.Fe, 43.35.Pt, 68.35.Iv, 62.65.1k @DEC#

I. INTRODUCTION

In a previous paper,1 the authors used spectral evolution
equations2 to investigate the nonlinear propagation of surface
acoustic waves~SAWs! in the ~001! surface cut of nonpiezo-
electric, cubic crystals. The present paper extends the analy-
sis to nonlinear SAWs in the~111! surface cut. Results are
presented for eight different crystals~KCl, NaCl, SrF2 ,
BaF2 , Si, Ge, Ni, and Cu! over the full range of propagation
directions. In addition to the general study of these crystals,
detailed studies are presented for the cases of silicon and
potassium chloride in the~111! surface cut. In the case of
silicon, some of the features described here have been cor-
roborated by previously reported measurements.3

For isotropic media, the nonlinearity matrix in the spec-
tral evolution equations has proven to be convenient both to
interpret the nature of the spectral interactions4 and to com-
pute the shock formation distance.5 In crystalline media, the
nonlinearity matrix is especially useful for explaining the
different types of waveform distortion that are possible as a
result of the reduced symmetry. Unlike in previous theories
for isotropic media6 and for the ~001! plane of cubic
crystals,1 the nonlinearity matrix elements in the~111! plane
cannot usually be written in real-valued form. In particular,
the phase of the nonlinearity matrix elements plays an im-
portant role in the resulting waveform distortion. A math-
ematical transformation is presented which gives reasonably
accurate results for the distortion in cases where the phases
of the first few nonlinearity matrix elements are similar.
From this approach, a graphical table of various types of
distortion can be constructed to estimate the nature of the

distortion without solving the full system of nonlinear spec-
tral evolution equations for every case.

II. NUMERICAL RESULTS

A. Linear effects

A plane surface wave with wave numberk is assumed to
propagate in thex direction along the surface of an aniso-
tropic half-spacez<0. The displacement components of the
linearized equations of motion can be written in the form
@Eq. ~22! in Ref. 2#

uj5(
s51

3

Csa j
~s! exp@ ikl 3

~s!#exp@ ik~x2ct!#, ~1!

where j 5x,y,z, c is the small-signal SAW speed,l 3
(s) and

a j
(s) are the eigenvalues and eigenvectors, respectively, of the

secular equation, andCs are coefficients which allow the
stress-free boundary conditions to be satisfied. The param-
eters c, l 3

(s) , a j
(s) , and Cs are determined using standard

techniques.7

The SAW speedc as a function of the propagation di-
rection in selected materials is shown in Fig. 1. These curves
were computed using the same data as in Ref. 1. The direc-
tion of propagation is measured by the angleu from the

^112̄& direction. The SAW speeds for each material are
scaled by the characteristic speedscref5(c44/r)1/2, whereci j

are the second-order elastic constants in Voigt notation andr
is the density. The SAW speed is periodic everyDu560°
and symmetric aboutu530°. In most cases~and for all the
cases shown here!, the speeds group by anisotropy ratioh
52c44/(c112c12), with materials possessing lower aniso-
tropy ratios having higher relative SAW speeds. Materials
with h'1 indicate nearly isotropic media, with a corre-

a!Current address: Department of Physics, University of Windsor,
401 Sunset Ave, Windsor, ON N9C 4E1, Canada. Electronic mail:
kumon@mailaps.org
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spondingly constant SAW speed for all directions. For all
materials, the directionsu50°, u530°, andu560° are pure
modes, i.e., the wave vector is parallel to the direction of
power flow. Asu→30°, the wave speed of the SAW mode
tends to approach~but does not equal! the speed of one of
the quasitransverse bulk wave modes, and the depth penetra-
tion penetration of the SAW mode tends to increase.7 Unlike
in the ~001! plane the modes do not converge, and pseudo-
surface wave modes do not exist in the directionu530°.

While the wave speed has a sixfold periodicity in the
~111! plane, other parameters of the linearized SAW equa-
tions have only a threefold periodicity.8 For example, the
eigenvaluesl 3

(s) have only a threefold symmetry. Figure 2
shows the real and imaginary parts ofl 3

(s) for KCl. ~Compare
with Fig. 16 in Ref. 7, which shows only 0°<u<30°.) One
also finds thatu l 3

(s)u anduCsa j
(s)u exhibit a sixfold periodicity,

while arg@l3
(s)# and arg@Csaj

(s)# maintain threefold periodicity.
Because the nonlinearity matrix is a function ofl 3

(s) and
Csa j

(s) , this result also has implications for the periodicity of
nonlinear effects, as discussed below.

B. Nonlinear effects

Because the nonlinear theory used here has been dis-
cussed at length elsewhere,2 only the essential equations are
summarized. The coupled nonlinear evolution equations for
the surface acoustic waves~without absorption! are2

dvn

dx
5

n2v

2rc4 (
l 1m5n

sgn~ lm!Slm~2n!v lvm , ~2!

wherevn is the spectral amplitude of thenth harmonic,v
5kc is the angular frequency, andSlm is the nonlinearity

FIG. 1. SAW speed as a function of propagation direction in the~111! plane
of selected materials. The SAW speed of each material is measured relative
to cref5(c44 /r)1/2, and the angleu gives the direction of the wave vector

relative to^112̄&. The wave speeds are periodic everyDu560°.

FIG. 2. Dependence of the eigenvaluesl 3
(s) on the di-

rection of propagation for SAWs in the~111! plane of
KCl ~solid, long dashed, and short dashed lines fors
51,2,3, respectively!. The figure is plotted such that it
can be directly compared to Fig. 16 in Ref. 7, which
only shows 0°<u<30°.
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matrix. The matrix elementSlm describes generation of the
nth harmonic due to interaction of thel th andmth harmon-
ics. The velocity waveforms at the surface (z50) are com-
puted from the spectral amplitudes by1

v j~x,t!5(
n

vn~x!uBj ueif j sgnne2 invt, ~3!

wherej 5x,y,z, Bj5uBj u exp (ifj)5Csaj
(s) are determined by

solving the linearized equations of motion, andt5t2x/c is
the retarded time. It is convenient to define a dimensionless
nonlinearity matrix1

Ŝlm52Slm /c44. ~4!

In all cases, the figures throughout this paper use the nonlin-
earity matrix defined by Eq.~4!.

It is possible that nonlinear coupling between surface
wave and bulk wave modes may occur in propagation direc-
tions where the wave speeds in these modes are close to one
another. The theoretical model does not account for coupling
with bulk waves, and this matter was discussed previously in
connection with Scholte waves.9 Calculations have revealed

that for the cases described in the present article, effects of
mode coupling are negligible in most propagation directions
for realistic wave amplitudes. Exceptions may include propa-
gation directions in the region nearu50° in Ni and Cu; care
should be exercised in applying the aforementioned theory in
these cases. A thorough analysis of this matter will be dis-
cussed in a future article.

1. General study

Figure 3 displays the nonlinearity matrix elements for
KCl, NaCl, SrF2 , BaF2 , Si, Ge, Ni, and Cu. These are the
same materials considered in Ref. 1 for the~001! surface cut.
Plots for materials withh,1 or h'1 are given in the top
two rows, and for materials withh.1 in the bottom two
rows. Because the matrix elements are usually complex-
valued, two plots are given for each material. The top plot in
each pair shows the magnitudesuŜ11u ~solid!, uŜ12u ~long
dashed!, and uŜ13u ~short dashed!. The inequalitiesuŜ11u
.uŜ12u.uŜ13u hold in most directions within the crystals
shown. In these cases, the primary effect of a change in

FIG. 3. Dependence of nonlinearity matrix elements on direction of propagation in the~111! plane for selected materials. The solid, long dashed, and short

dashed lines correspond toŜ11 , Ŝ12 , and Ŝ13 , respectively. The magnitudesuŜlmu of the matrix elements are plotted in the first and third rows, while the
corresponding phasesc lm are plotted in the second and fourth rows.

1295J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 R. E. Kumon and M. F. Hamilton: Harmonic phase effects in nonlinear SAWs



magnitude over a range of directions is to change the length
scale over which the nonlinear distortion occurs. Exceptions
occur when one or more of the matrix elements is zero1 or
when one or more of the above inequalities is reversed. The
latter case occurs nearu530° for KCl, NaCl, Si, and Ge~see
Sec. II B 2 for the effect on the waveforms in Si!. The matrix
elements tend to decrease in magnitude asu→30°; this trend
coincides with the increased depth penetration of the SAW
described in Sec. II A. In all cases, the magnitudesuSlmu are
periodic everyDu560° and symmetric aboutu530°.

The phasec lm of the matrix elementŜlm is defined such
that Ŝlm5uŜlmu exp (iclm). The bottom plot in each pair
shows the phasesc11 ~solid!, c12 ~long dashed!, and c13

~short dashed!. As will be shown in subsequent examples, the
primary effect of the phase of the matrix elements is to
change the shapes of the various velocity waveform compo-
nents. Note that the nonlinearity matrix elements are always
real-valued (c lm50 or c lm56p) at u530° because of the
crystalline symmetry in this direction. In contrast to the mag-
nitudes, the phasesc lm are periodic everyDu5120° and
symmetric aboutu560°.

The nonlinearity matrix elements are functions of the
parametersl 3

(s) andCsa j
(s) of the linearized problem.2 For the

crystals shown~all in them3̄m point group!, the magnitudes
uSlmu, u l 3

(s)u, and uCsa j
(s)u have sixfold periodicity in the

plane, while the phasesuc lmu, arg@l3
(s)#, and arg@Csaj

(s)# have
only threefold periodicity. Thus the symmetry properties of
the nonlinearity matrix elements are influenced by the sym-
metry properties of these linear parameters.

2. Detailed study of silicon

Here we consider nonlinear SAWs in crystalline silicon
and show some of the various types of waveform distortion
which are possible. Figure 4~expanded from Fig. 3 with the
vertical scale of the phase changed top/2<c lm<3p/2)
shows the magnitude and phase of the three nonlinearity ma-
trix elementsŜ11 ~solid!, Ŝ12 ~long dashed!, and Ŝ13 ~short
dashed!. While u50°, u530°, u560° are pure mode direc-
tions, none is a ‘‘Rayleigh-type’’ mode.7 In the u50° and
u560° cases, while the displacement is confined to the sag-
ittal plane, the phase difference between the longitudinal and
vertical components is not 90°. Hence the major axis of the
initial surface displacement ellipse is not perpendicular to the
surface. In theu530° case, the displacement is not confined
to the sagittal plane.

Figure 5 displays the velocity waveforms for the direc-
tionsu50°, u530°, andu560° marked by small circles in
Fig. 4. These waveforms were calculated under the same
conditions as described in Ref. 1 and are selected to show the
types and diversity of distortion in this cut. The columns
from left to right give the dimensionless longitudinal (Vx),
transverse (Vy), and vertical (Vz) components of the veloc-
ity, respectively. In each direction, the waveforms are nor-
malized such that atX50 we haveuVxu21uVyu21uVzu251,
and hence the absolute magnitudes between directions
should not be compared. The velocity waveforms show re-
sults at locationsX5x/x050 ~short dashed!, X51 ~long
dashed!, and X52 ~solid!, where x05rc4/4uS11uvv0 is a

characteristic length scale for nonlinear distortion~approxi-
mately equal to the shock formation distance, if shocks
form!1 andv0 is a characteristic velocity magnitude.

u50°: This direction provides the first example of
asymmetric distortion. While the velocity waveforms are
symmetric aboutvt50 at X50, the distortion is asymmet-
ric at X51 andX52, unlike both nonlinear Rayleigh waves6

and nonlinear SAWs in the~001! plane.1 For example, a
nonlinear Rayleigh wave forms a cusped sawtooth wave with
a compression or rarefaction shock in theVx waveform and a
U-shaped wave with a cusped peak in theVz waveform.
However, in this direction theVx waveform distorts into a
U-shaped wave with an asymmetrically cusped peak, while
the Vz waveform distorts into a sawtoothlike wave with
peaks advancing and troughs receding with respect to the
retarded time frame. Measurements of finite-amplitude
SAWs atu50° in Si corroborate these results.3 The source
of these differences is the complex-valued nature of the non-
linearity matrix elements. Because a full discussion of the
relationship between the phase of the matrix elements and
the resulting waveform distortion is given in Sec. III, further
analysis of these waveforms is delayed until Sec. IV.

u530°: In this direction, the nonlinearity matrix ele-
ments are all real-valued. As a result, the distortion is

FIG. 4. Nonlinearity matrix elementsŜ11 , Ŝ12 , andŜ13 for Si in the ~111!
plane as a function of direction for 0°<u<60°. The circled directions are
discussed in detail in the text. Note that the vertical scale on the phase graph
is changed top/2<c lm<3p/2 as compared to Fig. 3.
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more similar to nonlinear SAWs in certain directions of the
~001! plane.1 BecauseuS11u is less thanuS12u and uS13u, en-
ergy is more efficiently transferred from the fundamental to
third and higher harmonics than it is to the second harmonic.
As a result of the increased energy in the higher harmonics,
the velocity waveforms show sharp cusps. In addition, the
matrix elements are negative (c lm5p), and so a rarefaction
shock forms in theVx waveform.

u560°: While the nonlinearity matrix elements in this
direction have the same magnitude as those foru50°, their
phases have the opposite sign. As a result, the waveforms
distort into entirely different shapes. TheVx waveform dis-
torts into an inverted U-shaped wave with an asymmetrically
cusped trough, while theVz waveform distorts into an asym-
metric sawtoothlike wave with peaks receding and troughs
advancing. Because the nonlinear properties are periodic ev-
ery Du5120°, propagation foru560° is the same as foru
5180°. Recently reported measurements8 have shown that

nonlinear propagation is different for@112̄# and@ 1̄1̄2# in the
~111! plane of crystalline silicon, and the differences in the
distortion are consistent with the results shown here.

3. Detailed study of potassium chloride

We consider here nonlinear SAWs in the~111! plane of
KCl. The magnitude and phase ofŜ11 ~solid!, Ŝ12 ~long
dashed!, and Ŝ13 ~short dashed! are shown in Fig. 6~ex-
panded from Fig. 3 for 0°<u<30° and with the vertical
scale of the phase changed to 0<c lm<3p/2). Like Si, the
nonlinearity matrix elements have the largest magnitude at
u50°. Unlike Si, the phasesc lm change significantly from
u50° to 5°. Here again both theu50° andu530° directions
are pure mode directions, but neither is a ‘‘Rayleigh-type’’
mode for the same reasons as in Si. One marked difference
with Si which occurs even at linear order is that the trans-
verse linear amplitude factorsBy have phasesfy that are

FIG. 5. Velocity waveforms in selected directions for propagation in the~111! plane of Si. The velocity components are normalized such that initial amplitude
satisfiesuVxu21uVyu21uVzu251 in each propagation direction. The short dashed, long dashed, and solid lines correspond to propagation at distancesX50,
X51, andX52, respectively.
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closer top than to 0. This change alone results in transverse
velocity waveforms that are significantly different.

Figures 7 and 8 display the velocity waveforms and har-
monic propagation curves, respectively, for the directionsu
50°, u520°, andu528° marked by small circles in Fig. 6.
These directions are chosen because they have types of
waveform distortion not shown in Fig. 5. Note that the ver-
tical axis for all the waveforms is shifted as compared to Fig.
5 such that 0<vt<2p. The harmonic propagation curves
show the spectral componentsV1 to V5 as a function of the
dimensionless propagation distance. Because the spectral
amplitudes are complex-valued, the harmonic propagation
curves show both the magnitudes~left column! and phases
~right column! of the harmonics. Note that the phases shown
are relative to linear theory.

u50°: This direction shows a different type of asym-
metric distortion than seen in Si. TheVx waveform forms an
asymmetrically cusped sawtoothlike wave with a rarefaction
shock and with the negative cusped peak larger in magnitude
than the positive cusped peak. TheVz waveform forms a
U-shaped wave with an asymmetrically cusped peak. The
harmonic magnitude curves in Fig. 8 are typical of nonlinear
SAWs in isotropic solids, and the harmonic phase curves
show relatively little variation during propagation.

u520°: Observe that the waveforms in this direction
distort very differently from those in theu50° direction.
The different shapes result because the dominant nonlinear-
ity matrix elements are clustered nearp/2, instead of nearp
like at u50° ~see Fig. 6!. Moreover, the phases ofc11, c12,
and c13 are more widely spaced atu520° than atu50°.

FIG. 6. Nonlinearity matrix elementsŜ11 , Ŝ12 , andŜ13 for KCl in the ~111!
plane as a function of direction for 0°<u<30°. The circled directions are
discussed in detail in the text. Note that the vertical scale on the phase graph
is changed to 0<c lm<3p/2 as compared to Fig. 3.

FIG. 7. Velocity waveforms in selected directions of
propagation in the~111! plane of KCl. The velocity
components are normalized such that initial amplitude
satisfiesuVxu21uVyu21uVzu251 in each propagation di-
rection. The short dashed, long dashed, and solid lines
correspond to propagation at distancesX50, X51, and
X52, respectively.
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This separation causes the oscillations near the shocks and
peaks, as discussed further in Sec. IV. While these oscilla-
tions are reminiscent of the kind seen in dispersive waves, it
should be emphasized that there is no dispersion in this sys-
tem. In contrast to theu50° direction of KCl, Fig. 8 shows
that the magnitudes of the third, fourth, and fifth harmonics
become comparable, while the phases are further separated
and show larger variation as a function of distance except at
the fundamental frequency.

u528°: In this direction,uŜ11u is less thanuŜ12u and
uŜ13u, similar to theu530° direction in Si. Energy in the
fundamental is thus converted more rapidly to higher har-
monics. As shown in Fig. 8, this results in a steeper decline
in the magnitude of the fundamental as compared to the pre-
vious two directions in KCl, and eventual dominance by the
higher harmonics. However, unlike Si, here the phases of the
nonlinearity elements are different. Figure 8 shows that the
harmonic phases are irregularly spaced and some harmonics
change their phase significantly as they propagate. The net
result of these complicated interactions is the high-frequency
oscillation seen in the waveforms of Fig. 6.

These simulations show that a wide variety of waveform
distortion can occur in nonlinear SAWs in the~111! plane as
compared to nonlinear Rayleigh waves or nonlinear SAWs in
the ~001! plane. Features like asymmetric distortion and
high-frequency oscillations in the waveforms result from the

harmonics having dissimilar phases, which in turn are related
to the complex-valued nature of the matrix elements. The
next section further investigates the relationship between the
nonlinearity matrix elements and waveform distortion.

III. COMPLEX-VALUED NONLINEARITY MATRIX
ELEMENTS AND WAVEFORM DISTORTION

Only the concepts of positive and negative nonlinearity
are necessary to describe nonlinear SAWs in the~001!
plane.1 Examples of waves with a positive coefficient of non-
linearity b include acoustic waves in fluids, longitudinal bulk
waves in most isotropic solids, and SAWs in steel10 and the
direction 26° from^100& in Si.1 In these waves, the peaks of
the longitudinal velocity waveforms advance in a retarded
time frame moving at the linear wave speed, while the
troughs recede. Examples of waves withb,0 include SAWs
in fused quartz11 and SAWs propagating in the directions 0°
and 35° from^100& in the ~001! plane of Si.1 In these waves,
the peaks of the longitudinal velocity waveforms recede in
the retarded time while the troughs advance. However, the
situation is more complicated for the most general case of a
SAW in an anisotropic medium. As shown in Ref. 1, an
appropriate coefficient of nonlinearity for SAWs in a crystal
is

b54c44Ŝ11/rc2, ~5!

where the nonlinearity matrix elementŜ115uŜ11u exp (ic11)
cannot usually be written in real-valued form. The interpre-
tation of Eq. ~5! in terms of its effect on waveforms for
situations other thanc1150 ~b real and positive! and c11

56p ~b real and negative! is not immediately obvious. The
purpose of this section is to suggest a way of thinking about
this issue.

Ideally, one would like to be able to characterize the
type of waveform distortion by computing just a few param-
eters, thereby avoiding the process of numerically integrating
a system of nonlinear differential equations for every mate-
rial, cut, and direction. As shown in Ref. 1, the nonlinearity
matrix elements can serve as such parameters, allowing a
reasonable estimate of the type of waveform distortion~or
lack thereof! to be determined from plots of the first few
elements. The ability to make the same type of estimate is
desired here. The specific objective is to investigate in a
simplified manner how the phase of the nonlinearity matrix
affects the SAW solutions.

Towards this end, the matrix

Slm
c 5Slmeic sgnn ~6!

is introduced to represent a nonlinearity matrix constructed
by applying a phase incrementc, independent ofl andm, to
a given matrixSlm . Given a solution for a material with
matrix Slm , it is desired to relate that solution to the one
obtained for a material with nonlinearity matrixSlm

c . It is
convenient, although not necessary, to consider the matrix

FIG. 8. Harmonic propagation curves for selected directions of propagation
in the ~111! plane of KCl. The spectral componentsV1 ~solid!, V2 ~long
dashed!, V3 , ~short dashed!, V4 ~dotted!, andV5 ~dot-dashed! are plotted as
a function of distance. The left column shows the spectral amplitudesuVnu,
while the right column shows the spectral phases argVn relative to linear
theory.
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Slm to be real. The main simplifying assumption is that there
exist propagation directions in some materials for which the
phase of the nonlinearity matrix is nonzero yet independent
of the indicesl andm. That Eq.~6! is a reasonable model of
the phase dependence in some cases, at least for the first few
matrix elements, is supported by Fig. 3. Specifically, one
observes thatc11.c12.c13 for all the materials shown~ex-
cept SrF2) at 0°,u,15° and 45°,u,60°. The purpose of
introducing sgnn in Eq. ~6! is that Slm

c must retain all the
symmetry properties required of the nonlinearity matrix. In
particular, the nonlinearity matrix elements have the symme-
try property2

Slm~2n!5S~2 l !~2m!n* , ~7!

wheren5 l 1m. The sgnn ensures that Eq.~6! satisfies Eq.
~7!.

For a nonlinearity matrixSlm
c , the evolution of nonlinear

SAWs is described by Eqs.~2!:

dvn
c

dx
5

n2v0

2rc4 (
l 1m5n

sgn~ lm!Slm~2n!
c v l

cvm
c , ~8!

where the notationvn
c designates that these spectral compo-

nents are the solutions associated with the matrixSlm
c . Now

substitute Eq.~6! into Eq. ~8! and multiply both sides by
eic sgnn. Let

vn5vn
ceic sgnn, ~9!

and thus obtain

dvn

dx
5

n2v0

2rc4 (
l 1m5n

sgn~ lm!Slm~2n!v lvm . ~10!

The spectral componentsvn in Eq. ~10! are recognized as the
solutions for a material with nonlinearity matrixSlm . There-
fore, the solutionsvn

c for a material with nonlinearity matrix
Slm

c are related to the solutionsvn for a material with non-
linearity matrixSlm via Eq. ~9!:

vn
c5vne2 ic sgnn. ~11!

The surface velocity componentsv j
c in thexj direction for a

material with nonlinearity matrixSlm
c are reconstructed from

the spectral componentsvn
c using Eq.~3!:

v j
c~x,t!5(

n
vn

c~x!uBj ueif j sgnne2 inv0t. ~12!

For ease of notation, defineŜlm
c 52Slm

c /c44, following Eq.
~4!.

Consider an example of the above procedure to relate
the phase of the nonlinearity matrix elements to the corre-
sponding type of waveform distortion. Take the well-known
waveform distortion for a nonlinear Rayleigh wave with
positive nonlinearity coefficientb as a reference case, with
spectrumvn

R , corresponding real-valued nonlinearity matrix
elementsŜlm

R , and Bx
R5uBx

Rue2 ip/252 i uBx
Ru ~this conven-

tion for Bj is chosen to be consistent with theory for nonlin-
ear Rayleigh waves in isotropic solids6!. For simplicity, we
consider only the longitudinal velocity waveforms. The lon-
gitudinal velocity waveform for the nonlinear Rayleigh wave
is given by

vx
R~x,t!5(

n
vn

R~x!~2 i uBx
Rusgnn!e2 inv0t. ~13!

Now suppose there exists a hypothetical crystal with nonlin-
earity matrix elementsŜlm

c 5Ŝlm
R eic sgnn and linear amplitude

factorsBx5uBxue2 ip/252 i uBxu. By Eq. ~12!, the longitudi-
nal velocity waveform at the surface of the crystal is written
in terms of the spectral components of the Rayleigh wave as

vx
c~x,t!5(

n
vn

c~x!~2 i uBxusgnn!e2 inv0t, ~14!

or, from Eq.~11!,

vx
c~x,t!5

uBxu
uBx

Ru (n
vn

R~x!e2 ic sgnn~2 i uBx
Rusgnn!e2 inv0t.

~15!

Except for the factor ofe2 ic sgnn, the summation is the lon-
gitudinal velocity component of the Rayleigh wave. The
prefactoruBxu/uBx

Ru adjusts for possible amplitude differences
between the linear solutions of the Rayleigh wave and the
SAW in the crystal. Thus, given the linear amplitude factor
Bx and the phasec of the nonlinearity matrix elements, the
waveforms at the surface in the idealized crystal may be
computed by changing the phase of the spectral components
of the nonlinear Rayleigh wave and reconstructing according
to Eq. ~15!.

The expression in Eq.~15! is only an approximation to
the actual waveform. Discrepancies occur because the non-
linearity matrix elements rarely possess identical phase and,
even if the phases of the elements are very similar, the mag-
nitudes of the elements may differ. Nevertheless, the overall
result can be qualitatively similar, especially in cases where
the dominant matrix elements have nearly the same phase.

To gain some intuition about the example transformation
vn

c5vne2 ic sgnn given in Eq.~15!, the dimensionless wave-
forms

Vx
c~x,t!5

vx
c~x,t!

uvx
c~0,0!u

5(
n

vn
R~x!~2 i sgnn!e2 ic sgnne2 inv0t ~16!

are plotted in Fig. 9 for 0<c<p. ~An analogous figure12

can be constructed2p<c<0.) The Rayleigh waveforms
(c50) are calculated for steel. The third-order elastic con-
stants for the simulations are taken from measurements of
‘‘Steel 60 C2H2A’’ listed in the review by Zarembo and
Krasil’nikov,13 and they are the same as those used in simu-
lations by Zabolotskaya6 and Shullet al.10 The simulations
were performed under conditions identical to the crystal
simulations described in Ref. 1. Each plot contains the di-
mensionless longitudinal velocity waveformsVx

c(X) at loca-
tions X50 ~short dashed!, X51 ~long dashed!, and X52
~solid!.

Several observations can be made about this table of
graphs. In the limiting cases ofc50 andc5p, the wave-
forms distort positively and negatively, respectively. When
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c5p/2, the waveform looks like the vertical velocity com-
ponent of a negatively distorting Rayleigh wave. This simi-
larity occurs because, from Eq.~11!,

vn
c5p/25vne2 i ~sgnn!p/25~2 i sgnn!vn , ~17!

where the coefficient2 i sgnn is recognized as a Hilbert
transform expressed in the frequency domain.14 The appear-
ance of the Hilbert transform in Eq.~17! is not unexpected
because the longitudinal and vertical components of a Ray-
leigh wave are related in precisely this way. The remaining
plots show the expected waveform shapes for intermediate
values ofc and, therefore, other cases of complex-valued
nonlinearity matrix elements.

This approximate approach is not limited to longitudinal
velocity waveforms. If the phasesf j of the linear amplitude
factors Bj are known, then the corresponding approximate
waveform distortion in the vertical and transverse directions
can also be determined. Letc long5c lm be the phase of all
the matrix elements. In cases where the phases are not all the
same, choose a representative element, typicallyc11. The
appropriate values ofc tran andcvert used to characterize the
transverse and vertical velocity waveforms are given by12

c tran5f12f21c long, ~18a!

cvert5f12f31c long. ~18b!

In other words, these are the phases that are appropriate to
use with Eq.~12! and Fig. 9 ~and its analog for2p<c
<0) to determine the approximate shape of the waveform
distortion. Calculated phase values using Eqs.~18! for the
directions and crystals discussed in this paper are given in
Ref. 12.

IV. COMPARISON OF APPROXIMATE AND FULL
SOLUTION METHODS

Figure 10 shows comparisons of the transformed solu-
tions based on nonlinear Rayleigh waves in steel and the
solutions for the distortion of longitudinal waveforms in sev-
eral real crystals. The transformed solutions based on Ray-
leigh waves are constructed via Eq.~12! in three steps. First,
the linear amplitude factorBx and nonlinearity matrix ele-

ment Ŝ11 are computed for each crystal. Second, the trans-
formation vn

c in Eq. ~11! is applied to the spectral compo-
nentsvn

R of the nonlinear Rayleigh waves usingc11, and the
waveforms are translated so that all the sine waves at the
source begin in the same place on the horizontal scale. Third,
the resulting waveforms are scaled usinguBxu such that the
amplitude of the undistorted waveform atX50 is equal in
magnitude to the waveform in the corresponding crystal. The
left column gives the transformed Rayleigh wave solutions,
while the right column gives the simulations using the full
theory ~reproduced from Figs. 5 and 7!. The rows present
comparisons for waveforms propagating in the directionsu
50° for Si andu50°, u520°, andu528° for KCl.

The top two rows show cases for which the nonlinearity

elementsŜ11, Ŝ12, and Ŝ13 have similar, but not the same,
phase. Foru50° in Si the characteristic phase was chosen as
c long5c11'0.59p ~see Fig. 4!. Thus for this case the wave-
form is expected to be between the shapes given byc
5p/2 and c55p/8 in Fig. 9. Similarly, the characteristic
phase for u50° in KCl was chosen to bec long5c11

.1.17p ~see Fig. 6!. The transformed Rayleigh wave solu-
tions reproduce the general shape of the distortion although
not all the details. For example, in the Si waveform the shock

FIG. 9. Transformed waveforms corresponding to the
various phase angles 0<c<p of the transformed non-

linearity matrix elementsŜlm
c 5Ŝlmeic sgn n, wheren5 l

1m. Each graph plots the dimensionless longitudinal
velocity waveforms Vx

c(x,t)5vx
c(x,t)/uvx

c(0,0)u for
waveforms at distancesX50 ~short dashed!, X51
~long dashed!, X52 ~solid!.
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is steeper than in the transformed waveform, and in the KCl
waveform the cusping before the shock does not appear in
the transformed waveform. Nevertheless, the similarities be-
tween the waveforms are striking. In cases like these, the
nonlinearity matrix elements and plots like Fig. 9 can be
used to immediately characterize the nature of the waveform
distortion.

In contrast, the bottom two rows show several cases
where the phases of the nonlinearity matrix elements are less
similar. At u520° in KCl, the characteristic phase for the
approximate method was chosen to bec long5c11.0.39p.
In this case, the approximately transformed waveforms do
not reproduce the extra oscillations that result from the the
phase differences introduced between harmonics during the
harmonic generation process. However, the occurrence of the
oscillations to the right of the cusped peak can be inferred
from the relationc11,c12,c13. As higher harmonics form,
their phase relative to the fundamental is increased. Addi-
tional calculations of velocity waveforms in the~111! plane

of Ni, where c11.c12.c13 ~see Fig. 3!, correspondingly
show that oscillations appear to the left of the peaks and
shocks in those waveforms.12 At u528° in KCl, the charac-
teristic phase for the transformed waveforms was chosen to
be c long5c11.0.47p. However, the approximate method
does not reproduce the features seen in the full simulation.

This is not unexpected because, as seen in Fig. 6,uŜ11u
,uŜ12u,uŜ13u, and thusŜ11 does not dominate the distortion
process. In addition,c11 differs significantly fromc12 and
c13 in this direction. Under these circumstances, the approxi-
mate method is not likely to reproduce all the salient features
of the distortion. However, this determination can be made
directly by examining a plot of the nonlinearity matrix ele-
ments.

Finally, the methods and results described in this paper
are not limited to nonlinear SAWs in the~111! surface cut.
Additional studies of a variety of cubic crystals in the~110!
surface cut have been performed.12 While the waveform dis-
tortion in this cut is similar to that in the~001! plane for

crystals in them3̄m point symmetry group15 ~all the crystals

shown in this paper!, crystals in them3̄ point group show
distortion like in the~111! plane. Examples of crystals in the

m3̄ point group are the hydrous alumsXAl(SO4)2•12H2O,
whereX5Cs, K, and NH4. The use of complex-valued non-
linearity matrix elements to characterize waveform distortion
is also expected to be applicable to surface waves in materi-
als with other crystalline symmetries besides cubic.

V. SUMMARY

This paper examines the propagation of nonlinear SAWs
in the ~111! surface cut for a variety of cubic crystals. The
SAWs in this plane differ from those in the~001! surface cut
in that the nonlinearity matrix elements cannot usually be
written in real-valued form. The nonlinearity matrix elements
have sixfold symmetry in magnitude but only threefold sym-
metry in phase. In most directions, initially sinusoidal wave-
forms distort asymmetrically and, in some cases, the dissimi-
lar phases of the nonlinearity matrix elements result in
oscillations forming in the vicinity of the shocks and peaks
of the velocity waveforms. Detailed analysis is provided for
Si and KCl. A simple mathematical transformation is intro-
duced to provide a graphical interpretation of the phase in-
formation contained in the nonlinearity matrix elements and
linear amplitude factors. Comparisons are made between
waveforms approximated by this method and those generated
with the full simulation. The agreement is shown to be best
when most of the nonlinearity matrix elements of the crystals
have the same or approximately the same phase. By this
approach, plots of the nonlinearity matrix elements as a func-
tion of direction can be used to characterize the types of
harmonic generation and waveform distortion in some direc-
tions. The analysis provided here is applicable to other crys-
tals and surface cuts as well, such as in the~110! surface cut

of cubic crystals in them3̄ point symmetry group.

FIG. 10. Comparison of transformed Rayleigh wave solutions~left column!
and simulations of nonlinear SAWs in the directionu50° for Si and the
directionsu50°, u520°, andu528° for KCl ~right column!. The top two
rows correspond to cases of nonlinearity matrix elements with similar phase,
while the bottom two rows show cases where the matrix elements have
dissimilar phase.
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Nonlinear wave interactions in bubble layers
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Due to the large compressibility of gas bubbles, layers of a bubbly liquid surrounded by pure liquid
exhibit many resonances that can give rise to a strongly nonlinear behavior even for relatively
low-level excitation. In an earlier paper@Druzhininet al., J. Acoust. Soc. Am.100, 3570~1996!# it
was pointed out that, by exciting the bubbly layer in correspondence of two resonant modes, so
chosen that the difference frequency also corresponds to a resonant mode, it might be possible to
achieve an efficient parametric generation of a low-frequency signal. The earlier work made use of
a simplified model for the bubbly liquid that ignored the dissipation and dispersion introduced by the
bubbles. Here a more realistic description of the bubble behavior is used to study the nonlinear
oscillations of a bubble layer under both single- and dual-frequency excitation. It is found that a
difference-frequency power of the order of 1% can be generated with incident pressure amplitudes
of the order of 50 kPa or so. It appears that similar phenomena would occur in other systems, such
as porous waterlike or rubberlike media. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1539519#

PACS numbers: 43.25.Lj, 43.25.Gf, 43.25.Jh@MFH#

I. INTRODUCTION

The high compressibility of a bubbly mixture causes sig-
nificant nonlinear effects to arise even at relatively low pres-
sure amplitudes. For this reason, several authors have con-
sidered the possibility of using such multiphase systems as
active media in parametric arrays~Zabolotskaya and
Soluyan, 1973; Kustovet al., 1982; Ostrovskyet al., 1998!.
The practical realization of this idea has not been very suc-
cessful due to the use of a mixture of bubble sizes containing
resonant bubbles at the incident frequency: the large losses
that accompany bubble oscillations near resonance severely
diminished the energy available for the parametric effect.

In an earlier paper~Druzhininet al., 1996! we suggested
that the problem could be addressed in a novel way by ex-
ploiting the resonances of bubbly liquid layers. It was argued
that, by adjusting the bubble size and the operating frequen-
cies so that the desired low-frequency output correspond to
layer resonances, it should be possible to operate efficiently
while remaining far away from the individual bubble reso-
nance: the result would be an increased efficiency of low-
frequency generation and a moderate energy loss. Although
promising, it should be noted that the practical realization of
this concept requires the generation of bubbles smaller than
the resonant radius at the frequencies of interest which, de-
pending on the specifics of the required system, may not be
an easy task.

Our earlier work demonstrated the validity of this expec-
tation in principle, but had a preliminary nature in that iso-

thermal gas behavior and a quasi-equilibrium dependence of
the bubble radius on the external pressure were assumed.
Furthermore, in the presence of the saw-tooth shock wave
structure that develops even at moderate pressure ampli-
tudes, the accuracy of the numerical method used in that
work was questionable. It is the purpose of this paper to
improve on the earlier analysis of the problem, both in the
mathematical model and in the numerical treatment. While,
unlike the earlier work, the complexity of the model prevents
us from obtaining analytic results, the numerical simulations
confirm the practical potential of the suggested arrangement.

A schematic representation of the situation studied in
this paper is shown in Fig. 1: a one-dimensional layer of
liquid containing gas bubbles is located betweenx50 and
x5L and is excited by a plane wave normally incident from
the left. As a result of this excitation, a reflected wave at the
left of the layer and a transmitted wave at the right are gen-
erated.

Some further analysis and preliminary experiments on
the low-frequency sound generation in such an arrangement
were presented in Ostrovskyet al. ~1998!. The results were
however somewhat inconclusive as the layer was resonant
only for the difference frequency of the two incident waves,
both of which had frequencies close to the individual bubble
frequency and, therefore, were strongly dissipated.

II. MATHEMATICAL MODEL

We consider the one-dimensional problem sketched in
Fig. 1. The mathematical model of the bubbly liquid consists
of the continuity equation

1

r lcl
2

]P

]t
1

]u

]x
5

]b

]t
, ~1!
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in which r l and cl are the density and sound speed of the
pure liquid andP andu are the average mixture pressure and
velocity, and of the momentum equation

r l

]u

]t
1

]P

]x
50. ~2!

This model is essentially that of Kogarko~1964! and van
Wijngaarden~1968! except that, as pointed out by Caflisch
et al. ~1985!, the convective term of the material derivative
can be omitted due to the assumed smallness of the gas vol-
ume fractionb; additional considerations on this point are
given in Watanabe and Prosperetti~1994!, and further appli-
cations of this and similar models can be found e.g., in Zabo-
lotskaya ~1977!, Kuznetsov et al. ~1978!, Gasenkoet al.
~1979!, Nigmatulin ~1991!, Akhatov et al. ~1994!, Naugol-
nykh and Ostrovsky~1998!, Colonius et al. ~2000!, and
many others. Buoyancy effects are neglected in~2! due to the
smallness of the acoustic time scale compared with the time
evolution of the bubble layer. The volume fraction is given
by

b~x,t !5 4
3pR3~x,t !n, ~3!

whereR(x,t) is the instantaneous radius of the bubbles con-
tained in a small volume centered aroundx and n is the
bubble number density. In the same assumptionb!1 under
which ~1! and ~2! hold, the bubble number densityn can be
taken as independent of time; for simplicity, we further as-
sume it to be spatially uniform. The expression~3! can be
readily extended to a distribution of bubble sizes by inserting
in the right-hand side an integral over the probability distri-
bution of the bubble radii~Zhang and Prosperetti, 1994;
Prosperetti, 2001! but, for simplicity, here we assume that all
bubbles have the same radius. Generally speaking, if the size
distribution is such that all the bubbles have a resonance
frequency greater than those of interest, one would not ex-
pect very different results~see, e.g., Naugolnykh and Ostro-
vsky, 1998!. On the other hand, if a significant fraction of
resonant or near-resonant bubbles were present, dispersion
would be very different, dissipation greatly increased, and
the phenomena that we discuss strongly and adversely af-
fected.

In spite of its appearance, the previous model retains a
strong nonlinearity in the manner in whichR is calculated.
Again on the basis of the smallness ofb, for this purpose we

use the Rayleigh–Plesset equation of bubble dynamics~see,
e.g., Plesset and Prosperetti, 1977; Prosperetti, 1991; Feng
and Leal, 1997!:

R
]2R

]t2 1
3

2 S ]R

]t D 2

5
1

r l
S p2P2

2s

R
2

4m

R

]R

]t D . ~4!

Herep is the bubble internal pressure~approximated by the
gas pressure, the small vapor contribution being neglected!,
s is the surface tension coefficient, andm is the liquid vis-
cosity. For an isolated bubble, the ambient pressureP appear-
ing in ~4! is to be identified with the pressure at the location
of the bubble if the bubble were absent. In a dilute mixture
the bubbles are subject to the averaged field andP should be
taken as the average pressure appearing in the momentum
equation~2! ~see, e.g., Caflischet al., 1985; Zhang and Pros-
peretti, 1994!. As before, in~4! we omit the convective term
of the material derivatives ofR.

In writing ~3! and ~4! we have implicitly taken the
bubble to be spherical, ignoring the distortion due to gravity,
flow, and bubble–bubble interaction. This we do for simplic-
ity and with little loss of accuracy since shape modes couple
inefficiently to pressure perturbations when the spherical
shape is stable. We have also neglected the corrections due to
liquid compressibility~see, e.g., Prosperetti and Lezzi, 1986!
which we had included in the early calculations for this pa-
per but found to have a very small influence on the results
@see Prosperetti~1984! for a comparison of the various
damping mechanisms#.

In order to close the system a relationship between the
gas pressurep and bubble radiusR is needed. This point has
been treated at length in earlier papers~Prosperetti, 1991;
Watanabe and Prosperetti, 1994!. Suffice it to say that we
approximate the gas pressure inside each bubble as spatially
uniform, which leads to

]p

]t
5

3

R F ~g21!k
]T

]r U
R

2gp
]R

]t G , ~5!

whereT is the local gas temperature to be found from

g

g21

p

T S ]T

]t
1v

]T

]r D5 ṗ1
1

r 2

]

]r S kr2
]T

]r D , ~6!

with

v5
1

gp F ~g21!k
]T

]r
2

1

3
r ṗG . ~7!

In these equationsg and k5k(T) are the ratio of specific
heats and thermal conductivity of the gas andr is the radial
coordinate measured from the center of the bubble. As
shown in Kamathet al. ~1993!, at the surface of the bubble,
a suitable boundary condition for~6! is

T~R,t !5T` , ~8!

whereT` is the undisturbed liquid temperature. It should be
noted that, inside the bubble centered atx, the temperature
field T depends onr as well ast and, hence, in principle, the
set of equations~5!–~7! must be solved at all spatial loca-
tions in the layer.

FIG. 1. Schematic representation of the one-dimensional bubble layer ex-
cited by a normally incident plane wave from the left.
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In Druzhininet al. ~1996! we considered a much simpler
model of the bubble behavior that was obtained from~4! by
assuming an instantaneous equilibrium between internal and
external pressures and ignoring viscosity and surface tension
so thatp5P; in addition, the bubble internal pressure was
related to the radius by a polytropic assumption so that Eqs.
~1! and ~2! were closed by the simple relation

p0S R0

R D 3kp

5P, ~9!

with kp a polytropic index. While the neglect of viscosity
and surface tension is not very limiting for bubble sizes
above a few tens of micrometers, the neglect of inertia on the
left-hand side of~4! restricts the validity of this quasi-
equilibrium model to frequencies much lower than the
bubble resonance frequency. In this limit, in most parameter
regions of interest, the bubbles behave isothermally so that
Eq. ~9! is justified with kp51. Outside this very restricted
domain of validity, however, the model of our earlier paper
cannot be expected to be accurate.

A model intermediate between the quasi-equilibrium and
complete models can be formulated by using, in the
Rayleigh–Plesset equation~4!, the polytropic relation~9! in
place of ~5! for the bubble internal pressure. This model,
termedpolytropic in the following, accounts for the inertia of
the bubble radial motion, but not for the strongly dissipative
thermal effects.

A. Boundary conditions

As the layer compresses and expands under the action of
an incident pressure wave, the planes defining its boundaries
will move normal to themselves. If the gas volume fraction is
small, by the same argument that enables us to neglect the
convective term in the material derivatives, we may disre-
gard this effect and approximate the layer boundaries as
fixed in space. As shown in Druzhininet al. ~1996!, this
approximation permits a great simplification of the problem.

Indeed, since the medium outside the bubble layer can
be regarded as linear and is nondispersive, one may assume
that the incident, reflected, and transmitted waves have the
form

Pinc5Pi~x2cl t !, Ptrans5Pt~x2cl t !,
~10!

Pref5Pr~x1cl t !.

At the layer boundaries the pressure should be continuous so
that if, as before,P denotes the pressure in the layer,

Pi~0,t !1Pr~0,t !5P~0,t !, P~L,t !5Pt~L,t !. ~11!

The velocity or, equivalently, the pressure gradients should
also be continuous which, atx50, gives

]Pi

]x
1

]Pr

]x
5

]P

]x
. ~12!

By virtue of the particular form~10! of the functional depen-
dence onx and t of Pi and Pr , the spatial derivatives are
readily related to time derivatives and, upon taking the time
derivative of~11!, we can eliminate]Pr /]t. The result is the
condition

]P

]t
2cl

]P

]x
52

]Pi

]t
at x50. ~13!

Proceeding similarly at the right boundary we find

]P

]t
1cl

]P

]x
50 at x5L. ~14!

Because of this argument, the problem is reduced to solving
the equations of Sec. II subject to the conditions~13! and
~14! at x50 andx5L. After the pressureP inside the bubble
layer is determined, the reflected and transmitted waves are
found from ~11!.

III. LINEAR RESULTS

For a better understanding of the material that follows, it
is useful to summarize here some results of the linear analy-
sis of the previous model.

As shown in Commander and Prosperetti~1989!, for lin-
ear pressure perturbations the model of the previous section
gives the following dispersion relation for monochromatic
pressure waves with a time dependence proportional to
exp(ivt) and wave numberk in a bubbly liquid:

k2

v2 5
1

cl
2 1

3b0 /R0
2

v0
22v212ibv

. ~15!

A relation of this type has been derived by many authors
starting from several similar models~see, e.g., Carstensen
and Foldy, 1947; Clay and Medwin, 1977; Waterman and
Truell, 1961; Twersky, 1962; Omta, 1987; d’Agostino and
Brennen, 1988; Nigmatulin, 1991; Medwin and Clay, 1997!.
Here

b05 4
3pR0

3n ~16!

is the gas volume fraction at equilibrium,v0/2p is the effec-
tive undamped resonance frequency of the bubbles, andb is
the effective damping parameter; these quantities depend on
the driving frequencyv and are given by

v0
25

p0

r lR0
2 S 3k l2

2s

R0p0
D , k l5

1

3
ReF, ~17!

b5
2m l

r lR0
2 1

p0

2r lR0
2v

Im F, ~18!

wherek l is the linear-theory value of the polytropic index
which is calculated from the complex functionF defined by
~Prosperetti, 1991!

F5
3g

123~g21!iz@~ i /z!1/2coth~ i /z!1/221#
, ~19!

with z5D/vR0
2, in which D is the gas thermal diffusivity.

The ratiocm5v/k is the phase velocity of the wave which
~15! shows to be complex: the imaginary part describes the
attenuation of the wave in the bubbly mixture due to the
energy losses in the bubbles. In a water–air system viscous
losses, described by the first term on the right-hand side of
~18!, are much smaller than the thermal ones except for
bubble radii in the micrometer range. If liquid compressibil-
ity effects were retained in~4!, an acoustic loss contribution
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bac5v2R0 /(2cl) would be added to the right-hand side of
~18!; this term is also small forv below the bubble reso-
nance frequencyv0 .

For the quasi-equilibrium model of Eq.~9! the relation
corresponding to~15! is

k2

v2 5
1

cl
2 1

b0r l

kpP`
, ~20!

whereP` is the undisturbed pressure in the liquid. This re-
lation demonstrates the extreme sensitivity of the effective
speed of soundk/v to the gas concentration; for example, in
water r lcl

2/P`.2.253104 and, with kp51 and b51023,
we have from~20! cl /cm.5.

For a monochromatic wave with unit amplitude nor-
mally incident on a bubble layer of thicknessL, it is easy to
show that the amplitudes of the transmitted and reflected
waves,Atr andAref , are given by standard acoustic relations
~see, e.g., Pierce, 1989, Secs. 3–7; Commander and Prosper-
etti, 1989!

Atr5
exp~ ivL/cl !

cos~kL !1 1
2 i @v/~kcl !1kcl /v#sin~kL !

, ~21!

Aref5

1
2 i @v/~kcl !2kcl /v#sin~kL !

cos~kL !1 1
2 i @v/~kcl !1kcl /v#sin~kL !

. ~22!

The corresponding results for the quasi-equilibrium model
are conveniently written in the following form:

Atr5
4A

~A11!22~A21!2exp~22iAvL/cl !
, ~23!

Aref5
~A221!@exp~22iAvL/cl !21#

~A11!22~A21!2exp~22iAvL/cl !
, ~24!

where the nondimensional parameterA is defined by

A5
cl

cm
5A11

r lb0cl
2

P`kp
~25!

with the second equality following from~20!. Equations~23!
and~24! give a simple estimate of the resonance frequencies
of the incident wave:

vn5
npcl

AL
, n51,2,... . ~26!

This estimate can be refined by calculating numerically the
maxima and minima of the moduli ofAtr andAref given by
~21! and ~22!.

IV. NUMERICAL METHOD

The problem to be solved can be decomposed in two
components, the integration of the continuity and momentum
equations in the bubbly liquid, and the calculation of the
temperature inside the bubbles. While these two components
are coupled, their nature is very different and so must be
their numerical treatment.

In view of the strong nonlinear effects in the bubble
layer, steep waveforms develop in the system. To avoid the
well-known numerical oscillations that can arise in these

conditions, we use the total variation diminishing method of
Harten ~1983!, the implementation of which is now briefly
described. It is convenient to use dimensionless variables
defined according to

x85
x

L
, t85

cl t

L
, u85

r lcl

P`
u,

~27!

P85
P

P`
21, b85

b

b0
,

but we drop the primes for convenience.
The continuity and momentum equations~1! and ~2!

may be compactly written as

]w

]t
1

]F

]x
5

r lb0cl
2

P`
b, ~28!

where the vectorsw, F, andb are given by

w5UPuU, F5UuPU, b5U]b/]t
0 U. ~29!

This system is discretized explicitly in time and in space as

wi
n112wi

n

Dt
1

F̂i 11/2
n 2F̂i 21/2

n

Dx
5

r lb0cl
2

P`
bi

n11/2, ~30!

where superscripts indicate time levels and subscripts spatial
nodes. The modified fluxesF̂ are given by the following
expression:

F̂i 11/25
1

2
~Fi 111Fi !

1
s

2 (
l 51

2

@gi
~ l !1gi 11

~ l ! 2a i 11/2
~ l ! Q~sa~ l !1h i 11/2

~ l ! !#R~ l !,

~31!

wheres5clDt/Dx is the Courant number and

R~1!5U11U, R~2!5U 1
21U, a~1!51, a~2!521, ~32!

a i 11/2
~1! 5 1

2~Pi 112Pi1ui 112ui !,
~33!

a i 11/2
~2! 5 1

2~Pi 112Pi2ui 111ui !,

h i 11/2
~ l ! 5H ~gi 11

~ l ! 2gi
~ l !!/a i 11/2

~ l ! if a i 11/2
~ l ! Þ0,

0 if a i 11/2
~ l ! 50.

~34!

The functionQ is defined by

Q~y!5H y2/~4e!1e, for uyu,2e,

uyu, for uyu>2e,
~35!

with e50.1, and plays the role of an artificial viscosity. Fur-
thermore,

gi
~ l !5H min~ u@Q~s!2s2#a i 11/2

~ l ! u,u@Q~s!2s2#a i 21/2
~ l ! u!

if a i 11/2
~ l ! a i 21/2

~ l ! >0,

0 a i 11/2
~ l ! a i 21/2

~ l ! ,0.
~36!

The terms in the summation in~31! are a correction to the
components of the fluxF along the characteristic directions,
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which are introduced to account for the discretization error
and guarantee second-order accuracy in space.

The time integration is a variant of a predictor-corrector
method abbreviated so as to result in a faster execution with-
out significant loss of accuracy. Briefly, the procedure is as
follows. Suppose that everything is known at time leveltn.
At all interior nodes we generate a preliminary estimate of
the pressureP̃n11 at time leveltn115tn1Dt from ~30! in
which (] tb)n is used in the vectorb on the right-hand side
~here and in the following, tildes denote provisional esti-
mated values at timetn11.) With this updated pressure we
calculate new values of (] t

2R̃)n11 and (] tR̃)n11 and use an
approximation to the trapezoidal rule in the form

Rn115Rn1 1
2Dt@~] tR!n1~] tR̃!n11#, ~37!

and similarly for all the other variables. In executing this
step, in principle it would be necessary to update the time
derivative of the bubble pressure~5! as well, which would
however significantly slow down the calculation. We found
that simply using the value] tpun does not lead to a signifi-
cant loss of accuracy.

After a variable transformation that fixes the bubble
boundary, the energy equation in the gas~6! is turned into a
set of ordinary differential equations in time by the Galerkin
spectral method described in Kamath and Prosperetti~1989!.
The temperature is expanded over a set of even Chebyshev
polynomials; the number of polynomials used in the expan-
sion varies in time according to the procedure given in Ka-
math and Prosperetti~1989!.

To generate the numerical results that follow we have
typically used between 800 and 3200 spatial nodes per wave-
length depending on the amplitude and the volume fraction:
stronger incident waves lead to shock formation the resolu-
tion of which requires more nodes. The appropriate number
of nodes was chosen by successively refining the grid until
the results stabilized. For each level of discretization the time
stepDt was chosen such that the Courant number was less
than 0.2.

It is clear from the preceding description that the prob-
lem is solved as an initial-value problem. The time necessary
to reach a steady state depends on the driving amplitude and
the value of the parameterA. For weak excitation one typi-
cally needs about 20L/lm cycles, wherelm is the wave-
length in the bubbly mixture. For larger amplitudes dissipa-
tion is stronger and the numerical constant of 20 can be
considerably reduced~Druzhinin et al., 1996!.

V. RESULTS: SINGLE-FREQUENCY EXCITATION

In all the examples that follow we use the physical prop-
erties of an air–water system at standard conditions. Specifi-
cally, we take P`5100 kPa, r l5103 kg/m3, cl51.5
3103 m/s, andm l51023 N s/m2, g51.4,s50.07 N/m; the
air thermal conductivity is calculated fromk(T)5AKT
1BK with AK55.52831025 J/(m s K2) and BK51.165
31022 J/(m s K), which provides a good fit to the data in
the range 200 K,T,3000 K. The width of the bubble layer
is taken to beL50.1 m and the coupling parameterA defined
in Eq. ~25!, evaluated forkp51, is taken to beA31.5.57,

which corresponds to a bubble volume fractionb0

50.133%. Furthermore, we estimate the bubbly layer lowest
modev1 from ~26! with n51 andkp51.

Before turning to the results of the complete model, it is
useful to study those given by the quasi-equilibrium model
~9! for which the earlier results of Druzhininet al. ~1996!, as
well as the analytical ones of Sec. III, are available; clearly,
the predictions of the quasi-equilibrium model are indepen-
dent of the bubble radius.

A. Quasi-equilibrium model

Druzhinin et al. ~1996! give the following criterion for
the threshold amplitude of an incident monochromatic wave
that leads to shock formation in the layer:

Pinc
th

P`
5

4J2~2!

pJ1~1!

1

nAA221
, ~38!

whereJ1,2 are Bessel functions, and it is assumed that the
incident frequency corresponds to thenth resonance fre-
quency of the layer. ForA5A31, n51, and isothermal os-
cillations, this relation gives a value of 0.18. Thus, in order
to start with the linear regime, we consider first a case with
an incident wave amplitudePinc /P`50.05. Figure 2 shows
the transmitted~circles! and reflected~squares! amplitudes as
functions of the ratiov/v1 of the incident frequency to the
lowest layer eigenfrequency which, here, isv1/2p
51.347 kHz as given by~26!. The amplitudes shown are for
the components at the same frequency as the incident wave,
which are found by taking the Fourier transforms of the total
transmitted and reflected waves; the relative power of the
higher-frequency components is smaller than 0.0004. In the
figure the lines are the analytical results~23! and ~24!. The
agreement is excellent, which suggests that the numerical

FIG. 2. Pressure amplitudes of the component at the incident wave fre-
quencyv for the transmitted~circles! and reflected~squares! waves as func-
tions of the incident frequencyv normalized by the first linear eigenfre-
quency of the layer according to the quasi-equilibrium model,v1/2p
51.347 kHz; the solid and dotted lines are the linear results given in Eqs.
~23! and ~24!. The incident wave amplitudePinc /P`50.05 is smaller than
the threshold value for shock formation given by~38!. The gas volume
fraction isb050.133%, the ambient pressureP`5100 kPa, the liquid den-
sity r l5103 kg/m3, the liquid speed of soundcl51.53103 m/s, the liquid
viscositym l51023 N s/m2, the gas adiabatic indexg51.4, the surface ten-
sion coefficients50.07 N/m, and the width of bubble layerL50.1 m.
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method is accurate and so is the computer code that imple-
ments it.

As the amplitude of the incident wave increases, nonlin-
ear effects eventually lead to shock formation as demon-
strated in Fig. 3, which shows the normalized transmitted
~upper panel! and reflected waves at steady state for
Pinc /P`50.01, 0.1, 0.2~dotted line!, 0.3, 0.5, and 0.9; these
waveforms are shown during the 20th cycle, by which time
steady state has been reached. The results forPinc /P`50.2
are singled out using a dotted line because~38! gives a value
of 0.18 for the shock-wave threshold, which is seen to be in
good agreement with the numerical results. At the lowest
drive the wave is essentially completely transmitted: the re-
flected component is very small and almost entirely consist-
ing of the second harmonic. Indeed, the linear theory results
~23! and ~24! predict 100% transmission and zero reflection
for these conditions. Figure 4 is the pressure distribution in
the layer at time 2032p/v for all six driving amplitudes;
again, the line corresponding toPinc /P`50.2 is dotted and
shows the incipience of shock formation.

The analog of Fig. 2, but at the much higher amplitude

Pinc /P`50.7, is shown in Fig. 5. The circles and squares
connected by dashed lines are the numerical results while the
solid and dotted lines show the linear theory predictions.
Now that the threshold value is far exceeded, nonlinear ef-
fects are dominant, and the discrepancy between the two sets
of results is very pronounced, especially when the incident
frequency is close to the first linear eigenfrequency of the
layer,v/v1;1. The maximum of the resonance curve of the
transmitted wave is about 0.6, rather than 1, and it occurs at
a value ofv/v1 shifted to the left of the linear resonance
condition, which indicates the expected softening behavior
of the nonlinear oscillator. The considerable dissipation seen
in this case is a consequence of shock formation in the layer.

The transient process that culminates in the formation of

FIG. 3. Steady-state shape of transmitted~upper panel! and reflected waves
for different amplitudes of the incident wave,Pinc /P`50.01, 0.1, 0.2~dot-
ted!, 0.3, 0.5, 0.9 according to the quasi-equilibrium model. The frequency
of the incident wave is equal to the first linear eigenfrequency of the layer
v5v1 , with v1/2p51.347 kHz. The gas volume fraction isb0

50.133%, the ambient pressureP`5100 kPa, the liquid densityr l

5103 kg/m3, the liquid speed of soundcl51.53103 m/s, the liquid viscos-
ity m l51023 N s/m2, the gas adiabatic indexg51.4, the surface tension
coefficients50.07 N/m, and the width of bubble layerL50.1 m.

FIG. 4. Pressure field inside the bubble layer at time 203v/2p for different
amplitudes of the incident wave,Pinc /P`50.01, 0.1, 0.2~dotted!, 0.3, 0.5,
0.9 according to the quasi-equilibrium model. The frequency of the incident
wave is equal to the first linear eigenfrequency of the layerv5v1 , with
v1/2p51.347 kHz. The gas volume fraction isb050.133%; other condi-
tions as specified at the beginning of Sec. V.

FIG. 5. Pressure amplitudes of the component at the incident wave fre-
quencyv for the transmitted~circles! and reflected~squares! waves as func-
tions of the incident frequencyv normalized by the first linear eigenfre-
quency of the layer according to the quasi-equilibrium model,v1/2p
51.347 kHz. The dashed lines connecting circles and squares are only
guides to the eye. The solid and dotted lines are the linear results given in
Eqs. ~23! and ~24!. The incident wave amplitudePinc /P`50.7 is greater
than the threshold value for shock formation given by~38!. The gas volume
fraction is b050.133%; other conditions as specified at the beginning of
Sec. V.
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a shock is due to the gradual build-up of the multiple reflec-
tions that occur at the layer boundaries and is demonstrated
in Fig. 6. The upper panel shows, as a function of the nor-
malized time vt/2p, the normalized transmitted wave,
which is seen to be progressively reinforced each time the
shock developing inside the bubbly layer reflects at the layer
boundary atx5L. Here the frequency of the incident wave
is equal to the ninth linear eigenfrequency of the layer,
v/v159, and the polytropic index equals 1. The incident
wave has amplitudePinc /P`50.05 and thus exceeds the
threshold value~38! which, for these conditions, is 0.02. The
time needed for the wave to travel from the left boundary
x50 to x5L and back is about 932p/v, and this is the
approximate time separation of the steps that are clearly seen
in the first few reflections. The lower panel of the figure
shows the pressure field inside the layer at the end of the
calculation shown in the upper panel, 4532p/v. The
steady-state shape of the transmitted wave is shown in Fig. 7,
with a clearly evident shock structure as expected.

The results of Figs. 6 and 7 should be compared with
those presented in Fig. 3 of Druzhininet al. ~1996!. The
numerical scheme used in that work introduced numerical
dispersion due to the discretization, which led to oscillations
near the shock. By testing their code we realized that these
oscillations are sensitive to the spatial step used in the cal-

culation, and must therefore be considered an artifact of the
numerical method used.

B. Complete model

We now turn to the complete model in which the bubble
behavior is described by Eqs.~5!–~7!. The inertia affecting
the bubble pulsations now causes a strong dependence of the
pressure wave upon the bubble radius, and thermal effects
contribute to the damping of the wave. Thus, it is interesting
to compare the predictions of this model with those of the
polytropic approximation~which includes inertia but no ther-
mal damping! and of the quasi-equilibrium model~which
includes neither!.

In choosing a suitable value of the polytropic index for
use with the polytropic model we face the usual problem of
the lack of a basis for this choice when the gas is neither
clearly adiabatic nor isothermal. In our calculations we use
for kp the linear-theory valuek l defined in~17!. Note thatk l

andv0 as given by the linearized theory of Sec.~III ! depend
on the driving frequency; the values that we quote below are
calculated for the driving frequency of the incident wavev.

In order to illustrate the effect of the bubble radius we
consider the response of a layer driven near its first mode for
two cases, both with the same gas volume fraction,b0

50.133%, but with a different radius of the constituent
bubbles,R050.121 and 1.21 mm. Again, the isothermal lin-
ear frequency of the lowest layer mode, according to~26!, is
v1/2p51.347 kHz.

In the first case the bubble equilibrium radius isR0

50.121 mm; the linear bubble resonance frequency, 23.27
kHz, is thus much greater than that of the layer mode. With
v5v1 the linear polytropic index of the bubbles as given by
~17! is k l51.035, which confirms the essentially isothermal
behavior of the gas.

Figure 8 shows the transmitted wave at steady state nor-
malized by the amplitude of the incident wave as a function
of the dimensionless timetv/2p for two incident ampli-
tudes,Pinc /P`50.01~upper panel! andPinc /P`50.7 ~lower
panel!. The solid lines are the results of the complete model,
while the dotted and dashed lines are the results for the poly-
tropic and quasi-equilibrium models withkp51, respec-

FIG. 6. Transmitted wave~upper panel! and pressure field inside the bubble
layer at timet54532p/v for Pinc /P`50.05,b050.133%, andv59v1

52p312.1 kHz according to the quasi-equilibrium model.

FIG. 7. Steady-state shape of the transmitted wave for the case of Fig. 6
(Pinc /P`50.05,b050.133%,v59v1) according to the quasi-equilibrium
model.

1310 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Karpov et al.: Interactions in bubble layers



tively. When the incident amplitude is small~upper panel!
the polytropic and quasi-equilibrium models give essentially
the same result, which is expected in this case in which the
incident frequency is much smaller than the bubble reso-
nance frequency. The complete model predicts a somewhat
smaller amplitude and a small phase shift, both due to the
inclusion of thermal dissipation in the bubble motion, but
behaves otherwise very similarly. In principle, these features
contain information about the bubble size and possibly other
quantities, although its extraction might be problematic in
practice.

For the larger-amplitude excitation~lower panel of Fig.
8! all three models predict shock formation, but the differ-
ences among them are more pronounced. The complete
model ~solid line! shows a transmitted wave with slight os-
cillations near the maximum, while these oscillations are
highly exaggerated by the polytropic model~dotted line!.
The same qualitative difference is encountered when the two
models are applied to shock waves in bubbly liquids~Wa-
tanabe and Prosperetti, 1994!. Since these oscillations are a
consequence of bubble inertia, their absence in the quasi-
equilibrium model~dashed line! is not surprising. The reason

why this feature is encountered at this higher amplitude but
not at the lower amplitude of the upper panel of Fig. 8 is that
the formation of the shock introduces a much shorter char-
acteristic time scale in the wave, which is not too far from
the resonant period of the bubbles. Due to the absence of
thermal effects, the polytropic model is less dissipative than
the complete one, and the shock time scale is accordingly
shorter: the smaller damping and the shorter time scale com-
bine to cause the prominent oscillations of the result. If these
oscillations are averaged out in the mind’s eye, one sees a
substantial similarity among the different profiles which is
due to the fact that the underlying, relatively slowly varying,
wave structure is only slightly damped in all models. In any
event, it may be noted that the high-frequency oscillations of
the complete model are so strongly damped that the quasi-
equilibrium model ends up being a better approximation to
the actual behavior than the polytropic model.

The power spectrum of the transmitted wave for
Pinc /P`50.7 is shown in Fig. 9. The circles represent the
complete model, the squares the polytropic model, and the
triangles the quasi-equilibrium model; the lines connect the
symbols as an aid to the eye. The more dissipative nature of
the complete model is evident from this comparison, as ex-
pected. The polytropic model exhibits several peaks corre-
sponding to the harmonics of the drive and reflecting the
strong oscillations of the lower panel of Fig. 8; these features
are caused by the strongly nonlinear bubble response. The
complete model, instead, only shows a mild resonance in
correspondence with the bubble fundamental resonance at
v/v1.16.

In order to illustrate the behavior of the layer when the
bubble natural frequency is not as different from the layer
modal frequency as in the previous case, we consider now
bubbles with an equilibrium radius of 1.21 mm, for which
v0/2p52.647 kHz andk l51.35. In this case the bubble
natural frequency is about twice that of the lowest eigen-
mode of the layer.

Figure 10 shows the components of the transmitted~up-
per panel! and reflected~lower panel! waves at the incident

FIG. 8. Steady-state shape of the transmitted wave according to the
complete model~solid line!, compared with polytropic~dotted line! and
quasi-equilibrium~dashed line! models withkp51; upper panelPinc /P`

50.01, lower panelPinc /P`50.7; v/2p51.347 kHz, b050.133%, R0

50.121 mm.

FIG. 9. Power spectrum of the transmitted wave for the case of the lower
panel of Fig. 8 according to the complete model~circles!, compared with
polytropic ~squares! and quasi-equilibrium~triangles! models withkp51;
Pinc /P`50.7,v/2p51.347 kHz,R050.121 mm. The lines are only guides
to the eye.
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frequency for Pinc /P`50.05 ~circles! and Pinc /P`50.7
~squares! according to the complete model as functions of
the normalized incident frequencyv/v1 , with v1/2p
51.347 kHz as before; the dotted lines connect the symbols
as an aid to the eye. The lower-amplitude results match very
well the analytic linear results of~21! shown by the solid
line. Remarkably, when normalized by the incident pressure
as here, the higher-amplitude results are only slightly differ-
ent, with somewhat less pronounced maxima and minima
and a slight shift to lower frequencies. This is surprising in
view of the earlier results shown in Fig. 5, where a much
greater difference was encountered. The explanation lies in
the fact that shock formation in that case caused a strong
energy dissipation that is absent in the complete-model re-
sults of Fig. 10.

The frequency range in Fig. 10 is near the bubble reso-
nance where, for equal bubbles, the phase speed of pressure
waves decreases substantially~see, e.g., Commander and
Prosperetti, 1989!. This circumstance has the effect of mov-
ing all the layer resonances to lower frequencies, the more

the closer they are to the bubble natural frequency: the de-
creasing spacing between maxima and minima with increas-
ing frequency is evident from the figure. In the quasi-
equilibrium model, on the other hand, the absence of
dispersion gives an equal spacing between maxima and
minima.

The transmitted waveforms near the first resonance,
v/v150.975, are shown in Fig. 11 for an incident wave
amplitudePinc /P`50.7. In this case, in which the bubbles
behave nearly adiabatically, the total damping is small and
the complete~solid line! and polytropic~dotted line! model
results are, accordingly, close; the dashed line is the quasi-
equilibrium model, which shows an unrealistic shock struc-
ture that is eliminated by inertia in the other models.

The power spectrum of the transmitted wave is shown in
Fig. 12. As compared with the previous case of Fig. 8, the
spectrum for the complete model~circles! exhibits a much
faster decay due to the fact that all these modes are above the
fundamental bubble resonance; the polytropic result
~squares! is similar, confirming that thermal damping effects

FIG. 10. Pressure amplitudes of the component at the incident wave fre-
quency v for the transmitted~upper panel! and reflected~lower panel!
waves as functions of the incident frequencyv normalized by the first
quasi-equilibrium linear eigenfrequency of the layer,v1/2p51.347 kHz.
The circles and squares are the numerical results of the complete model for
amplitudesPinc /P`50.05 andPinc /P`50.7, respectively. The solid curves
are the linear results given by~21! and ~22!. The dotted lines connecting
squares are only guides to the eye. The bubble radius is 1.21 mm.

FIG. 11. Steady-state waveform of the transmitted wave forPinc /P`50.7
and v/v150.975 according to the complete model~solid line!, compared
with polytropic ~dotted line! and quasi-equilibrium~dashed line! models
with kp51.35; all conditions as in Fig. 10.

FIG. 12. Power spectrum of the transmitted wave for the case of Fig. 11
according to the complete model~circles!, compared with polytropic
~squares! and quasi-equilibrium~triangles! models withkp51.35. The lines
are only guides to the eye.

1312 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Karpov et al.: Interactions in bubble layers



are small, while the quasi-equilibrium model spectrum~tri-
angles! decays much more slowly due to the presence of the
shock.

VI. RESULTS: DUAL-FREQUENCY EXCITATION

We now consider the behavior of the bubble layer when
the incident wave contains two frequencies,v (1) and v (2).
The nonlinearity will then produce several Fourier compo-
nents and in particular the difference frequencyV5v (2)

2v (1). By arranging for both incident frequencies and the
difference frequency to correspond to normal modes of the
layer, an effective generation of the low-frequency compo-
nent may be expected to take place.

In order to avoid the strong damping that has plagued
earlier attempts to use bubbly liquids in parametric arrays,
it is important to operate under conditions in which the
bubble natural frequency is higher than either incident fre-
quency. As noted before in Sec. II, this condition corresponds
to the assumptions that justify the quasi-equilibrium model
of Eq. ~9! with kp51 and, for this reason, we start the study
of the low-frequency signal generation with this model. Ex-
cept where explicitly noted, the parameters used in the cal-

culations have the same value as given at the beginning of
Sec. V.

We consider a bubble layer excited by a biharmonic in-
cident wave with components at frequenciesv (1) and v (2)

close to the ninth and tenth eigenmodes of the layer; for all
cases considered in this section both incident components
have the same amplitudePinc , A2531, andkp51. In order
to operate much below the bubble resonance frequency, we
increase the thickness of the layer toL50.4 m; for isother-
mal conditions the frequency of the fundamental model is
v1/2p50.337 kHz.

A typical example of the steady-state shape of the trans-
mitted wave is shown in the upper panel of Fig. 13 where
v (1)59v152p33.03 kHz andv (2)510v152p33.37 kHz,
so that the difference frequency equals the first eigenfre-
quency of the layer,v150.337 kHz, providing the resonance
conditions for the low-frequency signal. The amplitude of
each one of the incident components isPinc /P`50.5. In
addition to the nonlinearly generated low-frequency compo-
nent, the slow modulation of the waveform reflects the stan-
dard beats due to the superposition of two oscillations with
close periods~the same phenomenon is visible in Fig. 17
below!. The pressure field inside the bubble layer at the
times t5832p/v1 and t58.532p/v1 is shown in the
lower panel of Fig. 13. Since the amplitude of the incident
wave is much larger than the threshold value for shock for-
mation~equal to 0.02 for this case!, shocks form in the layer
and are reflected at the boundaries, which is responsible for
the characteristic double shock-front structure present in the
pressure field in the lower panel of Fig. 13. The internal
shocks confer a sawtooth structure to the transmitted wave as
shown in the upper panel of Fig. 13. The relative power of
the difference-frequency harmonic in the transmitted wave,
i.e., (PV /Pinc)

2, is 1.1231022.
The dependence of the low-frequency output on the in-

cident frequencies is shown in Fig. 14 where the pump fre-
quenciesv (1) and v (2) are changed in such a way that the
difference-frequency is fixed and equal to the layer first
eigenfrequency,V5v (2)2v (1)5v1 . The circles, squares,

FIG. 13. Steady-state shape of transmitted wave~upper panel! produced by
the quasi-equilibrium model and pressure field inside the bubble layer at
time t5832p/v1 ~solid line! and t58.532p/v1 ~dotted line! for dual-
frequency excitation withv (1)59v152p33.03 kHz, v (2)510v152p
33.37 kHz and amplitudePinc /P`50.5.

FIG. 14. Relative power of the low-frequency component in the transmitted
wave according to the quasi-equilibrium model for dual-frequency excita-
tion as a function ofv (1) with v (2)5v (1)1v1 . The circles, squares, and
triangles are the results forPinc /P`50.1, 0.2, and 0.5 respectively. The
lines are only guides to the eye.
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and triangles are the results forPinc /P`50.1, 0.2, and 0.5,
respectively. The lines are only guides to the eye. As ex-
pected, the relative power of the low-frequency signal has a
maximum aroundv (1)59v1 when both pump frequencies
are at resonance conditions.

Figure 15 shows the relative low-frequency transmitted
power as a function of the parameterb0 for Pinc /P`50.1,
again for the quasi-equilibrium model. With increasing gas
volume fraction, the amplitude of the difference-frequency
transmitted wave quickly saturates to an approximately con-
stant value, after which it begins to decline. We have found
that, in order to obtain converged results, the number of grid
points had to be increased to 6400 at the higher volume
fractions. For example, the difference between the values of
(PV /Pinc)

2 as computed with 3200 or 6400 points is 2.4%
for b51.1131023, and increases to 5.8% forb52.84
31023.

Figure 16 shows the relative power of the low-frequency
signal (PV /Pinc)

2 of the transmitted~circles! and reflected
~squares! waves as a function of the amplitude of the incident
wave componentsPinc /P` when v (1)59v1 and v (2)

510v1 ; the solid and dotted lines are for the complete
model while the dot-dash and dashed lines are for the quasi-
equilibrium model. Here the bubble radius isR0550mm,
with a linear resonance frequencyv0/2p555.86 kHz and
k l51.01.

The relative power of the low-frequency signal increases
with the amplitude of the incident wave, but the proportion-
ality to the square of the incident wave amplitude predicted
by the weakly nonlinear theory~Druzhinin et al., 1996! is
found only for small amplitudes,Pinc /P`<0.01, and is not
apparent from this figure. The quasi-equilibrium-model re-
sults of Fig. 16 are much lower than the numerical results
presented in Figs. 6~a! and ~b! of Druzhinin et al. ~1996!,
apparently once again due to numerical artifacts of that
work.

Figure 17 shows the steady-state temporal transmitted
waveform ~upper panel! and the pressure field inside the
bubble layer at timet5832p/v1 for v (1)59v1 , v (2)

510v1 , Pinc /P`50.5, for 50-mm-radius bubbles. This fig-
ure should be compared with Fig. 13 for the quasi-
equilibrium model. The transmitted wave still has a sawtooth

FIG. 15. Relative power of the low-frequency component predicted by the
quasi-equilibrium model for dual-frequency excitation as a function of the
gas volume fraction in the layer;v (1)59v152p33.03 kHz, v (2)510v1

52p33.37 kHz, andPinc /P`50.1.

FIG. 16. Relative power of the low-frequency component in the transmitted
~circles! and reflected~squares! waves for dual-frequency excitation as a
function of the amplitudePinc /P` of the incident wave components for
v (1)59v152p33.03 kHz andv (2)510v152p33.37 kHz. The lines are
only guides to the eye. The solid and dotted lines are for the complete model
while the dot-dash and dashed lines are for the quasi-equilibrium model with
kp51. The bubble radius is 50mm.

FIG. 17. Steady-state shape of transmitted wave~upper panel! produced by
the complete model and pressure field inside the bubble layer at timest
5832p/v1 and t58.532p/v1 for dual-frequency excitation withv (1)

59v152p33.03 kHz, v (2)510v152p33.37 kHz, and amplitude
Pinc /P`50.5. These results should be compared with those given by the
quasi-equilibrium model presented in Fig. 13.
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appearance, but the peaks are less sharp, which is evidence
of the stronger damping affecting the higher frequencies.
Due to the increased dissipation, the shocks inside the layer
are strongly damped before they reach the right end and their
reflection there is thus less strong than before, which ex-
plains the marked differences between the lower panels of
Figs. 17 and 13. Now oscillations near the back of the shock
are present; these are related, as before, to bubble inertia.
The relative power of the difference-frequency harmonic in
the transmitted wave is 7.631023; for the same conditions,
but at Pinc /P`50.1, the relative power is 1.031023. The
corresponding results for the quasi-equilibrium model are
11.231023 and 4.0531023, respectively, forPinc /P`50.5
and 0.1. In both cases the relative power of the transmitted
difference-frequency predicted by the complete model is
smaller than that of the quasi-equilibrium model.

The present problem contains a large number of param-
eters, and it is not practical to present an exhaustive investi-
gation of the entire parameter space. Some further insight
into the dependence of the low-frequency transmitted com-
ponent on various quantities can be gained from Table I
which summarizes the results of several calculations for dif-
ferent parameters of the layer and air bubbles. In all cases
A5A31, and the layer is excited by a biharmonic wave at
frequencies v (1)59v1 and v (2)510v1 with amplitude
Pinc /P`50.1. The bubble layer has a thickness of 40 cm
(v1/2p5337 Hz) and 10 cm (v1/2p51,347 Hz);kp5k l is
evaluated atv (2). These results show that the relative power
of the low-frequency signal is larger when the frequencies of
the incident wave are much smaller than the bubble reso-
nance frequency and the bubble oscillations are isothermal.
These conditions might suggest the use of the simpler quasi-
equilibrium model; however, in all cases, we have found that
the latter tends to overpredict the amplitude of the low-
frequency signal.

VII. CONCLUSIONS

The results presented in this paper correct and expand
the scope of the earlier ones of Druzhininet al. ~1996!. In
comparison with that work, we have used a more realistic
description of the bubble behavior which includes the effects
of radial inertia, with the associated dispersion, and of the
gas thermal behavior, with the attendant energy losses. As
expected, several details of the predictions of the earlier
model are modified by these effects, although the basic char-

acter remains. Thus, we find a propensity for shock-wave
generation in the bubbly layer which gives rise to a transmit-
ted wave with a sawtooth character.

We have also studied the possibility of enhanced low-
frequency difference-wave generation through the exploita-
tion of the resonances of the bubbly layer. We have con-
cluded that the estimates presented in our earlier work were
excessively large due to a combination of the idealizations of
the model and an insufficiently accurate numerical scheme.
However, even after correction, we find that a difference-
wave power of the order of 1% of the incident power~Fig.
16! can be generated using incident wave amplitudes of less
than 100 kPa. Thus, this technique for the parametric genera-
tion of low-frequency waves may have practical value.

An important aspect of the phenomenon, confirmed by
this study, is that operation near the resonance frequency of
the individual bubbles is detrimental to the energy conver-
sion efficiency due to the strong dissipation of the bubble
motion in this frequency range.

In order to avoid the practical difficulties connected with
the generation and control of suitable bubbles, it might be
expedient to apply the principle described in this paper to
other systems. For example, one would expect similar phe-
nomena to occur in porous waterlike~or rubberlike! media in
which the shear modulus is small and plays the role of gas
compressibility in bubbles; some experiments of this type are
reported in Belyaeva and Timanin~1991!. Like bubbles,
pores in such media provide very strong nonlinearity~see,
e.g., Naugolnykh and Ostrovsky, 1998, Sec. 1.4!. At the
same time, it is much easier to have small and almost equal-
size pores, the system is more stable, and losses are typically
smaller.
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An acoustic streaming instability in thermoacoustic devices
utilizing jet pumps
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Thermoacoustic-Stirling hybrid engines and feedback pulse tube refrigerators can utilize jet pumps
to suppress streaming that would otherwise cause large heat leaks and reduced efficiency. It is
desirable to use jet pumps to suppress streaming because they do not introduce moving parts such
as bellows or membranes. In most cases, this form of streaming suppression works reliably.
However, in some cases, the streaming suppression has been found to be unstable. Using a simple
model of the acoustics in the regenerators and jet pumps of these devices, a stability criterion is
derived that predicts when jet pumps can reliably suppress streaming. ©2003 Acoustical Society
of America. @DOI: 10.1121/1.1543588#

PACS numbers: 43.25.Nm, 43.35.Ud@MFH#

I. INTRODUCTION

Recently, thermoacoustic-Stirling hybrid engines1–4 and
refrigerators4,5 that utilize traveling-wave phasing have been
investigated. These devices are composed of a sandwich of
three heat exchangers embedded in a looped acoustic net-
work. The heat exchangers include an ambient heat ex-
changer, a stack or regenerator, and a heat exchanger at the
‘‘working’’ temperature which is above or below ambient
depending on whether the device is an engine or refrigerator.
These devices are filled with a thermodynamic working fluid,
typically a pressurized ideal gas. The looped acoustic net-
work may have distributed impedances, i.e., may have
propagation lengths on the order of an acoustic wavelength,3

or it may have lumped elements, i.e., with lengths much
shorter than 1/4 of an acoustic wavelength.1,2,4,5 In this ar-
ticle, the focus will be on engines and refrigerators that uti-
lize regenerators embedded in a lumped-element acoustic
network, because an engine of this type has already demon-
strated high efficiency and refrigerators of this type promise
higher efficiencies than existing orifice pulse tube refrigera-
tors ~OPTRs! at noncryogenic temperatures. A schematic
drawing of a general lumped-element device is shown in Fig.
1. These devices are referred to as thermoacoustic-Stirling
hybrid engines~TASHEs! and feedback pulse tube refrigera-
tors ~FPTRs!.

Both TASHEs and FPTRs rely on their lumped acoustic
networks for two roles. First, the network allows acoustic
power to feed back from the working-temperature end of the
regenerator to the ambient end. In an OPTR, this power is
dissipated in an acoustic resistance at room temperature,
while the acoustic network of an FPTR recycles this power
into the ambient end of the regenerator.5 This reduces the
input power requirement and increases the efficiency of an
FPTR compared to an OPTR.6 In a TASHE, the acoustic
power circulating in the acoustic network takes the place of
mechanical components in various types of Stirling engines,

such as cranks, linkages, or pistons, reducing the mechanical
complexity of the engine.2 In both devices, the second role of
the network is to set the magnitude and phase of the acoustic
impedance in the regenerator. By shifting the phase of the
velocity oscillation by'90°, the network transforms the
standing-wave phasing in the resonator into nearly traveling-
wave phasing in the regenerator. Also, the network keeps the
magnitude of the acoustic impedance high so that viscous
losses in the regenerator are reduced to an acceptable level.2,5

Although the lumped acoustic network makes both the
TASHE and FPTR possible, it also introduces a complica-
tion. The network is essentially a wide-open tube that con-
nects one end of the regenerator to the other. This topology
allows for acoustic streaming, a steady flow of mass, around
the looped network and through the regenerator. In fact, the
acoustic power circulating around the looped network inher-
ently encourages such streaming7 in the direction from the
ambient heat exchanger, through the regenerator, and to the
working heat exchanger. A steady mass flow, no matter its
direction, causes a heat leak to~FPTR! or from ~TASHE! the
working heat exchanger, drastically lowering the efficiency
of both the TASHE and FPTR.

To combat this, a membrane or bellows could be used to
block streaming around the loop while permitting oscillatory
flow, but this might compromise the reliability inherent in a
device that would otherwise have no moving parts. Alterna-
tively, a nonlinear device termed a jet pump can be used to
generate a time-averaged pressure, imposing low pressure at
the ambient end of the regenerator so as to oppose the inher-
ent tendency to stream. Typically, the geometry of the jet
pump can be adjusted until the absence of streaming is indi-
cated by a nearly linear temperature distribution through the
regenerator.2,5 In all TASHEs2,8–10 that we have constructed
to date, this technique has worked reliably. In contrast, one
FPTR11 that we have constructed demonstrated peculiar be-
havior. In that FPTR, it was impossible to adjust the geom-
etry of the jet pump to stably cancel the streaming mass flux.
By observing the temperature distribution in the regenerator,
it was clear that there was always vigorous acoustic stream-a!Electronic mail: backhaus@lanl.gov
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ing in one direction or the other. Also, the system demon-
strated a hysteresis indicative of some type of instability. In
another FPTR,5 some operating points were stable while oth-
ers were unstable.

The rest of this article presents a calculation that predicts
when a TASHE or FPTR with a jet pump to suppress stream-
ing is unstable to small perturbations. The few experimental
observations described above are roughly consistent with
these predictions. The temperature dependences of viscosity
and density are key aspects of the calculation. If a small
temperature change occurs in the heart of the regenerator, the
viscosity and density will change and so the flow velocities
through the regenerator may change. If the streaming mass
flow changes in a direction that causes a temperature change
in the heart of the regenerator of the same sign as the original
change, positive feedback occurs and the streaming can grow
catastrophically. The instabilities observed in some double-
inlet pulse tube refrigerators12,13 may also be due in part to
this mechanism.

II. STEADY-STATE SOLUTION

The instability is investigated using a typical linear per-
turbation approach, where the acoustic variables are taken to
be their equilibrium values plus a small perturbation. Using
the usual acoustic expansion and time-harmonic notation,14

the steady-state solution can be written

p~x,t !5pm1Re@p1~x!eivt#1p2,0~x!, ~1!

U~x,t !5Re@U1~x!eivt#1U2,0~x!, ~2!

T~x,t !5Tm~x!1Re@T1~x!eivt#, ~3!

wherep, U, andT are the gas pressure, volumetric flow rate,
and laterally spatially averaged temperature, respectively,
variables with the subscript 1 are complex, and Re@ . . . #
signifies the real part. The subscript 2,0 indicates a second-
order time-independent quantity. The angular frequency of
the oscillation isv, t is time, andx is the coordinate along
the axis of the regenerator, withx50 at the ambient face and
x5xw at the working-temperature face. If the perimeter of
the regenerator is well insulated, the steady-state second-
order energy flux,Ḣ2 , is independent of bothx and t.14

A simplified model of the acoustics in the regenerator,
which we summarize here, has been used to obtain relation-
ships between the various steady-state terms.2 If the compli-
ance, or void volume, of the regenerator is neglected, and the
density oscillations are taken as isothermal, mass conserva-
tion and the temperature dependence of gas density require
that the volumetric flow rateU1 be given by

U1~x!5U1~0!
Tm~x!

Ta
, ~4!

whereTa5Tm(0) is the mean temperature of the gas at the
ambient end of the regenerator. Throughout the rest of this
article, the subscripts ‘‘a’’ and ‘‘ w’’ refer to a mean variable
evaluated at the ambient and working-temperature faces of
the regenerator, respectively. The volumetric flow rate into
the ambient end,U1(0), is estimated2 using a simplified
model of the feedback network, yielding

U1~0!5
v2LC

Rm
p1~0!, ~5!

whereL andC are the inertance and compliance in the feed-
back loop, respectively. Typically,vL,Rm , and terms of
order (vL/Rm)2 have been dropped to simplify the calcula-
tion. Here,Rm is the flow resistance of the regenerator ref-
erenced toU1(0), i.e.,

Rm5
Dp1,regen

U1~0!
5

R0

xw
E

0

xwS Tm~x!

Ta
D 11b

dx, ~6!

whereR0 is the flow resistance of the regenerator when its
entire lengthxw is at Ta and Dp1,regen is the change inp1

across the regenerator.2 The precise value ofR0 is not im-
portant in this calculation. The ‘‘1’’ in the exponent (11b)
takes into account theTm dependence of density andU1

expressed in Eq.~4!, and the ‘‘b’’ in the exponent takes into
account the temperature-dependent viscosity of the gas in the
regenerator, i.e.,m(Tm)5m(Ta)@Tm(x)/Ta#b. The expres-
sion for Rm is valid in the low-Reynolds-number limit for
screen beds, parallel plates, and other typical regenerator
geometries.15 In most cases,uDp1,regenu!up1u, and, therefore,
p1(x)'p1 . Without loss of generality,p1 can be taken to be
real. Equations~4! and ~5! show thatU1(x) is also real.
Other symbols with subscript 1 will continue to represent
complex variables.

FIG. 1. Schematic drawing of a lumped-element FPTR or TASHE. An
FPTR consumes acoustic power from the resonator and produces cooling at
the working-temperature heat exchanger. Acoustic power that exits the
working-temperature heat exchanger is recycled via the feedback loop to the
main ambient heat exchanger. A TASHE supplies acoustic power to the
resonator and circulates acoustic power around the feedback loop. As the
power flows through the regenerator, it is amplified. Power in excess of that
needed to maintain the power circulation in the feedback loop flows into the
resonator to drive an acoustic load. Both the TASHE and FPTR are filled
with a pressurized gas that serves as the thermodynamic working substance.
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The steady-state time-averaged second-order mass flux16

is given by

Ṁ2,05Re@r1Ũ1#/21rmU2,0, ~7!

whererm is the mean density of gas in the regenerator,r1 is
the first-order complex density oscillation amplitude, and the
tilde denotes complex conjugation. Inside the regenerator,
the pressure oscillations are nearly isothermal. Neglecting
the small deviations from isothermal and using the fact that
U1 is real, the first term in Ṁ2,0 can be written7

(rm /pm)p1U1/2, so that Ṁ2,05(rm /pm)p1U1/21rmU2,0.
The second term inṀ2,0 depends on the second-order, steady
volumetric flow rateU2,0, which is driven by gradients in the
second-order steady pressurep2,0 and by source terms that
involve time averages of two first-order quantities.16,17 Wax-
ler has shown17,18 that the latter source terms are negligible
compared to the gradients inp2,0 in a parallel-plate regenera-
tor, and we assume that this holds true for other regenerator-
pore geometries. The second-order momentum equation is
then identical to the first-order momentum equation with
d/dt, U2,0, andp2,0 replacingiv, U1, andp1 , respectively.

In a TASHE or FPTR, there can be several sources of
p2,0 including, but not limited to, pipe bends, diffusers, and
‘‘tees.’’2,5 However, in a well-designed device, the major
source ofp2,0 will be the jet pump used to control the stream-
ing. In the steady state,Ṁ2,050 andp1(x) is assumed to be
equal top1(0), requiringuU2,0u to have the same spatial and
Tm(x) dependence asuU1u. Therefore, the same definition of
Rm also applies toU2,0, i.e., Rm5Dp2,0/U2,0(0). Using
these two results,Ṁ2,0 at the ambient end of the regenerator
can be written

Ṁ2,0~0!5
ra

2pm
p1U1~0!1ra

Dp2,0

Rm
. ~8!

Since ]Ṁ2,0/]x50, this also gives the value ofṀ2,0

throughout the regenerator. AlthoughṀ2,050, Eq. ~7! is re-
quired later when the steady-state solution is perturbed. If the
jet pump is located near the ambient end of the regenerator,
the time-average pressure drop across the regenerator,Dp2,0,
will be given by5

Dp2,052
ra@U1~0!#2

8Ajp
2 ~Kout2K in!, ~9!

whereAjp is the area of the small opening in the jet pump,
andK in andKout are the minor loss coefficients for the two
directions of flow through the jet pump. If the jet pump were
located near the working-temperature heat exchanger instead
of the ambient end, an additional multiplicative factor of
Tw /Ta would appear in Eq.~9!. As will be seen later@see,
e.g., Eq.~36! and the surrounding discussion#, any multipli-
cative scale factor inDp2,0 that is unaffected by the pertur-
bation does not affect the final result of the calculation.

III. PERTURBED SOLUTION

Next, an exponentially growing or decaying perturbation
is added to the equilibrium solution reviewed in the previous
section, so that the complete solution is of the form

p~x,t !5pm1p1 cosvt1p2,0~x!1dp2,0~x!eet, ~10!

U~x,t !5U1~x!cosvt1U2,0~x!

1$dU1~x!cosvt1dU2,0~x!%eet, ~11!

T~x,t !5Tm~x!1Re@T1~x!eivt#

1$dTm~x!1Re@dT1~x!eivt#%eet, ~12!

R~ t !5Rm1dR eet, ~13!

Ḣ~x,t !5Ḣ21dḢ~x!eet. ~14!

The perturbation includes both oscillating and nonoscillating
terms. The oscillating terms are assumed to have the same
frequency as the corresponding terms in the equilibrium so-
lution and an amplitude that changes slowly, but exponen-
tially, in time compared to the acoustic period, i.e.,ueu!v.
This two-time-scale approach allows the explicit separation
of the slow change of the instability from the rapid acoustic
oscillations. Nonoscillating terms also change exponentially
in time with the same time constant as the amplitudes of the
oscillating terms. Note thatdU1 can be taken to be real for
the same reasons thatU1 is taken to be real.

We assume thatTa and Tw are fixed by good heat ex-
change with external fluids that have high heat capacity or
latent heat or with high-heat-capacity heat exchangers. In
either case, the thermal reservoirs in or near the heat ex-
changers are large enough to adjust to a varying heat load
without a significant change in temperature. We also assume
dp1 anddv are zero. For an FPTR, these last two conditions
can be regarded as simple consequences of how the system is
driven, e.g., by a linear motor at fixed frequency and what-
ever electric current is required to keepp1 fixed. For a
TASHE,2 one can similarly assume that the complex load
impedance is deliberately varied to keepv andp1 fixed.

The calculation begins with the energy fluxḢ through
the regenerator. In the steady state of a well-insulated regen-
erator,dḢ2 /dx50, meaning there is no build up of energy
inside the regenerator.14 If a small, time-dependent perturba-
tion is present, this condition is relaxed and the energy equa-
tion takes the form

]

]t
@~12f!rscsTsA1frmcvTmA#52

]Ḣ

]x
, ~15!

wherers , cs , f, A, andTs are the regenerator solid density,
heat capacity, porosity, cross-sectional area, and temperature,
respectively, andcv is the isochoric heat capacity of the gas.
Essentially, this equation states that if there is a spatial varia-
tion in the energy flux through the regenerator, energy is
accumulated or depleted temporally, resulting in a tempera-
ture change of the working gas and regenerator solid at that
location. On the acoustic time scale, the temperature of the
solid and gas are not necessarily equal.~In fact, oscillations
of the gas temperature give rise to the major source ofḢ2 .14!
However, on the slow time scale of the perturbation growth,
the excellent thermal contact between the regenerator solid
and the gas will enforcedTs'dTm . Also, in a typical regen-
erator, the heat capacity of the solid is much higher than the
gas,19 i.e., frmcv /(12f)rscs!1. Substituting the equilib-
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rium solution plus perturbation into Eq.~15! and using the
two approximations above yields, at linear order in the per-
turbation,

e~12f!rscsAdTm52
ddḢ

dx
. ~16!

A typical solution of Eq. ~16! would proceed as
follows.20 The steady-state solution plus perturbation would
be substituted into the other governing equations, such as the
momentum and continuity equations, and a system of differ-
ential equations relatingdḢ(x) and dTm(x) would be ob-
tained. Next, a set of eigenfunctions would be found that
satisfies both Eq.~16! and any boundary conditions imposed
at x50 andxw . These eigenfunctions would then be substi-
tuted back into Eq.~16! to determine the growth ratee for
each eigenfunction. Conditions under which one of the
growth rates becomes positive would indicate an instability.
Although this procedure would find all possible conditions
for linear instability, carrying it out in this case would prove
quite difficult. The resulting system of differential equations
is not one with constant coefficients and is quite compli-
cated. Finding a full set of eigenfunctions would be tedious,
if not impossible, without numerical computation. Also, the
difficulty of the calculation would obscure the physical ef-
fects that cause the instability.

To avoid this difficulty, a much simpler approach that
yields analytical results is used, although it does not explore
all possible instabilities. First, Eq.~16! is integrated fromx
50 to x5xw , eliminating the need to know the detailed
form of ddḢ/dx. Information aboutdḢ is only required at
the ends of the regenerator. Next, thex dependence of the
temperature perturbation is taken to be

dTm5 (
n51

n5`

Qn sin~npx/xw!. ~17!

Implicit in Eq. ~17! is our assumption that the heat exchang-
ers at either end of the regenerator hold the faces atx50 and
x5xw at their steady-state values. It should be noted that the
individual terms in Eq.~17! are not eigenfunctions of this
problem, so there will be interaction between the various
terms. However, this interaction will not be included in the
following analysis, and only then51 term will be carried
through.~Both of these simplifications are reasonable in light
of the observed temperature distribution in the FPTR that
demonstrated a streaming instability: The deviation from a
linear temperature distribution resembled half of a sine
wave.11! Substituting Eq.~17! into Eq. ~16!, setting Q1

5Q, and integrating fromx50 to x5xw yields

2xw

p
rscs~12f!AeQ2@dḢ~0!2dḢ~xw!#50, ~18!

where any temperature dependence ofrscs has been ignored.
Typically, regenerators are made from piles of stainless-

steel mesh. However, to estimate which terms ofdḢ are
important, the analytic expression forḢ2 in a parallel-plate
regenerator will be used. Except for axial conduction through
the regenerator solid, the various terms are expected to have

the same order-of-magnitude values in a screen-based regen-
erator. The steady-state energy flux consists of four terms14

Ḣ2~x!5
p1U1

2
ReF12

f k2 f̃ n

~11s!~12 f̃ n!
G

1
rmcpU1

2 Im~ f k1s f̃ n!

2fAv~12s2!u12 f nu2

dTm

dx

2@fAk1~12f!Aks#
dTm

dx
1Ṁ2,0cpTm

[Ḣb1Ḣc1Ḣk1Ḣm , ~19!

where each term has been given its own symbol for conve-
nience, and the fact thatU1 is real has been used to simplify
the expression. In the assumed steady-state solution,Ṁ2,0

50, and thereforeḢm50. However,dṀ2,0 and its associated
enthalpy flux, dḢm , need not be zero. SincedTm(0)
5dTm(xw)50, the gas properties andf functions atx50
andx5xw do not change, anddḢ(0) can be written

dḢ~0!5Ḣb~0!
dU1~0!

U1~0!
1Ḣc~0!F2

dU1~0!

U1~0!

1
1

¹Tmux50

ddTm

dx U
0
G1

Ḣk~0!

¹Tmux50

ddTm

dx U
0

1dṀ2,0~0!cpTa

[dḢb~0!1dḢc~0!1dḢk~0!1dḢm~0!, ~20!

and similarly fordḢ(xw).
As long as 2dU1(0)/U1(0) and (ddTm /

dxux50)/¹Tmux50 do not cancel or sum to a value much
smaller than either individual term,dHb(0), dḢc(0), and
dḢk(0) can be compared simply by comparing the magni-
tudes ofḢb , Ḣc , andḢk . For Tw,Ta , both terms have the
same sign. However, forTw.Ta , they have opposite signs.
In this case, Eqs.~5!, ~17!, ~29!, and ~37! can be used to
show that the sum of theses two terms is never small com-
pared to the either of individual terms themselves.

To compareḢc and Ḣk , Ḣc is expanded in the limit
(r h /dk)2'(r h /dn)2!1, wheredk and dn are the thermal
and viscous penetration depths andr h is hydraulic radius.21

This expansion is equally valid at low Reynolds numbers in
screen-based regenerators wherer h is a rough measure of the
average spacing between screen wires. In typical regenera-
tors (r h /dk)2&0.1. After a small amount of algebra, the re-
sult is found to be

Ḣc'2
rmcpU1

2

2fAv S r h

dk
D 2 dTm

dx
. ~21!

Taking the ratio ofḢk(0) with Ḣc(0) yields

Ḣk~0!

Ḣc~0!
'2S 12f

f D F dk,a
2

j1~0!r h
G2 ks

k
, ~22!
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wherej1(0) is the acoustic displacement amplitude and all
terms are evaluated at the ambient end of the regenerator.
Substituting typical numbersks /k'100, (dk /r h)2'10,
dk /j1(0)'0.01, and f'0.7 yields Ḣk /Ḣc'0.1. In a
screen-bed regenerator, this ratio is expected to be even
smaller due to the poor thermal contact between screen
layers.22 Therefore,dḢk(0)!dḢc(0) and can be neglected
in the right-hand side of Eq.~20!.

To comparedḢb(0) with dḢc(0), Ḣb is expanded in
the limit (r h /dk)2→0,

Ḣb'S r h

dk
D 4 p1U1

3
. ~23!

Taking the ratio ofḢb with Ḣc at the ambient end of the
regenerator yields

UḢb~0!

Ḣc~0!
U'4f~g21!GS r h

dk,a
D 2 xw

la

Ta

DTm
. ~24!

Here,g is the ratio of specific heats,l is the acoustic wave-
length, DTm is the total temperature difference across the
regenerator,G5(p1 /U1)/(raca /A), and ra and ca are the
gas density and speed of sound at the ambient end. Substi-
tuting typical numbers f'0.7, g21'0.67, (r h /dk)2

'0.1, xw /l'0.005, Ta /DTm'1, and G'10 yields
uḢb(0)/Ḣc(0)u'0.01. Therefore,dḢb(0)!dḢc(0) and can
be neglected in the right-hand side of Eq.~20!.

Finally, dḢc(0) is compared withdḢm(0). More spe-
cifically, Ḣc(0)dU1(0)/U1(0) is compared with
dṀ2,0(0)cpTa . To estimatedṀ2,0(0), only one component

is used, namely Re@r1(0)dŨ1(0)#/2. Assuming an isother-
mal density oscillation, the ratio of the two terms is

dṀ2,0~0!cpTa

Ḣc~0!dU1~0!/U1~0!
'10

gf

s

xw

l S dn

r h
D 2 Ta

DTm
G'10,

~25!

where the numerical value results from substituting typical
numbers given previously. The approximationdṀ2,0(0)

'Re@r1(0)dŨ1(0)#/2 most likely overestimatesdṀ2,0(0).
Now that dḢc and dḢm have been established as the

dominant terms indḢ, it remains to calculate these terms at
either end of the regenerator. Atx50 and x5xw , dḢc is
given by

dḢc~0!5Ḣc~0!F2
dU1~0!

U1~0!
1

1

¹Tmu0

ddTm

dx U
0
G , ~26!

dḢc~xw!5Ḣc~xw!F2
dU1~xw!

U1~xw!
1

1

¹Tmuxw

ddTm

dx U
xw

G .

~27!

In the steady state,Ḣc@Ḣb , Ḣc@Ḣk andḢm50. Therefore,
Ḣc(0)'Ḣc(xw)[Ḣc . Also, dU1(0)/U1(0)5dU1(xw)/
U1(xw). The difference indḢc across the regenerator,
needed for Eq.~18!, is then

dḢc~0!2dḢc~xw!

5ḢcF 1

¹Tmu0

ddTm

dx U
0

2
1

¹Tmuxw

ddTm

dx U
xw

G . ~28!

To be consistent withḢc(0)5Ḣc(xw), Eq. ~21! shows that
the mean temperature gradients at the two ends are related by

¹Tmuxw
5tb¹Tmu0 , ~29!

wheret5Tw /Ta . Using this in Eq.~28!, the difference in
dḢc is found to be

dḢc~0!2dḢc~xw!5
Ḣc

¹Tmu0

p

xw
~11t2b!Q. ~30!

For both an FPTR and a TASHE, the termḢc /¹Tmu0 is
negative. Therefore, if the perturbation of the regenerator
temperature is positive (Q.0), the effect ofdḢc is to re-
move energy and cool the regenerator. This effect, present in
any Stirling-type engine or refrigerator whether or not a to-
roidal topology allows streaming, attempts to reduce any per-
turbation from the steady state, suppressing a possible insta-
bility.

Next, the effect ofdḢm is determined. The difference in
dḢm at the two regenerator faces is given by

dḢm~0!2dḢm~xw!5dṀ2,0~0!cpTa2dṀ2,0~xw!cpTw .
~31!

To proceed further, a relationship betweendṀ2,0(0) and
dṀ2,0(xw) must be determined. In the steady-state solution,
the time-averaged continuity equation16 reveals that since
]rm /]t50, Ṁ2,0(0)5Ṁ2,0(xw). For dṀ2,0, it is not clear if
this relationship still holds. Leta5dṀ2,0(0)2dṀ2,0(xw). If
aÞ0, then the density of the gas in the regenerator must be
changing, i.e.,a'fAxwedrm . This change in density is
driven by either a change in mean temperature or a change in
mean pressure. Considering a change in mean temperature,

a'fAxwrm

edTm

Tm
. ~32!

However, fordTm to change in the first place, there must be
a dṀ2,0 given by

~12f!rscsAxwedTm'dṀ2,0cp~Tw2Ta!. ~33!

Combining the last two equations yields

a

dṀ2,0

'
frmcp

~12f!rscs

Tw2Ta

Tm
!1, ~34!

showing that, to a good approximation,dṀ2,0(0)
5dṀ2,0(xw). Therefore, the difference indḢm at the two
ends of the regenerator can be written

dḢm~0!2dḢm~xw!5dṀ2,0~0!cpTa~12t!. ~35!
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Perturbing Eq.~7! and usingṀ2,050 in the steady state,
dU1(0)/U1(0)52dR/Rm from Eq. ~5!, and dDp2,0/Dp2,0

522dR/Rm from Eq. ~9! yields

dṀ2,0~0!52
ra

pm

p1U1~0!

2

dDp2,0

Dp2,0
5

2ra

pm
Ė2~0!

dR

Rm
,

~36!

whereĖ2(0) is the acoustic power flowing into the ambient
end of the regenerator.dR/Rm is calculated by perturbing
Eq. ~6!:

dR

Rm
5

~11b!*0
xw Tm

b ~x!sin~px/xw!dx

*
0

xw Tm
11b~x!dx

Q5
Q

Ta
f ~t,b!,

~37!

where, to be consistent with Eq.~29!, Tm(x) is approximated
by

Tm~x!5TaF11~t21!
x

xw
2

t21

p

tb21

tb11
sinS px

xw
D G ,

~38!

and the variable of integration is changed tod(x/xw). A plot
of f (t,b) for various values ofb is shown in Fig. 2. Finally,
combining Eqs.~35!, ~36!, and~37! yields

dḢm~0!2dḢm~xw!5
2g

g21
~12t! f ~t,b!Ė2~0!

Q

Ta
.

~39!

From Eq.~39! it is clear what drives the instability. ForQ
.0, the sign of the right-hand side of this expression is de-
termined by (12t). All other factors are positive. For a
TASHE, (12t) is negative and the perturbed time-average
mass flux removes energy from the regenerator, reducing the
original perturbation. For an FPTR, (12t) is positive and
energy is dumped into the regenerator, amplifying the pertur-
bation. Equation~30! already showed that no matter the
value of t, dḢc reduces the original perturbation. Fort
.1, i.e., a TASHE, a jet pump can reliably be used to sup-
press streaming. Fort,1, i.e., an FPTR, there exists a pos-
sibility of an instability withdḢc competing withdḢm .

Now that the term that drives the instability is identified,
the cause can be investigated. In either an FPTR or a

TASHE, if Q is positive, the average temperature of the re-
generator increases slightly and its resistance grows, reduc-
ing U1(0). The effect on the two terms in Eq.~7! is slightly
different. The smaller U1(0) results in a lower
Re@r1(0)Ũ1(0)#/2, but uU2,0u decreases even more because
it varies asU1

2(0) through its dependence onDp2,0. There-
fore, when the regenerator warms slightly,Ṁ2,0 increases
slightly, i.e.,dṀ2,0(0).0. In a TASHE, this blows ambient
gas into the regenerator, cooling it down and suppressing any
instability. In an FPTR, the ambient gas warms the regenera-
tor further, creating an instability.

Combining Eqs.~18!, ~30!, and ~39! gives an equation
for the growth rate of the perturbation

2

p
rscsTa~12f!Axwe5

p~Ta /xw!

¹Tmu0
~11t2b!Ḣc

1
2g

g21
~12t! f ~t,b!Ė2~0!.

~40!

If the right-hand side of this equation is positive, the pertur-
bation will grow exponentially and an instability results with
a large streaming mass flux around the lumped-element loop.
If it is negative, the perturbation decays and the jet pump
controls the streaming in a stable manner. As already dis-
cussed, both terms on the right-hand side are negative for a
TASHE. Therefore, a jet pump can be used in a TASHE with
confidence that it will always control the streaming. In an
FPTR, the first term is negative and the second is positive.
Therefore, they must be compared to see when an instability
results.

To make this comparison more transparent,Ė2(0) is ex-
pressed in terms of the gross cooling power of the FPTR, i.e.,
Q̇c,gross'tĖ2(0).6 The right-hand side of Eq.~40! is positive
when

Ḣc

Q̇c,gross

,
2

p

g

g21

~t21! f ~t,b!

~11t2b!t

¹Tmu0

~Ta /xw!
. ~41!

Because¹Tmuxw
5tb¹Tmu0 , the term ¹Tmu0 /(Ta /xw) is

given by 2(t21)/(11tb). Substituting this result into Eq.
~41!, the final result is

Ḣc

Q̇c,gross

,
4

p

g

g21

~t21!2f ~t,b!

~11tb!~11t2b!t
. ~42!

The right-hand side of Eq.~42! is computed as a func-
tion of t for g55/3 andb50, b50.68 ~typical for helium!,
andb50.85~typical for argon!. The results are shown in Fig.
3. For FPTRs operating below and to the left of the lines, a
jet pumpcannotbe used to control streaming in stable fash-
ion. For FPTRs operating above and to the right of the lines,
a jet pump will suppress streaming in a stable fashion. The
open squares in Fig. 3 are two different operating points
from a '2-kW FPTR intended to liquefy natural gas.11 The
jet pump in this FPTR never was able to reliably control the
streaming. Since this FPTR used helium as its working gas,
the squares should be compared to theb50.68 line. The
circles are from an earlier benchtop FPTR.5 The filled circles

FIG. 2. A plot of f (t,b) for various values ofb. For helium,b'0.68. The
integrals in Eq.~37! are performed numerically.
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are operating points where the streaming control was stable.
The open circle is an operating point with unstable streaming
control. This FPTR used argon as a working gas, so the
circles should be compared with theb50.85 line.

To be consistent with the steady-state conditionḢc(0)
5Ḣc(xw) and the neglect of regenerator compliance in Eq.
~5!, the approximate mean temperature given in Eq.~38! was
used throughout the calculation. However, in actual hardware
where the compliance of the regenerator may be important or
the phase ofU1(0) relative top1 may be significantly dif-
ferent from zero,Tm(x) may deviate from the temperature
profile used in the calculation. The calculation has been re-
done for a linear temperature profile, i.e., a constant¹Tm(x).
There are differences with the results shown in Fig. 3, but
they are small enough not to be noticeable on the plot. The
result that a TASHE is always stable still holds for a linear
temperature profile as well.

IV. CONCLUSION

Using a simplified model of the acoustics in the regen-
erator of a TASHE and FPTR, the stability of jet pump con-
trol of streaming has been investigated. A stability criterion
has been derived and found to be in agreement with the
meager data available to date. The stability criterion shows
that jet pump control of streaming is stable for all TASHEs.
It also provides a threshold temperature ratio below which
streaming control in a FPTR is unstable. The mathematics is
based on analyzing how the temperature in the center of the
regenerator responds to changes in streaming flows through
the regenerator, which are themselves controlled by the tem-
perature in the center of the regenerator. The analysis shows
that two effects dominate.

First, ordinary second-order energy flow through the re-
generator, whose largest term is proportional toU1

2dTm /dx,

always exerts a stabilizing influence. If the temperature of
the center of the regenerator of a TASHE decreases a small
amount, enthalpy flow from the hot end to the center in-
creases as the average temperature gradient in the hot half
steepens, and enthalpy flow from the center to the ambient
end decreases as the average temperature in the cooler half
becomes more shallow; both of these changes in enthalpy
flow tend to raise the temperature in the center, canceling the
original, assumed decrease in temperature. Similar argu-
ments for an assumed small increase in the center tempera-
ture, and for an FPTR instead of a TASHE, also lead to
cancellation, and, hence, stability.

Second, the temperature dependences of the viscosity
and density of the gas in the regenerator cause a change in
streaming that affects that very temperature. In an FPTR, this
effect is destabilizing. If the temperature of the center of the
regenerator of an FPTR decreases a small amount, the vis-
cosity decreases and the density increases; both of these
changes reduceR, leading to increases in bothU1 andU2,0.
If Dp2,0 exerted by the jet pump were to remain constant, the
fractional changes inU1 and U2,0 would be equal to the
fractional change inR, and the streaming—a balance be-
tween U1 and U2,0—would change little. However,Dp2,0

does not remain constant; it increases, thereby changing the
streaming in a direction that carries cold gas into the regen-
erator, amplifying the original temperature decrease. A simi-
lar argument for a TASHE leads instead to stability.

Operation of a cryogenic FPTR with deliberately large
Ḣ2 to enforce stability is very undesirable, because nonzero
Ḣ2 consumes cooling power, reducing efficiency. However,
the present analysis hints at ways that the stability curve
might be shifted slightly. Three examples will be mentioned.
First, the analysis assumed thatKout, K in , andAjp in Eq. ~9!
are independent of amplitude. If one or more of these coef-
ficients depended onU1 , either via hydrodynamics or elastic
motion of the jet pump walls, a region of enhanced stability
could be created. Second, Eq.~42! shows that reducedg or
increasedb improves stability. Third, the analysis assumed
that R, f k , and f n are independent of velocity, but the more
complicated, velocity-dependent flow resistance and heat
transfer coefficient in screen beds may provide an opportu-
nity for improved stability.
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The monitoring of both linear and nonlinear elastic properties of a high performance concrete during
curing is presented by application of compressional and shear waves. To follow the linear elastic
behavior, both compressional and shear waves are used in wide band pulse echo mode. Through the
value of the complex reflection coefficient between the cell material~Lucite! and the concrete within
the cell, the elastic moduli are calculated. Simultaneously, the transmission of a continuous
compressional sine wave at progressively increasing drive levels permits us to calculate the
nonlinear properties by extracting the harmonics amplitudes of the signal. Information regarding the
chemical evolution of the concrete based upon the reaction of hydration of cement is obtained by
monitoring the temperature inside the sample. These different types of measurements are linked
together to interpret the critical behavior. ©2003 Acoustical Society of America.
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I. INTRODUCTION

Concrete, especially Ultra High Performance Concrete
~UHPC!, is well known to be a complex, multiscale
material.1 The physical properties of concrete evolve signifi-
cantly during curing, experiencing a phase change, a critical
behavior, from the liquid to solid state. The hardening of
concrete caused by the reaction of hydration of the cement is
a well-studied process2 and there are many papers dealing
with the linear elastic properties of concrete during curing.3,4

Furthermore, it is known that hardened concrete shows non-
linear properties5 related in some manner to the presence of
microcracking. We are not aware of any studies that monitor
both the linear and dynamic nonlinear elastic parameters
through a phase change. Nonlinear techniques have the po-
tential to help us unravel the complex physical property
changes that take place during a phase change. Concrete is a
complex and interesting candidate for study because the
phase change takes place over several hours and therefore
one can probe the material many times during the change.

This paper begins with a description of the experimental
configuration, followed by a description of experimental re-
sults, discussion, and conclusions.

II. EXPERIMENTAL PROCEDURE

A cubic-shaped volume 16316316 cm3 constructed of
wooden walls and a base of Lucite is used for the experiment
~Fig. 1!. High Performance Reactive Powder Concrete com-
posed of Portland cement, thin sand, silica fume, water, and
superplasticizer~Tables I and II!, is poured into the box, and
the monitoring commences immediately. Two wide band pi-
ezoelectric transducers of 500 kHz central frequency, are at-
tached to the Lucite base of the experiment cell. One trans-
ducer generates compressional and the other shear waves.
Both transducers are operated in pulse echo mode. From the
measured reflection coefficients and the density, we can cal-
culate the elastic moduli of the concrete~see below! and
follow their evolution with time. In order to obtain the non-
linear response, we transmit pure-tone compressional waves
at 8 kHz across the sample at 20 successively increasing
amplitudes. The piezoceramic~PZT! emitter and receiver are
driven at 8 kHz, far from their natural resonant frequency
~100 kHz and 200 kHz, respectively! and placed in direct
contact with the concrete through holes in the cell walls. We
monitor the amplitudes of harmonics in the transmitted sig-
nal as a function of the amplitude of the fundamental. In
order to avoid interfering effects, the linear and nonlinear
measurements are performed at successively different times
over the duration of the experiment. That is, the reflection
coefficient measurement is conducted, and following this, the
nonlinear transmission data are collected, and so on at 5 min
intervals. Data are stored and analyzed on the computer. The

a!Electronic mail: lacoutur@ccr.jussieu.fr
b!Electronic mail: paj@lanl.gov
c!Electronic mail: tenoudji@ccr.jussieu.fr
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temperature is monitored using a thermocouple embedded in
the sample and the ambient temperature is measured with a
separate thermocouple.

III. THEORETICAL CONSIDERATIONS

A. Linear elastic moduli

The Young’s modulusE and Poisson’s ratioy are calcu-
lated from the reflection coefficient of longitudinal and shear
waves. In an homogeneous medium of densityr, the wave
equation of the displacementU in one dimensionx is given
by

r
]2U

]t2 5M
]2U

]x2 , ~1!

where M5l12m for longitudinal waves andM5m for
shear waves, withl and m being the Lame´ coefficients. In
the case of a viscoelastic materialM is complex. For har-
monic waves, Eq.~1! becomes

2rv2U52Mk2U, ~2!

wherek is the wave number,

rv2

M
5k2. ~3!

Writing k5k81 ik9, the phase velocity is given by

c5
v

k8
. ~4!

The stress amplitude reflection coefficient is given by

r 5
z22z1

z21z1
, ~5!

wherez1 is the acoustic impedance of the first medium, here
the Lucite, andz2 is the acoustic impedance of the second
medium, the concrete.

The impedance is given by

z5ArM . ~6!

In the frequency range 100 kHz–600 kHz, the acoustic im-
pedancez1 of the Lucite remains mostly real. The values are
z1523106 Rayl for longitudinal waves andz15106 Rayl
for shear waves. It is observed that the impedance of the
concretez2 happens to be highly complex at certain stages of
the cure.

The complex reflection coefficientr is obtained in the
frequency domain by applying a Fourier transformation~at
300 kHz! of the reflected pulse at the interface concrete-
Lucite, normalized in modulus and phase by the amplitude of
a air-air reflected signal, as reference. The value ofz2 is
calculated with the assumption of an approximately constant
concrete density ofr52.1.103 kg/m3.

The shear and compressional phase velocitiescs andcp

are evaluated using relations~6! and ~4!. In the following,
the medium is considered as homogeneous. In this case the
Young’s modulusE and Poisson’s ratioy are given by

E52rcs
2~11y! and y5

S 122
cs

2

cp
2D

2S 12
cs

2

cp
2D . ~7!

TABLE II. Chemical composition of HTS cement~%!.

HTs cement

C2S(3CaOH,SiO2) 62–64
C2S(2CaOH,SiO2) 18–21
C2A(3CaOH,Al2O3) 3.8–4.4
C4AF(4CaOH,Al2O3 ,Fe2O3) 6.5–7.4

FIG. 1. ~a! Bird’s-eye view of experimental container showing location of
transducers.~b! side view of experimental container. The nonlinear signals
are obtained from the waves traversing the box at its midpoint. The
wavespeeds are obtained from the reflection coefficients of theP- and
S-waves between the Lucite base and the concrete shown at the container
base.

TABLE I. Cement paste composition.

Component Density

Dry mass ratio
~normalized
to cement!

Granulometry
~mm!

HTS cement 3.17 1 20
BE31 sand 2.65 1.1 310
MST fume silica 2.27 0.25 0.2
Mapei X404 superplasticizer 1.1 0.011
Water 1 0.213
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It is clear that in its initial stage, the concrete has almost no
shear elasticity, being fluid. The shear wave velocity is there-
fore zero. In consequence, the early values of the Young’s
modulus are zero, and the Poisson’s ratio equals 0.5. The

hardening will manifest itself by the increasing values of the
Young’s modulus and a decrease of the Poisson’s ratio to-
ward 0.2 approximately when the concrete has hardened.

FIG. 2. Shear wave reflection coefficient and temperature in the sample between~a! 0 and 95 h~b! 10 and 38 h. The shear and compressional wave reflection
coefficients lead to the calculation of the velocities and the elastic moduli.
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B. Nonlinear elastic moduli

The nonlinear moduli are extracted by using the
Preisach-Mayergoyz6,7 space model of Guyer and
McCall.8–10 This model tells us that, in one dimension, the
nonlinear contribution to the modulus can be written

k~x,t !5b«1...2a@D«1sign~«!«#, ~8!

whereb is the ‘‘classical’’ second order nonlinear parameter

~Landau type11!, and a is the ‘‘nonclassical’’ nonlinear
parameter that describes hysteresis in the stress–strain
relation.b anda can be calculated with the assumption that
the measurements reflect a value proportional to ac-
celeration,12

b}
cp

2A2

~A1!2 and a}
cp

2A3

~A1!2 , ~9!

FIG. 3. ~a! Velocities and temperature between 25 and 38 h.~b! Young’s modulus and Poisson’s ratio between 25 and 38 h.
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wherecp is the compressional wave velocity,A2 andA3 are
the amplitudes of the second and third harmonics, respec-
tively, and A1 is the amplitude of the fundamental~input
wave!, all measured at the detector. By plotting the funda-
mental wave amplitude versus the harmonic amplitudes at
successively larger amplitudes, one can extract the nonlinear
coefficients by fitting the data.

IV. RESULTS AND ANALYSIS

Figure 2 shows the temperature measured within the in-
terior of the sample and the shear wave reflection coefficient
measured at the base of the sample as described above, as a
function of time during the experiment. Due to the progres-
sive shrinkage of the material during curing, a disbonding of
the transducers occurs at approximately 38 h after mixing
~this is a problem we are currently addressing in order to
study the behavior for longer periods of time!. The primary
chemical reaction begins at approximately 20 h as evidenced
by the slope change in the temperature curve. Figure 3~a!
shows the compressional~P! and shear~S! wave velocities,
and the temperature, as a function of time between 25 and 38
h. Figure 3~b! shows Young’s modulus and Poisson’s ratio
versus time, calculated from the reflection coefficient shown
in the previous figure~Fig. 2!. It is at this time that isolated
solid regions begin to form in the material, however, the
material remains in a primarily fluid state until about 29 h, as
seen more clearly in the behavior of the moduli in Fig. 3~b!
where the Young’s modulus remains zero and the Poisson’s
ratio remains at 0.5. The correlations between the steep rise
in temperature shown in Fig. 3 and the minimum in the re-
flection coefficient shown in Fig. 2 have been studied
previously.4 As seen in Fig. 4, a frequency effect is notice-
able in the beginning of the cure starting at approximately 26
h. The acoustic impedance is larger at higher frequencies and
the minimum shifts to later time with higher frequency. Full
connection takes place at approximately 36–38 h slightly

before the large thermal peak where the curves of the shear
wave reflection coefficient for the different frequencies re-
join together~Fig. 4!.

In the nonlinear portion of the experiment~Fig. 5!, the
transmission of the wave is possible only after 23 h, meaning
that the fluid material entirely dissipates the wave before this
time. The signal can be measured beginning at this time, but
it is not until hour 28 that the second harmonic data are
reliable, and at hour 30 for the third harmonic data~Fig. 5!
corresponding to the rise of the Young’s modulus from zero
and the decrease of the Poisson’s ratio from 0.5~Fig. 3!. We
base our reliability on the power law dependence between
the fundamental, and second and third harmonic amplitudes.
According to Eq.~9! above from theP-M space model, the
power law relation should be two in both cases. Noisy har-
monic data with indefinable slopes are observed until the
times noted above. Figure 5 illustrates several harmonic data
sets taken at various times in the experiment. We show data
sets taken during the fluid phase~bottom!, during partial con-
nection~top left! and when full connection takes place~top
right!. In all cases, at low drive levels the harmonics lie in
the noise, and emerge at decreasing amplitude levels during
the curing process. Figure 6~a! shows us only the reliable
harmonic dependencies obtained throughout the experiment.
In Fig. 6~a! are plotted the variation with time of the power
law coefficient of the second and third harmonic amplitude
dependences versus the amplitude of fundamental after 28 h.
We observe a slope of approximately 2 beginning at hour 28
(A2 f) and 30 (A3 f). The data are noisy and the error bars
indicate this, but the mean values are approximately 2. We
believe that the observed dependence differs slightly from
two because of the perturbation caused by resonances within
the cell. As the experiments are being performed in a con-
tinuous sinusoidal excitation mode, a stationary wave within
the cell is possible. This effect is less pronounced in the early
part of the cure when the attenuation is more pronounced and

FIG. 4. Shear wave reflection coeffi-
cient for different frequencies.
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the multiple reflected signals at the interfaces are small. As
the attenuation decreases during the cure and the amplitude
of the transmitted signal increases, the effect may become
significant as can be seen on the oscillations on the ampli-

tude of the fundamental. The slope of two in the harmonic
amplitude dependence for the second and third harmonic in-
dicates that we are in a nonlinear, nonclassical material.
Classical nonlinear materials would show a third harmonic

FIG. 5. Harmonic versus fundamental amplitudes.
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amplitude proportional to the cube of the fundamental am-
plitude. Thus we can estimate the nonlinear parameters
Ai /(A1)2 of Eq. ~9! that are proportional to nonlinear coef-
ficients a and b of Eq. ~8!. The results are shown in Fig.
6~b!. These are relative values of the nonlinear coefficients
because we did not collect calibrated accelerations.

Thus, we can try to link the linear and nonlinear data
during curing. From the monitoring of the reflection coeffi-
cient, we can see the changes in the mechanical state

of the concrete with the different points in time in the ther-
mal evolution like percolation point or points of connec-
tion of the different type of particles. These effects start
at the percolation threshold that we assume to be at about
25 h. This point corresponds at the beginning of the thermal
peak in the temperature curve@Fig. 2~a!# and to the begin-
ning of a decrease in the shear modulus reflection coefficient
in the shear wave reflection coefficient curves~Fig. 4! and in
the harmonic amplitude versus time~Fig. 5! where we ob-

FIG. 6. ~a! Harmonic amplitude dependence between 28 and 38 h.~b! Nonlinear coefficients between 28 and 38 h.
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serve the beginning of the rise of the funda-
mental amplitude. During the thermal peak and the connec-
tion of particles in the material, we see a corresponding peak
in the nonlinear parameters@Fig. 6~b!# that terminates at the
point of the connection of the largest particles that is given
by the linear part of the experiment corresponding to the
coalescing of the reflection coefficient for different frequen-
cies ~Fig. 4!.

V. CONCLUSIONS

By monitoring temperature, linear and nonlinear elastic
properties, we can infer much regarding the evolution of the
concrete during curing. The evolution of the reaction of hy-
dration with the measure of the heat released informs us
about the chemical behavior of the material in the experi-
ment. The evolution of the reflection coefficient and moduli
provide information about the mechanical state of the con-
crete including the liquid–solid phase change during the cur-
ing.

From monitoring harmonics we also see the phase
change through the nonlinear coefficients. Before the thermal
peak, in the liquid state, harmonics cannot be seen. These
effects start at the percolation point where we notice the
beginning of the harmonics generation and a nonclassical,
nonlinear dependency. We observe a correlation between
nonlinear response and linear response that relates to a
known microstructure evolution of the connection of par-
ticles in the material. We relate the phase change with the
thermal peak. We see that peaks in the nonlinear parameters
linked to the nonlinear coefficients end at the point of the
connection of the largest particles, as is given by the linear
elastic results of the experiment~the reflection coefficient!.
The results indicate that the concrete is a nonclassical hys-
teretic elastic nonlinear material, like rock, some metals and
ceramics.13
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An experimental study on antipersonnel landmine detection
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An acoustic-to-seismic system to detect buried antipersonnel mines exploits airborne acoustic waves
penetrating the surface of the ground. Acoustic waves radiating from a sound source above the
ground excite Biot type I and II compressional waves in the porous soil. The type I wave and type
II waves refract toward the normal and cause air and soil particle motion. If a landmine is buried
below the surface of the insonified area, these waves are scattered or reflected by the target, resulting
in distinct changes to the acoustically coupled ground motion. A scanning laser Doppler vibrometer
measures the motion of the ground surface. In the past, this technique has been employed with
remarkable success in locating antitank mines during blind field tests@Sabatier and Xiang, IEEE
Trans. Geosci. Remote Sens.39, 1146–1154~2001!#. The humanitarian demining mission requires
an ability to locate antipersonnel mines, requiring a surmounting of additional challenges due to a
plethora of shapes and smaller sizes. This paper describes an experimental study on the methods
used to locate antipersonnel landmines in recent field measurements. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1543554#

PACS numbers: 43.28.En, 43.20.El@LCS#

I. INTRODUCTION

In recent years, the proliferation of landmines in many
regions of the globe has focused worldwide attention on hu-
manitarian landmine detection. Landmines keep refugees
away from their homes and displaced away from their lands
long after the guns of war fall silent. They endanger those
who endanger no one, fostering fear in the innocent and
young. This threat of antipersonnel~AP! landmines necessi-
tates the development of humanitarian landmine detection
systems. Current conventional detectors and ground-
penetrating radars rely preferentially on detecting the metal-
lic materials contained in landmines. The constant struggle to
negate the advances of the other side has led manufacturers
to mass produce nonmetallic mines. This requires novel ap-
proaches to mine detection. One of the more successful ap-
proaches involves the use of acoustic waves or mechanical
vibrations for penetrating or exciting the ground surface.1–8

While some of these approaches are still being investigated
under laboratory conditions, this paper emphasizes field
measurement results achieved using a laser Doppler
vibrometer-based acoustic-to-seismic technique1 to locate
antipersonnel mines.

The first half-meter below an outdoor ground surface
contains air-filled porous soil, which allows transmission of
acoustic energy into the ground. Consequently, an acoustic
signal impinging on the ground surface produces seismic
motion of the surface.9 This phenomenon has interested re-
searchers since the 1950s9–15 and is known asacoustic-to-
seismic coupling (A/S). The underlying physics of this seis-

mic motion was identified as the result of motion of air in the
pores of the soil. The motion of the air couples to the skeletal
frame of the soil through momentum transfer and viscous
drag at the porous walls, causing its energy to then be trans-
ferred to the soil frame.9,13This transfer of acoustic energy to
the air-filled soil must be treated by a poroelastic wave
model due to Biot,10 for example. The Biot theory admits
two compressional wave solutions. The waves are referred to
as the waves of the first and second types~type I and type
II 9,10!. The ground itself can be modeled as a two-
dimensional poroelastic medium of depthd overlying a
semi-infinite nonporous substrate. The air–soil interface can
be assumed to be a free surface and the lower interface at
depth d can be assumed to be in welded contact with an
impermeable membrane between the two media. The air is
allowed to flow across the upper boundary while it penetrates
insignificantly below the elastic medium. For this physical
system, wave equations with boundary conditions can be
analytically solved~see Ref. 9 for more details!. It is of prac-
tical significance in this context that this layered model ex-
plains a velocity response at the upper boundary due to the
incident acoustic wave that would be the result of interfer-
ence between the up- and down-going waves in the layer. In
the following, we refer to the velocity response on the sur-
face of the porous ground itself to the acoustic excitation as
background velocity.

Typical burial depths of AP mines are usually only a few
centimeters, placing them in this porous region of the soil.
When an AP mine is buried, the A/S coupled waves under-
goes distinct changes and can be sensed on the ground sur-
face. Pertaining to the humanitarian landmine detection, it is
also worthwhile mentioning that Donskoy5 has shown that
acoustic compliance of a mine is much greater than soils. He
treated the mine–soil system as coupled harmonic oscilla-

a!Portions of this work have been presented in Proc. SPIE’ 15th Conference
on Detection and Remediation Technologies for Mines and Minelike Tar-
gets IV, edited by A. C. Dubeyet al., Orlando, FL, April, 2001.

b!Electronic mail: nxiang@olemiss.edu
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tors. Buried landmines will resonate under an excitation by
the A/S coupled energy. ‘‘These resonances are due to the
bending resonances of the mine casing’s upper diaphragm.’’5

Since the early 1980s, both theoretical and experimental
studies of A/S coupling have been conducted.11–15 Different
types of sensors, including geophones and accelerometers,
were used in the early measurements.13–15A review of early
experimental investigations on A/S coupling for landmine
detection can be found in Ref. 4. Geophones or accelerom-
eters are contact sensors and therefore are less useful in land-
mine detection practice, because a safe detector requires non-
contact, remote sensing. For this purpose, a feasibility study
using a laser Doppler vibrometer~LDV ! was conducted in
the early 1990s.16 The success of this study led to the devel-
opment of an LDV-based acoustic mine detection technique.1

The acoustic technique has been successfully applied to
outdoor detection of antitank~AT! mines2 found in surrogate
U.S. Army mine lanes. In a blind test for detection of AT
mines in which the testers did not know the location of mines
or even whether mines were present, the technique achieved
a 95% probability of detection and 0.03/m2 false-alarm
rate.17 However, AP landmine detection is more challenging
due to their smaller size and the variability in mine shape,
size, and construction. This has led to alterations in equip-
ment and techniques tailored to accomplishing the humani-
tarian mine-detection mission by locating AP mines. In this
paper, Sec. II contains a description of the experimental con-
figuration of an acoustic system for AP mine detection, Sec.
III discusses recent field test results, and concluding remarks
are presented in Sec. IV.

II. EXPERIMENTAL CONFIGURATION

A. Laser Doppler vibrometer

Safe mine detection requires noncontact remote sensing.
Therefore, a laser Doppler vibrometer~LDV ! has been used
for sensing the A/S-coupled surface motion. This experimen-
tal study employed a single-point interferometer. The LDV
emitted a laser beam onto the vibrating surface of the ground
area under test. The surface vibration caused a Doppler fre-
quency shift of the reflected laser light. A photodetector
sensed the backscattered light from the measuring object
coming along the opposite path back into the LDV~see Ref.
18 for more details about an LDV!. The photodetector then
emitted a frequency-modulated~FM! signal, which transmit-
ted the surface velocity information. After FM demodulation
of the detector, the output signal voltage was proportional to
the instantaneous surface velocity of the vibrating point on
which the laser beam was shining.

B. Measurement setup

For detection of AP mines, A/S coupling measurements
were performed using a scanning LDV~PSV 200 manufac-
tured by Polytec PI, Inc.!. Figure 1 schematically illustrates
the measurement setup. The LDV system was mounted be-
tween two subwoofer loudspeakers~Peavey 118 sub 8 HC!
and over a third sound source~Altec model 290-4G! on a
vibration-isolated platform mounted on a JCB 526 Loadall
telescopic material handler. Because the LDV system, which

was equipped with a video camera and X–Y scanning mir-
rors ~see Fig. 1!, was in the sound field of the speakers, the
LDV system was placed inside an isolation box. A PC moni-
tor displayed a video image of the ground surface being
scanned. Prior to scanning, a measurement grid was defined
and superimposed on the image of the ground surface as
shown in Fig. 2. On these images, the intersection points of
the grid lines represent the exact scanning positions of the
laser beam on the ground surface.

Experimental results using pseudorandom noise in the
frequency range between 60 Hz and 10 kHz have revealed
that the optimal frequency range for AP mine detection is
between 100 and 680 Hz for the three outdoor surfaces con-
sidered. On the scanned patch of ground, the C-weighted
sound-pressure level ranged between 90 and 110 dB. The
LDV unit was placed inside the isolation box 2.3 m above
the ground and the laser beam was focused onto the surface
at an angle of 10 deg from normal to the road surface. The
horn loudspeaker was suspended below the LDV platform as
a sound source for the frequency range between 300 and 680
Hz. The center of the horn opening was placed approxi-
mately 1.8 m above the ground and 0.8 m from the center of
a scanned patch. For the frequency range between 100 and
300 Hz, two subwoofers beside the LDV were used.

The sound source radiated periodic pseudorandom noise
while the laser beam was deployed to predefined grid points
one by one. In responding to the acoustic excitation, the
instantaneous seismic velocity of the ground surface was
sampled through one data collection channel, Fourier trans-
formed, and averaged over several periods in a complex fre-

quency domain. A resulting complex velocity functionṼ( f )
was obtained at each grid point.

FIG. 1. Schematic diagram of the measurement system used in humanitarian
landmine detection. There are two mirrors (X, Y) in the laser Doppler
vibrometer to deploy the laser beam along the horizontal and vertical direc-
tion, respectively.
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C. Field conditions

Real AP mines and mine simulants have been buried in
the test lanes for more than 3 years. Real AP mines contained
the original explosive material inside the mine case; how-
ever, the detonator was removed for safety purposes. Mine
simulants were filled with nonexplosive substances with di-
electric properties similar to explosive material. Data collec-
tions were performed during daylight hours. Three ground
surfaces in which AP mines were buried have been investi-
gated. Two of these surface@see the photographs in Figs. 2~a!
and ~b!# consisted of roads that were prepared by removing
the existing soil and replacing it with one of two soil types.
The third surface investigated was a natural soil@as shown in
Fig. 6~a!#. Seismic refraction surveys, soil gradation, and
sieve analysis19 were carried out on these three soil materi-
als. Table I lists relevant soil properties. Table II lists com-
pression and shear wave speed. These data are used to char-
acterize the lanes and useful for future modeling.

D. Basic analysis method

The magnitude of the spectrum of the velocity function
Ṽ( f ) at each grid point was integrated over a frequency band

chosen according to the occurrence of consistent amplifica-
tions in magnitude velocity in the presence of a mine

Mi j E
f 1

f 2
uṼi j ~ f !ud f , ~1!

with f 1 , f 2 denoting the lower and upper frequency limits,
respectively.i , j was the subscript of a grid point on theith
row andjth column of the grid. In this way, a single-valued
magnitude velocity could be presented as data points on a
color dot map.

An example of a scanning result is shown in form of a
color dot map in Fig. 3~a!, which is a cut from Fig. 2~a!. This
scanning result was obtained from field measurements on a
gray-gravel road. Colors were automatically assigned pro-
portionate to the integrated values of magnitude velocity in
the map. The map was superimposed onto the video image of
the ground surface. The circle on the color dot map indicated
the mine location. Based on integrated magnitude values at
individual scanning points, processing in terms of nearest-
neighbor and spatial filtering using two-dimensional median
filter20 yielded a smoothed color map as shown in Fig. 3~b!.
Its 3D presentation is illustrated in Fig. 3~c!.

III. DISCUSSION OF MEASUREMENT RESULTS

Using the measurement setup and the analysis method
described in the previous section, field measurements and
subsequent analysis were performed on buried AP mines at
the test lanes~see Table I!. This section discusses some rel-
evant issues of the LDV-based A/S coupling AP mine detec-
tion based upon the results achieved from the field tests.

A. Detection of buried landmines

Figure 4 shows several magnitude spectra of velocity
functions on and off the target for the PMA 3 AP mine that is
10 cm in diameter, buried 2.5 cm deep at test lane 4~listed in

FIG. 2. Video camera photos of two road surfaces in test lanes. The video
camera is integrated in the laser Doppler vibrometer system. The raster-
scanning results in forms of color grid dots were superimposed onto the
video image. In each image, the photo shows an area of 69 by 51 cm. A grid
of 32 by 32 points covered an area of 30 by 30 cm.~a! Gray-gravel road
surface with scanned color grid dots analyzed within a frequency range
between 130 and 160 Hz. A PMA 3 antipersonnel mine was buried 2.5 cm
deep in test lane 4.~b! Brown-gravel road surface with scanned color grid
dots analyzed within a frequency range between 340 and 370 Hz. A VS 5.0
antipersonnel mine was buried 5.0 cm deep in test lane 5.

TABLE I. Soil properties of three test lanes.

Lane
%

Gravel
%

Sand
%

Fines
Field

density Porosity

Flow resistivity
range

~g.s.cm23!

Lane 4 56.0 36.0 8.0 1.54 g.cm-3 41.89% 30.64–274.88
Lane 5 21.4 56.7 21.9 1.48 g.cm-3 44.15% 283.53–1430.12
Natural soil 0.5 67.1 32.4 1.64 g.cm-3 38.11% Not available

TABLE II. Compression and shear wave speed of three test lanes.

Lane

Compression wave~P-wave! Shear wave~S-wave!

Layer speed
~m/s!

Averaged depth
~m!

Layer speed
~m/s!

Averaged depth
~m!

Lane 4 274 0 84 0
526 0.3 150 0.11
716 0.82 260 0.33

Lane 5 320 0 90 0
533 0.1 260 0.27
693 0.78 340 1.7

Natural soil 259 0 38 0
472 0.06 274 0.15
693 0.6 ¯ ¯
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Table I!. Frequency resolutions of 2.5–10 Hz were often
used to represent the discrete velocity functionsṼ( f i). The
magnitude spectra on top of the target indicate that the A/S
coupled energy excites resonant vibrations in the buried AT
landmines~see also Refs. 5 and 6!. In Figs. 3~a! and ~b!, a
region of interest could be identified in both presentations,
indicating the presence of a mine. The size of the mine could
be estimated by counting grid points@in Fig. 3~a!# across the
region. When a region of interest was thought to indicate a
mine, the middle of the region was assumed to be associated
with the center position of the buried mine. The laser beam
could then be moved to a point in that region, thereby mark-
ing the location on the ground. It usually pointed to the cen-
ter of the mine with a radial accuracy of less than 2 centi-
meters. Accuracy was significantly enhanced through the use
of closer grid-point spacing.

Mine types, burial depth, and ground surfaces pre-
dominated in determining A/S coupling responses of on-
target velocity. Field measurements have shown that the
maximum ratio between on- and off-target velocity in a suit-
able frequency band could range from multiples of 10 down
to 2.

B. Background velocity

Road types~depending on the construction material!,
deep ground layering, and weathering conditions influence
A/S coupling responses of off-target velocity, henceforth re-
ferred to as background velocity responses. As shown in Fig.
4, the detection of mines depends upon exploiting the differ-
ence between the ground velocity over a mine and away
from a mine. Therefore, evaluations of background velocity
functions are important for detecting landmines. Using the
brown-gravel road at test lane 5 as an example, Fig. 5 illus-
trates background velocity functions both within a single
0.36 m2 ~0.630.6-cm! patch and across six similar patches
distributed randomly along the road. The standard deviation

FIG. 3. A grid of 32 by 32 points was defined by covering a scanned patch
of 30 by 30 cm~spatial resolution: 0.97 cm! in lane 4. A PMA 3 antiper-
sonnel mine with a circular shape was buried 2.5 cm deep. The integrated
velocity value in the frequency range between 130 and 150 Hz is presented.
~a! Color dots. The circle indicates the target location. On points A, B, C,
and D individual measured magnitude spectra were illustrated in Fig. 4.~b!
Color map achieved from~a! in terms of image processing.~c! Three-
dimensional color presentation derived from~b!. ~d! Photograph of a plastic
PMA 3 antipersonnel mine that was 10 cm in diameter.

FIG. 4. Magnitude velocity spectra evaluated from the scanning result
shown in Fig. 3. Individual magnitude velocity spectrum evaluated from the
grid points A, B, C, and D indicated in Fig. 3~a!.
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of the velocity is shown as error bars for each frequency. At
a given acoustic excitation in a range around a C-weighted
sound level of 100 dB, the averaged velocity assumes lower
values of 6–10mm/s in the frequency range between 100
and 300 Hz and higher values of about 15–30mm/s between
450 and 680 Hz. One sharp peak at 320 Hz has been identi-
fied as being caused by the LDV mirror resonance frequency.
Another sharp peak at 390 Hz has been identified as emanat-
ing from the first room mode of the sound isolation box
covering the LDV. When a number of scanned points on the
ground assume clearly higher velocity values than the back-
ground velocity, the differences between on- and off-target
velocities are mapped on the scanning image as regions of
interest.

C. Spatial resolution

The spatial resolution of scanning is of vital importance
for mine detection, especially since the variability of mine
sizes and shapes is relatively large among AP mines. Based
on finding the consistent amplifications of the magnitude ve-

locity over a certain frequency range, an adequate spatial
resolution under ideal field conditions has to obey the spatial
Nyquist sampling principle. This requires that at least two
grid points along the minimum dimension on top of a mine
be included. Moreover, a spatial oversampling protocol al-
lows visual recognition of target shape, estimation of the
target size, and, therefore, can distinguish mines from back-
ground clutter. Clutter may result in high magnitudes of ve-
locity attributable to such causes as inhomogeneity of the
ground. Figure 3 illustrates scanned results with a spatial
resolution of 1 cm. As expected, the target images are circu-
lar in shape due to spatial oversampling. Clutter often causes
irregular-shaped and smaller-sized images in the color maps.
The spatial oversampling, however, results in longer detec-
tion time.

Figure 6 shows a combination of antitank~AT! and AP
mines. A VS 2.2 AT mine, 24 cm in diameter, was buried 6
cm deep surrounded by three AP mines~two TS 5.0 mines on
opposite sides of the AT mine and one VS 5.0 on a third
side!. These three AP mines, 9 cm in diameter, were buried 3
cm deep. All these four mines were made of plastic. Figure

FIG. 5. Background magnitude velocity spectra in the brown-gravel road.
The standard derivation of the velocity is shown as error bars for each
frequency.~a! Averaged background magnitude velocity spectrum evaluated
from five individual spectra. The individual background magnitude velocity
spectra are randomly selected within a single 60- by 60-cm patch.~b! Av-
eraged background magnitude velocity spectra evaluated over six~60- by
60-cm! patches.

FIG. 6. Scanning result on a combination of antitank and antipersonnel
landmines. A plastic VS 2.2 antitank mine, 24 cm in diameter, was buried 6
cm deep surrounded by three plastic antipersonnel mines~one TS 5.0 mine
on opposite sides of the antitank mine and one VS 5.0 on a third side!. These
three antipersonnel mines, 9 cm in diameter, were buried 3 cm deep. A grid
of 49 by 49 points covering an area 1.1 by 1.1 m was defined, resulting in a
spatial resolution of 2.3 cm.~a! Relative positions of the mines before burial
in the natural soil.~b! The scanning results in a three-dimensional presenta-
tion. Magnitude spectra were integrated within the frequency range between
100 and 300 Hz.
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6~a! shows the relative positions of the mines before burial.
To resolve an image of the smaller size of AP mines, a grid
of 49 by 49 points covering an area 1.1 by 1.1 m was de-
fined, resulting in a spatial resolution of 2.3 cm. Figure 6~b!
illustrates the scanning results in a three-dimensional presen-
tation. Magnitude spectra were integrated within the fre-
quency range between 100 and 300 Hz. As one can see, one
AT mine surrounded by three AP mines could be clearly
resolved with the chosen spatial resolution.

Figure 7 shows results scanned on a PMD 6 AP mine
buried 5 cm deep. Its case is a wooden box. Its rectangular
plan form has a~top view! length of 20.5 cm and a width of
9 cm. A grid of 32 by 32 points covering an area 30 by 30 cm
was defined, which resulted in a spatial resolution of 1 cm.
Magnitude spectra were integrated within a frequency range
between 280 and 310 Hz. The mine image presented an elon-
gated shape even though its rectangular shape could not be
resolved by the chosen spatial resolution.

Figure 8~a! shows results for a VAL 69 AP mine buried
5 cm deep. Figure 8~b! shows a photograph of the mine. In
the plan view, the diameter is 14 cm. A grid of 32 by 32
points covering an area 30 by 30 cm was defined, which
resulted in a spatial resolution of 1 cm. Magnitude spectra
were integrated within a frequency range between 360 and
400 Hz. Due to the irregular shape of the top of this mine,
the scanned results tended to show an irregular image.

D. Frequency resolution and analysis

A/S coupling responses for AP mines often presented
amplifications over a broad frequency range, as the example
in Fig. 4 shows. The integration of the magnitude velocity
spectrum for each scanning grid point was performed within
a narrow frequency band using Eq.~1!. A color map repre-
senting the integrated magnitude velocity values over the
entire grid was then formed. This narrow-band procedure

was repeated by stepping through the entire frequency range
with an overlap from one frequency band to the next. Figure
9 illustrates the narrow-band analysis of scanning results ob-
tained on a VS 5.0 mine buried 5 cm deep in test lane 5. By
stepping a narrow frequency band with a 30-Hz bandwidth
through the frequency range between 240 and 370 Hz, the
mine image remained in the same position with almost the
same size, while a smaller clutter image could only be seen
in the band between 280–310 Hz and 340–370 Hz.

The narrow-band analysis was based on an adequate fre-
quency resolution~spacing! in the data. Higher frequency
resolution or smaller frequency spacing facilitated broader
possibilities to optimize the narrow-band analysis. The con-

FIG. 7. Scanning results in form of a color map on a PMD 6 antipersonnel
mine buried 5 cm deep. Its rectangular shape has a~top view! length of 20.5
cm and a width of 9 cm. A grid of 32 by 32 points covering an area 30 by
30 cm was defined, resulting in a spatial resolution of 1 cm. Magnitude
spectra were integrated within 280–310 Hz.

FIG. 8. ~a! Scanning results in the form of a color map. A grid of 32 by 32
points was defined covering an area of 30 by 30 cm resulting in a spatial
resolution of 0.97 cm. Magnitude spectra were integrated between 360 and
400 Hz. Due to irregular shape at the top of this mine, the scanned results
tended to show an irregular image as well.~b! Photograph of a VAL 69
antipersonnel mine. The largest circular diameter is 14 cm.
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sistency in the position and the size of a target, while step-
ping a narrow-band filter through a relative broad frequency
range, enhanced distinguishing mines from background clut-
ter. Higher frequency resolution, however, required collect-
ing a larger number of data points. In the experimental study
we chose a resolution in order of 2.5–10 Hz that had to be
predefined for the data collection. Both the spatial and fre-
quency resolution determined the speed of scanning. Taking
an example as shown in Fig. 3, 32 by 32 scanning points
covered an area of 30 by 30 cm. A frequency resolution of 10
Hz was used at a sampling frequency of 1.024 kHz, yielding
a signal period of order of 100 ms. Using three averages the
scanning took about 5–10 min. A detection system with mul-
tiple laser beams and parallel processing will increase the
scanning speed.

E. Clutter responses

Loose soil and inhomogeneities at a shallow depth in the
ground can lead to high magnitude in the A/S coupling re-
sponses. Figure 10 illustrates scanning results for an VS 5.0
mine buried 5 cm deep in test lane 5. In the frequency range
between 420 and 460 Hz the mine appears as a single circu-

lar region with two other clutter images in smaller amplitude.
In the frequency between 450 and 520 Hz, two regions of
interests could be found. The region on the lower-left side
was associated with the mine response. The more irregular-
shaped region on the upper-right side was clutter. Figure 10
demonstrates difficulties in distinguishing mines from clutter
since clutter can result in similar magnitude responses in the
same frequency ranges with comparable sizes to a mine@see
Figs. 10~c! and~d!#. When stepping the narrow-band filter to
570–610 Hz, a ring-form pattern caused by the buried AP
mine appeared in the map@Fig. 10~d!#. The ring-form pattern
happens at a frequency pointed out by Yuet al.22 where the
soil–mine system5 shows an ‘‘antiresonance’’ at which the
surface vibration of certain regions on top of the mine be-
comes lower than those around the mine. Figure 11 illus-
trates representative magnitude spectra on and off the target.
The magnitude spectra on the top of the mine show distinct

FIG. 9. Narrow-band analysis of scanning results obtained on a VS 5.0 mine
buried 5 cm deep in the brown-gravel road. By stepping a narrow frequency
band with a 30-Hz bandwidth through the frequency range between 240 and
370 Hz, the mine image remained in the same position with almost the same
size, while smaller clutter could only be seen in the band between 280–310
Hz and 340–370 Hz.

FIG. 10. Scanning results in form of color maps on a VS 5.0 mine buried 5
cm deep in the brown-gravel road, in the frequency range between 420 and
610 Hz with a frequency resolution of 5 Hz. A grid of 42 by 42 points
covering an area of 50 by 50 cm resulted in a spatial resolution of 1.2 cm.
Within this frequency range, there are two regions of interest. One region on
the lower-left side was identified as mine response. The region on the upper-
right side with an irregular shape was due to clutter.
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resonant behavior in the frequency range between 350 and
410 Hz as well as 430 and 480 Hz. In addition, the on-target
magnitude spectra become so small to be clearly lower than
those away from the target~background! in the antiresonance
frequency range between 580 and 605 Hz. These phenomena
cannot be observed on the regions of the clutter.

This section has discussed some relevant issues about
the AP mine detection based on the field test results. In order
to perform mine detection using A/S coupling, the surface
velocity on an AP mine should be clearly higher than the
background velocity within a broad frequency range. Field
measurements have shown that the maximum ratio between
on- and off-target velocity in a suitable frequency band
ranged from several multiples of 10 down to 2 due to the
mine resonance. A spatial oversampling supported the recog-
nition of target shape and size and thus enhanced the detect-
ability of AP mines. Narrow-band frequency analysis has
been found to be a good tool to enhance the detectability.
When stepping a narrow-band filter through the overall fre-
quency range, mine images remain relatively stable while
clutter often causes high variability in object shape, size, and
position. The resonance and antiresonance behavior of the
mine–soil system22 can also be exploited to help distinguish
mines from clutter.

IV. CONCLUDING REMARKS

The porous nature of the ground permits landmine de-
tection based upon the distinct changes of the acoustic-to-
seismic coupled motion on the ground surface. This led to
development of a new technique for humanitarian landmine
detection: the laser-Doppler vibrometer-based acoustic land-
mine detection system. The current acoustic landmine detec-
tion system utilized a scanning single-beam laser Doppler
vibrometer for sensing the acoustic-to-seismic coupled mo-
tion on the ground surface. Complex surface velocity func-
tions of frequency were measured using a remote, raster-

scanning technique. In general, the magnitude of the velocity
function was used to detect antipersonnel landmines. The
scanning results were evaluated within a frequency range
between 100 and 680 Hz. Color maps were formed to image
mine location, size, and shape. Landmine responses were
found to be broadband in nature. A landmine was determined
to be present when there was consistent amplification of the
magnitude velocity over a relatively broad frequency band
and when a circular shape in the scanning image remained
intact when stepping through the overall frequency range
with a narrow-band filter. Often clutter entered and exited the
image as the narrow bands were sequentially changed.
Sometimes clutter was also broadband. In these cases, the
size of the region of interest was exploited for a decision in
addition to the circular shape. For humanitarian landmine
detection, the acoustic system has demonstrated a capability
for detecting antipersonnel landmines buried in the subsur-
face of the ground with a high probability of detection. The
primary challenge is to maintain a low false-alarm rate while
retaining this high probability of detection. In the frequency
range in which most antipersonnel mines result in amplified
magnitude velocity spectra, some clutter and anomalies can
also appear. In addition to the shape and size criteria, the AP
landmine detection relies on recognition and identification of
the resonant behavior of the soil–mine vibration system to
distinguish them from the clutter and anomalies. Extensive
collection of field results on broad ranges of burial AP land-
mines along with soil types and systematic analysis of mine
signatures will promote our knowledge on enhancing the de-
tection ability.

Up to the current time, the research effort has focused on
demonstrating the feasibility of this technique in field mea-
surements rather than achieving a high scanning speed. In
the near future, efforts are expected to model the physics of
the soil–mine vibration system excited by the acoustic/
seismic coupling,23 to collect and identify unique acoustic-
to-seismic coupling signatures of antipersonnel landmines,
systematically analyzing clutter responses. Efforts will also
be made to increase the speed24 and detection performance25

of the current technique and to automatically recognize
targets.26
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The single-element spectrogram for a continuous broadband signal, plotted as a function of range,
has been shown to exhibit striated bands of intensity maxima and minima. The slope of the striations
is an invariant of the modal interference and is described by a waveguide invariant parameter
‘‘beta.’’ The striation pattern is analyzed and modeled in this paper for the beam outputs of a
horizontal line array obtained by conventional beamforming. Array beamforming makes it possible
to measure the waveguide invariant parameter for weak signals due to the enhancement of signal
levels by the array gain over that of a single element. It is shown that the signal beam spectrogram
as a function of range exhibits the same striation pattern as that~predicted! for a single element.
Specifically, for a broadside signal, the beam striation is identical to that of a single-element plus a
constant signal gain. For a nonbroadside target, the signal beam intensity will be modified by a
frequency-bearing dependent signal gain due to the signal spread over multiple beams, nevertheless
the beam spectrogram retains the same striation pattern~slope! as for a single element. The sidelobe
beams~outside the canonical cones containing the signal arrivals! exhibit an entirely different
striation pattern as a function of frequency and range. For array processing, it is shown that a fast
range-rate, close range target and a distant, slow range-rate interference source will have a different
striation pattern~slope! in the corresponding beam spectrograms as a function of time, assuming no
prior knowledge of the source ranges. The difference in the striations between the beam
spectrograms can be used in array processing to suppress the interference contribution. A 5–7 dB
interference suppression is demonstrated using simulated data.@DOI: 10.1121/1.1534604#

PACS numbers: 43.30.Bp, 43.30.Wi, 43.60.Gk@WMS#

I. INTRODUCTION

Modal interferences are evident in acoustic signals
propagated over distances.1 For example, constructive or de-
structive modal interferences are responsible for the peak and
valley of narrowband transmission loss~TL! versus range.
Likewise, matched field processing requires a replica field
consisting of coherent sums of normal modes where the
modal interference is critical for source localization. For a
coherent broadband signal, the signal energy travels via the
modal group velocities. The deep and Arctic Oceans belong
to one group in which the low order modes travel with lower
group velocities. Consequently, the low order modes arrive
last. The shallow water waveguide generally exhibits an op-
posite behavior in that the low order modes travel faster and
arrive earlier than the high order modes. Modal arrivals and
dispersions can be studied using the time-frequency analysis
as has been done for explosive signals.1 The slope of the
modal intensity as a function of time and frequency is pro-
portional to the source range.2

Individual mode arrivals usually cannot be identified in
arrivals of continuous broadband signals, which often do not
have a well-defined wave form. Although the frequency
components are in this case incoherent with respect to each
other, the broadband intensity spectrum plotted as a function
range retains some features of modal interference. The
single-element spectrogram has shown striated bands of in-

tensity maxima and minima as a function of range, corre-
sponding to constructive and destructive interference of nor-
mal modes. The slope of the striations has been claimed to be
invariant to the details of the waveguide and can be charac-
terized by a scalar parameter,b, referred to as the waveguide
invariant.3–5 It was shown that for a constant sound speed
profile ~SSP! or that with a linearly increasing square-of-
refraction-index, the slope of the striation pattern is indepen-
dent of the mode number, the acoustic frequency, the source-
receiver depth.3–5 Extension of the waveguide invariant to a
range dependent environment,6,7 and applications to
time-reversal8 and source localization via matched-field pro-
cessing sidelobes9 can be found in recent publications. One
notes that for a general SSP environment, the slope of the
intensity striations can vary with respect to the mode num-
ber, the~center! acoustic frequency, and the source-receiver
depth. Althoughb is in these cases no longer a ‘‘true invari-
ant’’ in the usual sense, it will still be referred to as the
invariant parameter in this paper.

We study in this paper the striation pattern of a beam
intensity spectrogram as a function of frequency and range,
obtained by conventional beamforming of a horizontal array.
It is noted that the study of the intensity striation requires a
high signal-to-noise ratio~SNR! lest the striation be masked
by the noise. Array beamforming provides a high array gain
and is used to enhance the SNR. As a result, the modal in-
terferences, or striations, are better identified in the beam
intensity than the single element intensity spectrogram.a!Electronic mail: yang@wave.nrl.navy.mil
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We shall demonstrate.
~1! The characteristic features of beam striations, which

are beam angle dependent. At the signal arrival angles, the
beam spectrogram as a function of range exhibits the same
striation pattern~and the same slope! as that of a single ele-
ment. At off-signal directions, the beam spectrogram exhibits
a different striation pattern than the signal beam.

~2! A simple two-dimensional fast Fourier transform
~FFT! to measure the striation slope. The slope of the FFT
spectrum is analytically related to the waveguide invariant
parameter,b.

~3! A simple algorithm based on beam spectrogram stria-
tions as a function of time to suppress the interference con-
tribution in array processing. It is noted that the signal is
often masked by a strong interference source in the single-
element spectrogram. In the beam domain, the signal and
interference often show up in different beams. The difference
in striations between the signal and interference beams can
be used to suppress the interference in array beamforming.
This method of interference suppression is complimentary to
other signal processing approaches, such as interference null-
ing.

This paper is organized as follows. In Sec. II, we briefly
review the waveguide invariant theory and introduce a two-
dimensional Fourier transform, which yields a simple mea-
surement of the waveguide invariant parameter from the
spectrum slope. In Sec. III, we calculate the beam intensity
striation and demonstrate that the beam striation varies with
the beam angle. We show that the beam spectrogram at the
signal arrival angles exhibit the same striation pattern and
slope as a function of range as that of a single element. At
off-signal directions, the beam spectrum exhibits a different
striation pattern. In Sec. IV we present array processing in-
corporating beam striations. Source ranges are assumed un-
known and the beam spectrogram data are now a function of
time. We consider a close range, fast range rate~e.g., fast
approaching! submerged source in the presence of a distant,
slow range rate~e.g., slow moving! but loud surface ship
~interference!. Using simulated data, we demonstrate a 5–7
dB interference rejection based on the difference in the beam
striations. The simulations were done for the SWellEX-96
environment,10 for which the modeled striation patterns have
been compared favorably with the measurements at an ele-
ment level.6 Section V summarizes the paper.

II. INTENSITY STRIATIONS: SINGLE ELEMENT

The derivation of the waveguide invariantb, including
Eqs.~1!–~7!, follows closely Ref. 3. The pressure field for a
receiver at ranger and depthz can be expressed in terms of
the normal modes as

p~v!5(
m

A2p exp~2 jkmr !cm~z!cm~zs!/Akmr j

[(
m

Am exp~2 jkmr !, ~1!

where the mode amplitudeAm and mode wave numberkm

are functions of the acoustic frequencyv, andcm(z) is the
mode depth function. The intensity is given by

I ~v!5up~v!u2[(
m

uAmu21 (
mÞn

Am* An exp~ j ~km2kn!r !.

~2!

The intensity maximum is determined by the following con-
dition, ignoring the slow variation ofAm with respect to
frequency and range:11

dI' j (
mÞn

Am* Anej ~km2kn!rd~~km2kr !r !50. ~3!

The stationary phase condition can be expressed as

d~~km2kn!r !5S dkm

dv
2

dkn

dv D r dv1~km2kn!dr50.

~4!

One finds

dv/v

dr/r
52S km2kn

v D Y S dkm

dv
2

dkn

dv D
52S 1

nm
2

1

nn
D Y S 1

um
2

1

un
D[bmn , ~5!

wherenm5v/km is the phase velocity andum5dv/dkm is
the group velocity of themth mode. For a waveguide of
constant sound speed profile overlying a hard bottom~the
Pekeris waveguide!, bmn is the same for all the modes,3

bmn5b51

and for a waveguide with the square of the index of refrac-
tion n2(z)5c0

2/c2(z) increasing linearly with depth,

bmn5b523.

For these waveguides,b is called an invariant, since the
spectral slope as expressed by the left-hand side of Eq.~5!
will be the same for all frequencies and for all source and
receiver depths.

Figure 1 shows, as an example, the intensity spectrum
for a Pekeris waveguide covering a frequency range from
150 to 200 Hz and a source–receiver range from 2800 to
4400 m. The water column has a sound speed of 1500 m/s,
with a bottom at depth of 213 m.~The water depth, range,
and frequencies are chosen to coincide with the SwellEx96
simulation in the following.! The source and receiver are at
the middle of the water column. One should note that al-
though the pattern of intensity striation should be indepen-
dent of the source–receiver depth and/or the water depth, the
actual intensity level will vary depending on the frequency
and source–receiver depths.

An intuitive interpretation of Eq.~5! can be given based
on Fig. 1. Note that at a fixed frequency, the acoustic inten-
sity as a function of range is proportional to TL. The differ-
ence in range,dr , between two adjacent intensity maxima is
the well-known modal cycle distance

dr 5
2p

km2kn
52pFvS 1

nm
2

1

nn
D G21

. ~6!
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This expression can be derived from the expression for the
intensity maximum corresponding to a constructive interfer-
ence between two modes, given bykmr 5knr 1 l2p, wherel
is an integer. Likewise, one finds that at a fixed range, the
intensity maximum is obtained when the two modes arrive in
phase: Tmv5Tnv1 l2p. Hence, the difference in fre-
quency,dv, between two adjacent intensity maxima is given
by

dv5
2p

Tm2Tn
52pF r S 1

um
2

1

un
D G21

, ~7!

where we used the fact that the mode intensity travels with
its group velocity. The ratio of Eqs.~6! and~7! yields Eq.~5!.

To determine the waveguide invariant parameterb, we
take a two-dimensional~2D! Fourier transform of Fig. 1 and
the result is shown in Fig. 2. The slope of the mainlobe in
Fig. 2 is related to the invariant parameterb. To see this, we

use a discrete representation of the intensity spectrum. Ignor-
ing the first term in Eq.~2! which yields a dc term in the FFT
results, and expanding the second term in a Taylor series
yield

I ~ l ,h!5 (
mÞn

Am* An exp~ j ~ k̂m2 k̂n!r 0!expF j ~ k̂m2 k̂n!lDr

1 j S dk̂m

dv
2

dk̂n

dv
D ~hDv!r 0G , ~8!

where k̂m[km(v0), and l, h are the range and frequency
indices, respectively. The range and frequency coordinates
are given by

r l5r 01 lDr , l 52L/2,...,0,1,..,L/2,

vh5v01hDv, h52H/2,...0,1,...,H/2,

where Dr and Dv are the range and frequency bin width.
Taking a discrete Fourier transform ofI ( l ,h),

F~ f ,g!5(
l ,k

exp~2 j 2p@gl1 f h# !I ~ l ,h!, ~9!

wheref andg are the FFT variables conjugate to frequency
and range, respectively, one finds a trajectory of points in the
~f, g! plane associated with a pair of modesm andn, with a
slopeSmn given by

Smn5bmn

v0DR

r 0DV
, ~10!

whereDR[LDr andDV[HDv are the total increment of
range and frequency of the intensity spectrum~e.g., Fig. 1!.
The FFT approach shows clearly the intensity striation pat-
tern as exhibited in Fig. 2, wheref is denoted as~delay! time,
and g is referred to as a wave number variable. The line
slope yieldsSmn .

In a general sound speed profile environment, the slope
of the striation pattern can cover a range of values, yielding
a distribution ofb. The waterborne modes and the boundary
interacting modes normally have a different striation slope
~e.g., b523 and b51, respectively!. The acoustic field,
consisting of both the waterborne and boundary interacting
modes, thus has a striation slope in between23 and 1. The
distribution depends on the source and receiver depth and the
acoustic frequency. The FFT approach will show the respec-
tive slopes of the different modes.

Figure 2 shows a strong peak at the center of the plot.
The origin of this peak is the first term of Eq.~2!, which
produces a dc component in the FFT spectrum as remarked
previously before Eq.~8!.

III. BEAM INTENSITY STRIATIONS

In this section, we study the beam intensity striations,
obtained by conventional beamforming of a horizontal line
array ~HLA !. Again, we employ a normal mode representa-
tion of the pressure field

FIG. 1. Intensity as a function of frequency and range for a single receiver
in a Pekeris waveguide. There are 200 range grids and 50 frequency bins.

FIG. 2. Two-dimensional FFT spectrum of the intensity surface as shown in
Fig. 1. Thex and y axes are the Fourier transform variables conjugate to
range and frequency.
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pj~v!5(
m

A2p exp~2 jkmr j !cm~z!cm~zs!/Akmr j

[(
m

Am exp~2 jkmr j !, ~11!

wherer j is the range from the source to thej th element, and
all elements are at the same depthz. Assuming an array ofN
uniformly spaced elements, with spacingd, the conventional
beam outputs are obtained by

B~u,v!5U(
n51

N

ej ~n21!k0d sin upn~v!U2

, ~12!

where the angleu is measured from the broadside of the
HLA and k05v/c0 with c0 being the sound speed at the
HLA depth. To carry out the analytical calculations, we shall
take a far field expansion of the source–receiver range11

r n>r 02~n21!d sinuT , ~13!

wherer 0 is the range to the first element of the array anduT

is the signal~or target! bearing. We then find that

B~u,v!5U(
m

Am exp~2 jkmr 0! (
n51

N

exp~ j ~n21!

3d@km sinuT2k0 sinu#!U2

5U(
m

Am exp~2 jkmr C!

3sinb~kmsinuT2k0 sinu!U2

, ~14!

where

r C[r 02
~N21!d

2
sinuT

is the range to the source from the center of the array, and

sinb~X![sinS Nd

2
XD Y sinS d

2
XD . ~15!

We note that the square of the above-given function, with
X5k0(sinuT2sinu), is the usual conventional beam pattern
of a HLA with N elements, steered to the signal directionu.

Returning to Eq.~14!, let Xm5km sinuT2k0 sinu, the
beam intensity spectrum can be written as

B~u,v!5(
m

uAm sinb~Xm!u21 (
mÞn

Am* An

3exp~2 j ~km2kn!r C!sinb~Xm!sinb~Xn!.

~16!

We note the following.
~1! For a plane wave arrival, Eq.~16! reduces to the

conventional beam pattern. A plane wave is equivalent to a
single mode arrival with the mode phase velocity equal to

the sound speed,km5k0 . One then finds B(u,v)
'sinb2(X), whereX[k0(sinuT2sinu), which is the plane
wave beam pattern function.

~2! For arrivals consisting of many modes, one notes
then that the first term of Eq.~16! is a summation of modal
beam patterns. The second term of Eq.~16! is the ‘‘modal
beam interference’’ term.

~3! When the signal is at the broadside direction,
sinb(Xm)5N at the signal-look direction (u5uT50°). The
beam intensity isN2 times that of a single element.

~4! For a nonbroadside signal,Xm5(km2k0)sinuT at
the signal-look direction (u5uTÞ0°). We findthatXmd is a
small number in many environments since the wave number
differences between the modes are usually small (k0 equals
approximately the mode wave number of the lowest contrib-
uting mode!. In that case, the function sinb(Xm) is slowing
varying with respect to frequency. At the signal arrival angle
we will show in the following that sinb(Xm), is a constant
having a value close toN.

~5! While the function sinb(Xm) may have different val-
ues, the important thing is that it is not a function of range.
Hence, although it may modify the beam intensity level, it is
not expected to modify the striation slope.

~6! The beam intensity spectrogram has in fact the same
striation slope as the element spectrogram. To see this, note
that the mode interference term in the beam spectrum, Eq.
~16!, is identical to the mode interference term in the single-
element spectrum, Eq.~2!, except for the constant
sinb(Xm)sinb(Xn) factor. Applying the same FFT analysis
~of Sec. II! to Eq. ~16!, the beam FFT spectrum yields the
same slopeSmn as given by Eq.~9!, since the constant sinb
terms cancel out in the ratio to get the slope.

The above-noted observations will be verified using
simulated data. Note that a horizontal line array has a unique
feature that the endfire beam is different from the broadside
beam. The modal arrivals for a broadside source show up all
in one beam. The signal for a near endfire source is split into
many beams, the beams containing the dominant signal en-
ergy may be offset from the signal-look direction by many
degrees. Hence, we need to distinguish the beams at the
signal-arrival angles from the beam at the signal-look direc-
tion. For a near endfire source, themth mode of the signal
should arrive at a beam angle determined by

sinum5sinuT cosfm5km sinuT /k0 , ~17!

wherefm is the vertical arrival angle of themth mode. The
signal beams are no longer at the signal-look direction. At
the signal-arrival beam associated with themth mode, i.e.,
u5um , one finds sinb(Xm)5N. In the neighborhood ofum ,
sinb(Xm);N. We thus find that the signal-arrival beams ex-
hibit a striation pattern~as a function of frequency and rage!
closely parallel to that of a single element, with a beam-angle
dependent modal signal gain given by Eq.~16!. This will
also be illustrated in the following by the simulated data.

For numerical simulations of the beam striation pattern,
we shall use the SWellEX-96 acoustic environment10 where
the intensity striation pattern of a single element has been
previously modeled and compared with the measurements
for the lowermost hydrophone on a vertical line array.6 For
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this simulation, we shall consider a bottom mounted HLA
similar to that deployed during this experiment. Based on the
above-mentioned theoretical analysis, we have reasons to be-
lieve the modeled beam striation pattern for the HLA should
also agree with the measurements, but this has not been veri-
fied.

The SwellEX-96 has a downward refractive sound speed
profile. The water column has a depth of 213 m, with a near
constant sound speed of 1488 m/s from 100 m to 213 m. The
sound speed increases slightly to 1494 m/s as depth de-
creases to 35 m. From 35 m to the surface, the sound speed
increases more rapidly to 1522 m/s at the surface. The sound
speed profile is plotted in Fig. 1 of Ref. 10. For this profile,
b is expected to be close to one.6 Since the purpose of this
paper is not to model the value ofb as a function of the
acoustic environment, the details of the sound speed profile
are not critical. In fact, we assume no prior knowledge for
the value ofb.

For the bottom mounted HLA, we use an array of a
similar aperture as that used in the SwellEX-96 experiment.
During the SWellEx-96, a HLA~i.e., the AODS-N! was de-
ployed in the proximity of the vertical array~see Ref. 10,
Fig. 1!. The AODS-N array had an aperture of;240 m and
contained 31 ~working! elements which are unevenly
spaced.10,12 For the simulation, we shall assume a HLA of
approximately the same aperture and the same number of
phones, but for simplicity we shall assume that the phones
are evenly spaced.~This particular array has a design fre-
quencyf 0'95 Hz.) The source is deployed at a depth of 50
m. We shall consider two cases: a broadside source and a
near endfire source at a bearing of 79° from the broadside,
the latter corresponding to event E in Ref. 6. For the con-
tinuous broadband signals, we shall consider a bandwidth of
approximately half of the design frequency of the array. The
pressure field is calculated using theKRAKENC normal mode
code.13

We will show a single-element spectrogram plus several
beam spectrograms as a function of range to compare the
intensity striation patterns. The beam spectrograms are for a
signal beam at 0°~broadside!, 79°, 63°, and a sidelobe beam
45° from the signal direction. Figure 3 shows the intensity
striation pattern for a single-element on the HLA for a source
covering a range of 2800–4400 m as described earlier. Fig-
ure 4 shows the beam intensity striation pattern for a broad-
side source covering the same range. For this case, the beam
striation is~nearly! identical to that of Fig. 3~as suggested
by the above-given analysis! with an increase in the intensity
level due to array signal gain of;30 dB.

For comparison, Fig. 5 shows the beam striation pattern
for a near endfire source~i.e., uT579° as in event E! steered
at the signal look direction,u5uT579° @Fig. 5~a!# and sig-
nal arrival direction,u563° @Fig. 5~b!#. The beam angles for
the signal arrival beams are predicted using Eq.~17!. Using
the modal wave numbers calculated at the center of the fre-
quency band, one finds that the first, eighth, and fifteenth
modes arrive at a beam angle of approximately 76°, 64°, and
50°, respectively. Because of the shallow source depth~at 55
m!, the lowest order~first to third! modes are weakly excited.
As a result, the signal energy appears in higher order modes

covering a beam angle from 60° to 70°. The signal beam
response is further discussed in Sec. IV. Figure 5~b! shows
the beam intensity as a function of range using the beam at
63° as an example.

One notes that the signal-look beam in Fig. 5~a! has a
lower intensity level than the signal-look beam at broadside,
but it has the same striation slope as in Fig. 4. The lower
intensity level in Fig. 5~a! is typical of the signal-look beam
for a near endfire source when the signal arrival angle is
offset from the signal-look direction~as remarked earlier!.
The beam intensity at 63° is about 4 dB below that of Fig. 4
because the signal energy is split in several beams~from 60°
to 70°!. It has the same striation slope as that of a broadside
target~Fig. 4! in accordance with the above-given analysis.

Next we show the beam striation patterns at a nonsignal

FIG. 3. Intensity as a function of frequency and range for a bottom receiver
in the SWellEX-96 waveguide. The frequency is displayed as a ratio to the
design frequency of the arrayf 0 . There are 200 range grids and 45 fre-
quency bins.

FIG. 4. Beam intensity as a function of frequency and range for a bottom
HLA in the SWellEX-96 waveguide. The beam is steered at the target,
located at the broadside direction. Same frequency and range as in Fig. 3
caption.
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look direction, the so-called sidelobe beam. Consider a side-
lobe beam separated by 45° from the signal bearing. Figure 6
shows the intensity striation of a sidelobe beam at 34° for a
signal at 79° from the broadside. We note that this sidelobe
beam is dominated by a ‘‘vertical’’ striation pattern. This is
typical of many sidelobe beams. The reason can be seen as
follows. Note that Eq.~16! has two terms. The second term,
the modal interference term, carries a range-dependent
phase, which is responsible for the intensity striations as a
function of range. The first term of Eq.~16! is a summation
of the modal beam patterns~see the earlier discussions!. It
has a weak range dependence due to the decreasing mode
amplitudes with range. Thus it produces either no striation or
a ‘‘vertical’’ striation pattern; the apparent ‘‘vertical’’ stria-
tion pattern is due to the source spectrum. Note that at the
signal arrival angle, sinb(Xm) is near unity, as discussed ear-
lier. The contribution of the second term is as large as the
first term. For the sidelobe beams, sinb(Xm) is zero or a
small number, its value being frequency dependent. The

modal interference terms tend to cancel each other out when
integrated over frequencies, due to the rapid change of
sinb(Xm) with frequency at the sidelobe directions. In con-
trast, the modal beam patterns’ terms are positive definite and
added up constructively. The modal beam patterns’ terms
dominate at the sidelobe direction and produce an almost
range-independent, vertical striation pattern.

The summary story is that the signal-arrival beams ex-
hibit the same intensity striations as a function of frequency
and range as for a single-element~as predicted by the wave-
guide invariant theory!. The beam intensity distribution is
identical to that of a single element, enhanced by the array
signal gain. At broadside, the signal gain is near theoretical.
At near endfire directions, the signal may be spread over 3
several beams yielding a lower~angle dependent! signal
gain. Although the signal beam intensity may vary depending
on the signal bearing, the striation slope remains the same as
that for a single element. For the sidelobe beams~beams not
associated with multipath arrivals of the signal! we find that
they do not exhibit the striations associated with the wave-
guide invariants. They are dominated by vertical striations
associated with the modal beam patterns.

IV. APPLICATIONS TO ARRAY PROCESSING

In this section, we use the beam striation pattern to iden-
tify a fast range-rate source~i.e., a source moving rapidly in
range! against a slow range-rate distant interference~surface
ship!, and we demonstrate interference suppression based on
the signal striation. The beam striation pattern in this section
refers to the intensity striation in the beam spectrogram as a
function of time, as data are given as a function of time. The
source ranges are assumed unknown to the processor. No
prior knowledge of the striation parameter,b, is assumed,
nor isb assumed an invariant. Although the striation param-
eter could be measured directly from the data~Sec. III!, the
measurement is not required for array processing.

FIG. 5. Same as Fig. 4 except that the target bearing is 79° from the broad-
side direction. The beam is steered at the signal look direction in~a! and at
a signal arrival direction in~b!. Same frequency and range as in Fig. 3
caption.

FIG. 6. Beam intensity for a sidelobe beam at 34°, for a target at 79° from
the broadside direction. Same frequency and range as in Fig. 3 caption.
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The proposed array processor takes advantage of the dif-
ferences in the striation patterns between a signal and an
interference source. This difference is clearly illustrated us-
ing the FFT spectrum. We use FFT for its simplicity, speed,
and the fact that the spectrum slope is analytically related to
the b parameter. Our purpose is to illustrate potential array
performance improvement derived from striation processing.
More sophisticated algorithms can be developed in the future
using other methods, such as the Radon or Hough transform.

The data are simulated using the SWellEX-96 environ-
ment as described earlier. We consider two scenarios. For the
first scenario, the source is located at a near endfire bearing
of 79° as before covering a range of 2800–4400 m in a time
period of 200 units.~The range is not known to the array
processor.! We consider a low SNR case by including a ran-
dom noise that is temporally Gaussian distributed and spa-
tially uncorrelated between the array elements. The noise is 5
dB above the received signal level at the input of the re-
ceiver. Next, we include a loud distant surface ship located at
the broadside direction. The ship is located at a range of 20
km from the array with a radial velocity one-quarter of the
source velocity. The ship sound radiation depth is assumed at
5 m. The ship projects continuous broadband signals with a
source level 20 dB higher than the signal source, and many
narrowband signals that are~an additional! 14 dB higher than
the broadband signals. Again, the ship range and speed are
unknown to the array processor. The second scenario is iden-
tical to the first one except that the source is located at the
same bearing as the interference~i.e., broadside of the array!.
The purpose of the first scenario simulation is to demonstrate
interference suppression when the interferer is separated in
bearing from the target source. The purpose of the second
scenario simulation is to demonstrate target detectability us-
ing the beam striation when both the source and interferer are
located at the same bearing. Note that conventional array
processing cannot detect the presence of a target for this
~second! case since the target signal is masked by the strong
interference field.

For simplicity, we shall assume that both the source and
interferer are moving in a radial direction, keeping their bear-
ing unchanged. In practice, they are likely to change bearing
as well as range at the same time. In that case, one will
replace the beam spectrogram by the so-called scissorgram,
which is the beam spectrogram following the source bearing.
The analysis remains the same.

Figure 7 shows the conventional beam time record,
where the conventional beam outputs are integrated over the
signal frequencies. It is apparent that the interference field is
significantly~4–5 dB! stronger than the signal. Note that for
the near endfire source at a bearing of 79°, the signal arrives
at the HLA predominantly at beam angles from 60° to 70°.

Figure 8 shows the intensity spectrogram as a function
of time for a single element on the HLA. The single-sensor
result is included to show that the interfering source drowns
out the desired signal. One notes that the signal striation as
seen in Fig. 3 is hardly visible in Fig. 8. The striation pattern
of Fig. 8 is dominated by the narrowband signals from the
surface ship as well as the background noise.~Narrowband
signals show up as straight lines in the beam spectrogram.!
This is confirmed by the 2D FFT spectrum shown in Fig. 9,
which exhibits a vertical line instead of a sloped line as in-
dicated by Fig. 2. The poor results at the sensor level are the
motivations for studying the striations in the beam space,
which has a capability to discriminate the signal against the
interfering field and noise. To demonstrate noise discrimina-
tion, we shall examine the 2D FFT spectrum of a random
noise noting that noise is 5 dB above the signal at the sensor
level.

Figure 10 shows intensity distribution as a function of
frequency and time for a Gaussian random noise. Figure 11
shows the FFT spectrum of the time-frequency surface of
Fig. 10. The FFT spectrum of the noise intensity distribution
is dominated by a dc component at the origin as indicated by
the sharp peak at the center of the figure. The reason is that
random noise is incoherent. It is independent of range and
shows no striation with respect to time. For an ocean wave-

FIG. 7. Conventional beam time record for a target at 79° from the broad-
side direction with an input SNR of25 dB. A loud surface ship is found at
broadside direction.

FIG. 8. Intensity as a function of frequency and time for a bottom receiver.
The difference between this figure and Fig. 3 is the presence of noise and the
interference source. There are 200 time grids and 45 frequency bins.
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guide, the ambient noise from incoherent noise sources is
also represented by an incoherent sum of normal modes14

and contains no mode interference term, hence no striations.
Note that the 2D FFT spectrum of the noise~Fig. 11! is
significantly different from that of the signal~Fig. 2!. One
can employ spectral analysis to suppress the noise.

Let us examine the striation pattern of the signal beam
for the first scenario case first. Figure 12 shows the beam
intensity spectrogram for a beam steered at 63° from the
broadside direction, representing one of the signal-arrival
beams~based on Fig. 7!. Contrasting Fig. 12 with Fig. 8 of a
single element, one sees clear evidence of the signal striation
~in the signal beam! despite the fact that the noise is 5 dB
above the input signal level and the interfering ship is 20 dB
louder than the source. Again the striation is verified by the
FFT spectrum of the 2D intensity distribution~shown in Fig.
13!, which resembles Fig. 2. We noted that beamforming has

enhanced the signal against the noise, and has separated the
signal from the interfering source, making the identification
of the signal striation easier. We note that for a large aperture
HLA, the sidelobe level is often 15–20 dB down~as is the
case here! compared with the main lobe level. The leakage
from the interference beam to the signal beam is thus small
and can be treated as background noise. The FFT spectrum
shows indeed that the loud interfering ship has a negligible
impact on the signal beam striations.

Figure 14 shows, on the other end, the beam intensity
striation pointing to the interfering surface ship. The beam
intensity is dominated by the narrowband signals which
show up as vertical lines in the beam spectrogram. The in-
coherent broadband signals have a smaller~more vertical!
striation slope (dv/dt), since the ship is located at a range
five to seven greater than the signal source, and it travels

FIG. 9. Two-dimensional FFT spectrum of the intensity surface shown in
Fig. 8. Thex and y axes are the Fourier transform variables conjugate to
time and frequency.

FIG. 10. Beam intensity for Gaussian white noise.

FIG. 11. Two-dimensional FFT spectrum of the noise intensity surface
shown in Fig. 10. Thex and y axes are the Fourier transform variables
conjugate to time and frequency.

FIG. 12. Beam intensity as a function of frequency and time steered to the
target, located at 79° from the broadside direction. Same frequency and time
as in Fig. 8 caption.
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with a radial speed~and hence the range increment! one-
quarter of the source speed. As a consequence, it has a much
slower rate of variation with respect to frequency according
to Eq. ~5!. The slow rate of frequency striation is evident in
the FFT spectrum plot by its near vertical stripe pattern as
displayed in Fig. 15. Comparing Fig. 8 with Fig. 14, one
notes that the striation pattern for a single element is domi-
nated by the contribution from the surface ship.

The above-mentioned simulations showed that signal
striations are more evident in the array beam output focused
at the signal arrival direction than at an element level. The
FFT spectrum of the 2D intensity distribution shows clearly
the differences of the striation patterns for a fast range-rate,
close range source versus a long range, slow range-rate in-
terferer. The difference in striations can be used as a cue for

detection of a fast range-rate object, which will be addressed
later.

One can take advantage of the above-mentioned differ-
ences between beam striation patterns of the signal, surface
interference, and noise to suppress the contribution of the
interference field and noise thus resulting in an improved
output SNR and signal-to-interference ratio over that of con-
ventional beamforming. The basic objective of the signal
processing algorithm will be to remove the FFT components
associated with the vertical striation lines in the FFT spec-
trum of the 2D intensity surfaces. A simple algorithm is used
to illustrate this approach, based on thresholding the FFT
spectra of the beam intensity function. The threshold is set
by the FFT spectrum of the beam associated with the inter-
fering ship, which is assumed known since the interfering
ship produces the highest beam response in the conventional
beam output. Using Fig. 15 as an example, a threshold is set
at 220 dB from the peak of the FFT spectrum surface. This
identifies a filter grid consisting of practically a vertical strip
covering 3 bins from 99 to 101 in the axis. This filter grid is
applied to all the beams. This filter has the effect of remov-
ing most of the interfering signal at the expense of removing
some energy of the signal. Note that the sidelobe leakage
from the interfering source is also removed by this process-
ing.

The ~simulated! data are processed as follows. We select
10 blocks of overlapping data: each block covers 100 units
of time and is spaced at 10 units of time apart from the next
block. Each block of data is used to generate a 2D~time-
frequency! beam intensity surface and its FFT spectrum. The
contributions of the vertical striation components are re-
moved from the FFT spectra, which are then integrated to
generate the beam power. Figure 16~a! shows the conven-
tional beam output at 10 time intervals~from Fig. 7!. Figure
16~b! shows the beam power using the new processor. We
note that between Figs. 16~b! and ~a!, the interference field

FIG. 13. Two-dimensional FFT spectrum of the beam intensity surface
shown in Fig. 12. Thex and y axes are the Fourier transform variables
conjugate to time and frequency. Beam striation is indicated by the slope of
the spectrum line.

FIG. 14. Beam intensity as a function of frequency and time steered to the
surface ship, located at the broadside direction. Same frequency and time as
in Fig. 8 caption.

FIG. 15. Two-dimensional FFT spectrum of the beam intensity surface
steered to the surface ship, as shown in Fig. 14. Thex and y axes are the
Fourier transform variables conjugate to time and frequency. The spectral
line is practically vertical.
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has been suppressed by 5–7 dB relative to the signal. Also
we note that multipath arrivals are beginning to be resolved
in Fig. 16~b!.

Finally, we consider the case when the signal and inter-
ferer are located at the same bearing, i.e., 0°. This is the most
difficult case for signal detection as the signal is usually
masked by the interferer in the conventional beam outputs.
But if the signal is close in and has a fast range rate, it will
display a striation pattern which can be cued for signal pres-
ence. Figure 17 shows the broadside beam spectrogram as a
function of time for the second scenario case~see above!,
where a loud surface ship is present in addition to the sub-
merged signal. A nonvertical intensity striation pattern is
suggested by Fig. 17. This pattern could suggest the presence
of the submerged source. However, in practice, such a pat-
tern could be distorted by the noise making it less noticeable.
Figure 18 shows the FFT spectrum which could be used to
discriminate against the noise and the distant, slow-moving
~slow range-rate! surface ship. The presence of a nonvertical
spectral component in the 2D FFT spectrum would be a cue
for a close range, fast range-rate source.

V. SUMMARY AND DISCUSSIONS

This paper analyzes the beam intensity striation patterns
as a function of frequency and range for a horizontal line

array obtained by conventional beamforming. The numerical
examples clearly illustrate that the signal striation is better
displayed by the beam intensity spectrum than the intensity
at the element level due to the enhancement of signal by the
array signal gain. Note that at the element level, the signal
striation is often masked by an interfering field and noise
when the signal is weak.

Analytical expressions were derived in this paper for the
beam intensity as a function of frequency and range. Both
analytical analysis and numerical simulations show that the
beam intensities in the signal arrival directions exhibit the
same striation pattern as that~predicted by the theory! for a
single element. For a broadside signal, the beam intensity
distribution is identical to that of a single element, enhanced
by a constant signal gain. For a nonbroadside signal, the
beam intensity level is modified by a frequency-bearing de-

FIG. 16. The results of array processing which shows that the surface ship
contribution has been suppressed in the array beam output~b! as compared
with conventional beamforming output~a!.

FIG. 17. Beam intensity as a function of frequency and time steered to the
broadside direction, the bearing of both the target and the interference
source. Same frequency and time as in Fig. 8 caption.

FIG. 18. Two-dimensional FFT spectrum of the beam intensity surface
shown in Fig. 18. Thex and y axes are the Fourier transform variables
conjugate to time and frequency.
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pendent signal gain. Despite the detailed intensity variations,
the beam striation pattern~slope! remains the same as pre-
dicted by the theory. For signals originating from near end-
fire directions, the beam striation is better exhibited using the
signal-arrival beam than the signal-look beam.

For nonsignal look beams~sidelobes!, the beam inten-
sity exhibits a frequency-modulated pattern associated with
conventional beamforming~i.e., the modal beam sidelobe
patterns! rather than the striation pattern of the signal.

Signal striation can be used as a cue for the presence of
a fast range-rate, close range target among the noise and
interference background, even when the signal and interfer-
ence source are at the same bearing. Array processing can be
improved by taking advantage of the difference in beam
striations between the signal, interference source, and ocean
noise. Numerical simulations in the SWellEX-96 environ-
ment showed a 5–7 dB suppression of the surface interferer.
Actual improvement will depend on the array size, fre-
quency, and features of the interference source. Although we
have simulated the beam striations for a particular array con-
figuration, we expect that the general features of our simula-
tions and our conclusions will hold for other array configu-
rations and design frequencies due to the invariant nature of
the striation pattern. It should be pointed out that while the
signal stayed in a fixed bearing for the above shown ex-
amples, the processing can be generalized to a source chang-
ing range and bearing at the same time. For the latter case,
the beam spectrogram will be replaced by the scissorgram
that follows the target.15
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Far-field weak scattering theory is applied to the case of high-frequency broad-bandwidth acoustic
scattering from a thermally generated buoyant plume in a controlled laboratory environment. To first
order, the dominant scattering mechanism is thermally driven sound-speed variations that are related
to temperature deviations from ambient. As a result, the received complex acoustic scattering is a
measure of the one-component three-dimensional Fourier transform of the temperature difference
field measured at the Bragg wave number. The Bragg wave number vector is the difference between
the scattered and incident wave vectors. Solving for its magnitude yields the Bragg scattering
condition; this is the Fourier component of the plume variability that produces scattering. Results
are presented for multistatic scattering from unstable and turbulent plumes using a parallel scattering
geometry. The data justify application of the far-field weak scattering theory to the present case of
a thermal plume. As a consequence, quantitative results on medium variability can be inferred using
high-frequency broad-bandwidth acoustic scattering. Particular attention is given to the role of
anisotropy of the variability of the scattering field in determining the validity of far-field Bragg
scattering. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1542647#

PACS numbers: 43.30.Ft, 43.30.Vh@DLB#

I. INTRODUCTION

High-frequency broad-bandwidth acoustic scattering in
water is of considerable interest to the physical and biologi-
cal oceanographic communities. Since sound traveling
through a medium will scatter due to impedance changes, it
is of interest to explore whether it is possible to exploit these
changes as a means to remotely measure medium variability
such as fluctuations in the density, sound speed, or fluid ve-
locity. Where these variations are such that weak scattering
theory can be applied to describe the behavior of the sound,
and that the scattering volume satisfies the far-field condi-
tion, quantitative spatial information of the medium variabil-
ity can be obtained from the acoustic scattering process.1,2

Factors such as the presence of particulates and biolog-
ics in the water column also contribute to scattering and im-
pede interpreting the received acoustic scattering signal just
in terms of medium variability. Scattering from particulates
can have similar and many times greater magnitude scatter-
ing strengths than that from impedance fluctuations of the
medium. Thus, relying on signal level alone to determine the
source of scattering can lead to interpreting incorrectly the
acoustic data in terms of the type of scattering occurring. To
avoid the uncertainty in knowing the source of the scattering,
detailed knowledge of the scattering volume and scattering
process is necessary. This information is also necessary to
ground truth the acoustic scattering; however, such ground-
truth information is often difficult to acquire.

Possibly the first calibratedin situ acoustic scattering

experiment with accompanying environmental data was re-
ported recently by Seimet al.3 The experiment used
downward-looking 120- and 200-kHz calibrated transducers
in a salt-stratified tidal channel near Puget Sound, Washing-
ton. The environment contained energetic turbulent mixing
events and was a near-ideal location to investigate acoustic
scattering from turbulence and to make comparisons with
environmental measurements. An advanced microstructure
profiler was used to measurexT , the turbulent thermal vari-
ance dissipation rate and«, the dissipation rate of turbulent
kinetic energy. A Batchelor spectrum was employed to ex-
tend the measured temperature gradient spectrum beyond
sensor capabilities. This allowed a spectral comparison be-
tween the environmental measurements and the acoustic
scattering measurements at the same wave numbers. Seim
et al.3 found instances when the environmentally measured
turbulence was large enough to account for the observed
acoustic scatter. For the most part, however, the observed
scattering strengths were higher than what the measured tur-
bulent levels predicted. In most instances the scattering was
likely due to particulates and biologics in the water column.
Although great effort was taken to align the environmental
and acoustic data sets~both spatially and temporally!, un-
equal sampling volume sizes between the acoustically de-
rived and oceanographically derived estimates of scattering
strength led to the greatest source of uncertainty in these
comparisons.

High-frequency acoustic scatter from biologics is ca-
pable of making biological biomass abundance estimates,
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provided supporting information such as classification of
scatterer, number density, and size distributions can be ob-
tained to calibrate the acoustic data. More complex use of the
acoustic scatter to infer scatterer dimensions and bulk mate-
rial parameters is possible through application of various
scattering models.4–10When applied in the forward direction,
material parameters determined from independent measure-
ments are used as inputs for the models and the scattering
function thus obtained can be compared to that derived from
the acoustic scattering. The amount of agreement depends
upon the accuracy of the model, the accuracy of the material
parameters used, and the ability to sample, both environmen-
tally and acoustically, the same volumes. When the scatterer
is known, and the scattering mechanism is well understood
and accurately modeled, the acoustic data can be inverted to
obtain quantitative information on the scatterers.11–15 Simi-
larly, high-frequency acoustic scatter from suspended sedi-
ments in the water column can be used to track regions of
particulates, and in some instances, can yield quantitative
information such as particle size and number density.16–20

Acoustic scatter from small-scale biologics and sus-
pended sediments can be on the same order of magnitude as
regions of intense turbulence.3,4,21,22A first step towards clas-
sification of the source of the acoustic scatter is to understand
the scattering properties for each of the possible sources.
This article focuses on examining the acoustic scatter from
thermally generated turbulence in a controlled laboratory en-
vironment. The equation governing the acoustic scatter has
been well established from first principles for a wave travel-
ing through a region of medium variability.23,24 The article
reports on the application of far-field weak scattering theory
to the case of high-frequency broadband acoustic multistatic
scattering from a thermally generated buoyant plume.

Two previous investigations reported on the frequency
and angular dependence of scattering for a cylindrically sym-
metric laminar plume1 case and on the use of a multistatic
scattering geometry for the unstable and turbulent plume
cases.2 The first set of measurements showed the acoustic
scattering to be the result of thermally generated variability
in the index of refraction. The laminar plume experiment
resulted in a confirmation of the far-field weak scattering
theory with the received complex acoustic scatter propor-
tional to the one-component two-dimensional Fourier trans-
form of the scattering field. An important consequence of
far-field weak scattering theory is the Bragg scattering con-
dition, which is described in detail in Sec. II. This condition
can be used to expand the upper and lower limits of the
spatial frequencies of the scattering field by employing si-
multaneous multistatic measurements with common Bragg
wave numbers.

The Bragg scattering condition also provides an indirect
means of verifying the approximations made to the scattering
theory. For the specific case of the laminar plume, the far-
field and weak scattering approximations used in the theory
resulted in good agreement between the measured acoustic
scatter and a model prediction that used independent tem-
perature measurements.

For the more complex case of the turbulent plume, the
environmental measurements required for intercomparison

are difficult to obtain. This is because of the need to acquire
simultaneous acoustic and environmental data over the same
spatial region and at the resolution of order the wavelength
of the acoustics. However, the validity of the constraint im-
posed by the Bragg scattering condition can be examined.
The Bragg scattering condition leads to a technique whereby
the received complex acoustic scatter obtained from different
scattering angles can be compared in regions of equivalent/
overlapping Bragg wave numbers. The far-field weak scat-
tering theory predicts that the magnitudes of the acoustically
estimated spectra obtained at different scattering angles are
equal at equal Bragg wave numbers.

Unlike the case for the laminar plume, early results from
the turbulent plume measurements did not confirm this pre-
diction, thus suggesting a problem in the application of far-
field weak scattering theory to the turbulent plume. An anti-
parallel scattering geometry experiment was designed to
investigate specifically the cause of the failed prediction.2

The results showed that wavefront curvature effects must be
taken into account to describe properly the instantaneous
scattering from the turbulent plume. Two undesirable conse-
quences of this are:~1! that the received acoustic scatter no
longer represents a one-component Fourier transform of the
scattering field; and~2! that the Bragg scattering condition
cannot be used as a substantiation of the scattering theory.
Because the scattering from the turbulent plume is more
similar to near-field than far-field scattering, the quantitative
information of medium variability contained in the acoustic
scatter appeared to be limited.

However, if instead of examining the instantaneous re-
ceived pressure field associated with scattering from the tur-
bulent plume, the ensemble average of the intensity is used,
the Bragg scattering condition may be recovered. This results
when the variability field has a sufficiently small degree of
anisotropy. The scattered field can then be interpreted in
terms of the wave number spectrum of the temperature field.
It should be noted that for this case, since the scattering field
is distributed throughout the scattering volume, the effective
‘‘average’’ spatial scale of scattering must be much smaller
than the Fresnel radius.

In Sec. II the equation describing the acoustic scatter is
given for the case of far-field weak scattering theory. This is
followed by a description of the Bragg scattering condition.
Subsections include discussions of near-field and beam-
pattern effects on the scattering process and the usage of
ensemble-averaged spectrum for isotropic variability to re-
cover the Bragg scattering condition. Section III describes
the experimental setup, laboratory procedures, and the mea-
surements that are taken. In Sec. IV the results are given for
two dynamically different thermal plumes. These are de-
scribed as the unstable and turbulent thermal plumes. The
summary and conclusions are given in Sec. V.

II. THEORETICAL BACKGROUND

High-frequency broad-bandwidth acoustics is well
suited for studying volume variability in the ocean on mm to
cm scales. The governing equation of motion is developed by
considering the behavior of a sound wave as it travels
through a homogeneous region and encounters a localized
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anomaly.1,2,23–26 This is expressed as the inhomogeneous
Helmholtz equation with a source term representing the scat-
tering due to the anomalous region. The source term is ex-
pressed as a function of three fundamental quantities: the
relative compressibility, the density, and the fluid velocity.
The case considered in this paper is that of acoustic scatter-
ing from a thermal plume where contributions to the acoustic
scatter from density and fluid velocity variability can be ne-
glected, this is shown in the Appendix. The compressibility
or index of refraction changes are due to temperature varia-
tions of the thermally generated plume, to within an order of
magnitude.

The complex acoustic scatter can be described analyti-
cally through the integral form of the Helmholtz equation.
The integral contains the product of the pressure field, the
relative compressibility, and the Green’s function; the vol-
ume of the integral is defined by the source–receiver beam
patterns. When the product of the relative compressibility,
the acoustic wave number, and the length scale typical of the
anomalous region within the scattering volume is small,25

weak scattering theory is satisfied and the incident field,
which can be measured at the volume, replaces the unknown
total pressure field in the scattering volume. Simplification of
the integral expression occurs when the scattering volume is
in the far field of the source transducer. This means that in
this circumstance the acoustic waves incident upon the scat-
tering volume are approximated as planar.

As a consequence of using far-field weak scattering
theory, the received complex acoustic scatter can be written
in terms of a parameter ‘‘m’’ that denotes the spatial symme-
try or dimensionality of the scattering process associated
with the geometrical spreading of the scattered waves. This
results by noticing the similarities that exist between the
one-, two-, and three-dimensional Green’s function solutions
to the Helmholtz equation in the far field. The expression for
the far-field approximation of the Green’s function solution
to the Helmholtz equation inm dimensions, wherem51, 2,
or 3 can be written27

gm~r ,r 8!5~pr !~12m!/222~11m!/2k~m23!/2

3exp@ ikr 2 iks•r 81 ip~32m!/4#. ~1!

The coordinate origin is defined at the center of the scatter-
ing volume;r is the distance from the origin to the receiver;
r 8 is the vector from the origin to the scattering point;k is
the acoustic wave number; andks is the scattered wave vec-
tor. Using the same theoretical development for the acoustic
scatter as presented in a previous paper with the exception of
replacing the three-dimensional Green’s function@J. Acoust.
Soc. Am. 100, 1451–1462 ~1996!, Eq. ~6!# with the
m-dimensional form, the complex acoustic scatter in the fre-
quency domain, neglecting the phase is

ps~v!5po~v!~2pr !~@12m#/2!k~@12m#/2!

3E B~x8!m~x8!exp@2 iK•x8#dmx8. ~2!

It is straightforward to verify that the resulting equations take
on the correct forms whenm51, 2, or 3.ps(v) and po(v)
are the complex acoustic scatter measured at the receiver and

the incident pressure field at the scattering volume;v5ck is
the angular acoustic frequency.m5Dc/c is the relative index
of refraction; B is the source–receiver beam pattern.K is
defined as the Bragg wave number and is the magnitude of
the difference between the scattered wave vector and the
incident wave vector

K5uks2k i u. ~3!

The magnitude of the Bragg wave vector is the product
of twice the acoustic wave number and the sine of the scat-
tering half-angle measured from the forward direction

K52k sin~u/2!. ~4!

Because of the importance of Eq.~4! in this paper, it is
referred to as the Bragg scattering condition.

For a given source–receiver scattering geometry, the
Bragg wave vector is aligned in a fixed direction. The nota-
tion is simplified by choosing a coordinate system such that
the ‘‘x axis’’ is parallel to the Bragg wave vector. This ge-
ometry is illustrated in Fig. 1. Note thex axis is the bisector
of the interior angle defined by the source to scattering vol-
ume and scattering volume to receiver vectors.

The Bragg wave vector number is the Fourier compo-
nent of the scattering-producing field as indicated in Eq.~2!.
The focus of this report will deal with the integral in Eq.~2!
and its interpretation. Consider

fm~K !5
1

~2p!m E B~x8!m~x8!exp@2 iKx8#dmx8, ~5!

where we will use eitherm52 or 3 for the two- and three-
dimensional scattering cases. The integral in Eq.~5! is writ-
ten for the special case when thex axis is aligned with the
Bragg wave number direction. Thus, for this casefm(k)
5fm(kx ,ky ,kz), with kx5K, ky5kz50. The beam-pattern

FIG. 1. Bragg wave number vector scattering geometry. Notice thex axis is
defined as the bisector of the source to volume and volume to receiver cords.
The scattering angleu is measured from the forward direction.
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functionB is taken as a smooth weighting to the integrand in
Eq. ~5!, which is actually an approximation to the one-
component,m-dimensional Fourier transform of the index of
refraction fluctuations. The wave number resolution is pro-
portional to the inverse of the effective scattering volume
defined byB. The acoustical estimate offm , denoted by
gm , is determined by rearranging terms in Eqs.~2!, ~4!, and
~5! yielding

gm~K !5
1

~2p!m h~v!~2pr !~m21/2!

3S 2 sin
u

2D ~@m11#/2!

K2~@m11#/2!5fm , ~6!

where h(v)[ps(v)/po(v) is the transfer function of the
scattering process. The relation between the Fourier trans-
form of the temperature field and that of the index of refrac-
tion, the case considered in this paper, isf5afT , where

a5~1/c!~Dc/DT!.

Due to the finite bandwidth of available transducers,
po(v) can provide information over a limited range of
acoustic frequencies. For a given acoustic bandwidth, the
Bragg wave numbers determined from Eq.~4! and k5v/c
are similarly limited by the bandwidth of the incident acous-
tic pulse. This constraint limits the wave number information
of Eq. ~6!. For example, the laboratory measurements re-
ported in this paper use impulsive incident signals with
10-dB down points at 425 and 725 kHz. At backscattering,
the available Bragg wave numbers for the stated frequency
bandwidth range are between 3607 and 6156 rad/m. The sig-
nificance of the Bragg scattering condition in Eq.~4! is seen
by considering multiple bistatic measurements made in a
common direction at a series of scattering angles. A sche-
matic of this scattering geometry is given in Fig. 2 and is

called the common Bragg direction configuration. In this ar-
rangement the sources and receivers are placed on the perim-
eter of a circle and are directed into the axis of symmetry.
Each source has a corresponding receiver. Note the parallel
Bragg wave vector directions for each source/receiver pair.

One consequence of the broadband Bragg scattering
condition is that multistatic scattering is capable of expand-
ing the bandwidth of the acoustic estimate of the index of
refraction~temperature! spectrum. Thus, when far-field weak
scattering theory is satisfied, high-frequency broadband mul-
tistatic acoustic scattering from medium variability can be
used to resolve more fully the wave number transform of the
scattering field.

Providing a technique to ground truth these ideas is very
difficult. At present there does not exist a quantitative tech-
nique to measure the three-dimensional structure of a tem-
perature~and thus, for the case of a buoyant plume, the index
of refraction! field over the domain of the scattering volume
and at spatial resolutions of the order of or smaller than the
Bragg scattering wavelength. The comparison that is per-
formed in this paper is between the one-dimensional fre-
quency spectrum obtained from a temperature probe and one
derived from the acoustic scattering experiment. Since this is
a limited testing of the theory, an alternative approach is to
examine the constraints imposed by the consequence of
Bragg scattering theory itself.

From the definition offm given in Eq.~5! and estimated
in Eq. ~6! by gm , gm measured at different scattering angles
corresponding to the same Bragg wave number must be iden-
tical, i.e.,

If K5KiùK j , then f i~K !5f j~K !. ~7!

That is,f i(K)5f j (K) for all K which are common to both
Ki andK j ; here, the subscripts denote measurements made
at the i th and j th scattering angles. Equation~7! forms a
basis through which the far-field weak scattering theory can
be at least indirectly verified when applied to the case of the
buoyant plume.

A. Near-field effects

An earlier paper showed that predictions made by the
far-field weak scattering theory do not always hold true when
applied to the laboratory case of scattering from a thermally
generated buoyant plume.2 If K5KiùK j , and f i(K)
Þf j (K), then there must be a breakdown in one of the two
assumptions used to describe the acoustic scattering. These
two assumptions are:~1! the far-field approximation; and~2!
weak scattering theory. The condition for weak scattering
theory to be valid is given bymkD!1, wherem is a char-
acteristic value of the index of refraction on the scale of the
scattering,k the acoustic wave number, andD the character-
istic value of the length scale of the scattering.25 For the
turbulent plume considered here, values of these parameters
are m51023, k53* 103 rad/m, D51* 1022 m, such that
mkD50.03. The condition for weak scattering theory to be
valid is satisfied. This suggests the far-field approximation is
the likely source for the inequality inf i(K)Þf j (K).

When the far-field approximation is not satisfied, higher-
order terms need to be included in the exponential of Eq.~2!.

FIG. 2. Common Bragg direction multistatic scattering configuration. All
source–receiver pairs have a common Bragg wave number vector direction
and thus share the same bisectingx axis.
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Consider, for simplicity, the case of three-dimensional scat-
tering. Results for the two-dimensional scattering case are
entirely analogous. Equation~2! then becomes

ps~v!5po~v!~2p!2r 21k2G, ~8!

where

G~K !5
1

~2p!3 E B~r 8!m~r 8!exp@2 iKx81 ikz#dr 8

5
1

~2p!3 E
V
m~r 8!exp@2 iKx81 ikz#dr 8, ~9!

and the phase correction term,z, to lowest order is given by
z5(x82 cos2(u/2)1y82 sin2(u/2)1z82)/r . Note thatgm with
m53 of Eq. ~6! is the acoustic estimate ofG if z50. The
notation of subscripting the second integral in Eq.~9! with V
indicates that the beam-pattern weightB is used over the
volume domain of integration. The beam pattern acts like a
spatial Hanning window in this integral. Note thatG(K) no
longer represents a Fourier transform of the index of refrac-
tion field, because of the presence of the termz, and thus that
the multistatic scattering configuration in a common Bragg
wave number direction can no longer be employed to extend
the effective bandwidth of the estimated Fourier transform of
the scattering field. The quadratic terms ofz represent wave-
front curvature or near-field-like correction terms to the far-
field approximation.

B. On the nature of Bragg scattering from a turbulent
field

Previous unpublished results for multistatic scattering in
a common scattering direction from a turbulent plume
showed a breakdown of the prediction of the Bragg scatter-
ing condition given in Eq.~7!, i.e., f i(K)Þf j (K) when K
5KiùK j . Typically, the far field of a baffled piston is de-
fined asr /a@1 and r /a@ka, where r is the range to the
field point, anda is the radius of the acoustic source.28 Ap-
proximating the acoustic beam radius at the volume asr b

5r /(ka) and the Fresnel radius29 as r F5Arl/2, then the
previous inequalities can be restated asr b@l and (r F /r b)2

!1. This last inequality implies that when the far-field con-
dition is satisfied, there are many Fresnel zones within the
volume defined by the acoustic beam. Table I shows values
of the various parameters for the experiment described in this
paper, which uses a cylindrical baffled piston.

The presence of many Fresnel zones on the incident
wave front may or may not be desired, depending upon the
relation between the Fresnel radius and the spatial extent of
the scattering mechanism in the direction of the Fresnel ra-
dius ~i.e., perpendicular to the direction of the vector Bragg
wave number!. For instance, consider measuring the scatter-
ing characteristic of a localized, spherical point-like scatterer.
In this case, as the range to the scattering volume increases,
the Fresnel radius increases, and when compared to the con-
stant length scale of the scatterer, the wavefront over the
scattering region appears more planar than spherical. Con-
trast this type of point-like scatterer to one where the scat-
tering mechanism is distributed throughout the entire scatter-
ing volume, such as a turbulent plume with index of
refraction variability. In this case, as the scattering volume is
located further into the far field, the wavefront incident upon
the entire scattering volume appears more spherical than pla-
nar, and in our case more spherical to individual~thermal!
turbulent eddies which produce the scattering. This is a result
of the beamwidth at the volume increasing with range faster
than the Fresnel radius increases with range. This implies
that scattering from a distributed field of scatterers~such as
from the thermal plume used in the measurements in this
article! may be in the near field. This might invalidate the
usage of the far-field approximation, the Bragg scattering
condition, and the ability to obtain an estimate of the Fourier
transform of the scattering field. Far-field scattering requires
that the size of the scatterer in the direction of the Fresnel
radius be smaller than the Fresnel radius. Thus, the degree of
symmetry of a scatterer or, in the case of statistical quantities
such as turbulent spectra, the degree of anisotropy of an en-
semble of scatters will play an important role in determining
whether the Bragg scattering condition can be used to de-
velop a Fourier integral relationship between the received
acoustic field and the scattering field. These issues will be
discussed in detail in the next section. Note aspects of this
have also been discussed by one of the authors in a previous
paper.23 If l is a characteristic scale of the scattering in the
direction perpendicular to the Bragg wave number, then the
criterion for far-field Bragg scattering isl !r F .30 The corre-
lation length of the temperature anomalies for the turbulent
plume considered in this paper in the direction perpendicular
to the plane of scattering~the ‘‘z’’ direction! and thus along a
Fresnel radius can be qualitatively estimated to range be-
tween 0.1 cm, l ,2.0 cm. Thus, for the experiment to be
described in this paper,l can be of order of the Fresnel radius

TABLE I. Table of frequency-dependent values of terms relevant to this section. Acoustic frequencyf, acoustic
wavelengthl5c/ f , sound speedc51500 m/s, acoustic wave numberk52p/l, radius of first Fresnel zone
r F5Arl/2, r 525 cm, radius of beam at scattering volume~at 210 dB! r b55.4r /(ka), a5radius of
transducer51.9 cm~0.75 in.!, number of Fresnel zonesnF52r F /(rl)u r F5r b

, first axial near-field null coming
in from infinity r min5a2/(2l)2l/2, first axial maximum coming in from infinityr max5a2/l2l/4; and also, in
this paper,r /a513.1.

f kHz l mm
k

rad/m r F cm r b cm nF (r F /r b)2 ka
r min

cm
r max

cm

425 3.5 1780 2.1 4.0 3.6 0.3 34 5.0 10.2
525 2.9 2199 1.9 3.2 2.9 0.3 42 6.2 12.6
625 2.4 2618 1.7 2.7 2.4 0.4 50 7.4 15.0
725 2.1 3037 1.6 2.3 2.1 0.5 58 8.7 17.5
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~see Table I! and eddies of the turbulent thermal plume may
not satisfy the criterion of having a sufficiently small spatial
scale in the direction of a Fresnel radius at any instant of
time. This may be why the previous~unpublished! data set
indicated a breakdown of the Bragg scattering condition.
However, if the variability of the temperature field eddies
within the thermal plume are turbulent-like at the scale of the
Bragg wavelength, then it is expected that the ensemble-
averaged received pressure field may result in the far-field
Bragg scattering condition being satisfied and a Fourier inte-
gral recovered. This can occur because in a turbulent field,
although individual turbulent eddies may have a particular
orientation, on average, their orientation is more random and
averaging is expected to bring down the degree of asymme-
try or anisotropy. Note that in classical turbulence theory at
scales of the inertial subrange and smaller31 the three-
dimensional spectrum of the field is isotropic even though
individual eddies are not necessarily~and indeed in general
are not! spherically symmetric. See, for example, numerical
studies on turbulence in Refs. 32–34. Thus, for isotropic
turbulence the far-field scattering condition and the Bragg
scattering condition can then be recovered and the spectrum
of the temperature field estimated acoustically. Realistic
turbulent-like fields may have anisotropy, but it is still ex-
pected that the degree of anisotropy will be less than the
degree of asymmetry of an individual instantaneous eddy. In
the next section criteria for the degree of maximum anisot-
ropy for Bragg scattering to be valid are derived. The reader
again is also referred to Ref. 23 for a discussion of this issue.
Thus, for a turbulent field the scale or wave number of the
scattering will play a critical role in determining this issue of
isotropy. If the Bragg wave number is of the order and/or
greater than a characteristic inertial subrange wave number31

it is expected that isotropy or near-isotropy should hold. Al-
ternatively, as we will show in the next section, acoustic
scattering provides a mean of assessing whether in fact the
turbulent field has this level of isotropy.

C. Recovering the Bragg scattering condition

Using Eq. ~9!, consider the ensemble average of re-
ceived acoustic intensity

C5^G8G8* &

5
1

~2p!6 E
V
E

V
dr 9dr 8^m8~r 9!m8~r 8!&

3exp@2 iK ~x92x8!1 ik~z92z8!#

5
1

~2p!6 E
V
E

V
dr dr̃ R~r !expF2 iKx

1
2ikxx̃ cos2 u/2

r
1

2iky ỹ sin2 u/2

r
1

2ikzz̃

r G , ~10!

where the variables in the second equation above have been
changed according tox5x92x8 andx̃5(x91x8)/2, and^¯&
indicates an ensemble average. In Eq.~10!, note that we have
defined the fluctuating pressure field in terms of the fluctu-
ating index of refraction field by use of the prime notation,

namely G8(r 8,t)5G(r 8,t)2^G(r 8,t)&, and m8(r 8,t)
5m(r 8,t)2^m(r 8,t)&. Using the definition of the index of
refraction spectrum as R(r 92r 8)5*F(k)exp@ik•(r 9
2r 8)#dk, Eq. ~10! leads to

C5
1

~2p!3 E
V
dr̃ FS K1

2kx̃ cos2 u/2

r
,
2kỹ sin2 u/2

r
,
2kz̃

r D .

~11!

Note that Eq.~11! can be interpreted as a spatial average of
the wave number spectrum centered at the Bragg wave num-
ber. At this point no assumption on the nature of the spatial
structure ofF has been made. Let us write the integrand of
~11! as

F~K1Dkx ,Dky ,Dkz!, ~12!

where

Dkx5
2kx̃ cos2 u/2

r
, ~13a!

Dky5
2kỹ sin2 u/2

r
, ~13b!

Dkz5
2kz̃

r
. ~13c!

Equation~12! can be interpreted as the wave number spread
on the spectrumF due to the effect of the Fresnel phase
terms. If these terms can be neglected, i.e.,Dkx'Dky

'Dkz'0, then use of Eq.~12! in ~11! yields

C5~2p!3VF~K,0,0!5~2p!3VF~K !. ~14!

Thus, the Bragg scattering condition is recovered and the
received spectrum is proportional to the spectrum of media
variability producing the scattering. Clearly,Dkx , Dky , Dkz

in Eq. ~12! represents the wave number shift~and on aver-
aging the wave number smearing! of the integral of Eq.~11!.
The criterion for neglecting these quantities is easily estab-
lished since the typical maximum spatial extent of the scat-
tering volume in any one direction is approximately 2rub ,
whereub>2.7/(ka) is a characteristic half-beamwidth angle;
then, the criterion for neglecting the first term, Eq.~13a!, is
Dkx!K

2ub cot~u/2!cos~u/2!!1. ~15!

Except for cases of very near-forward scattering, whenub

'u/2, Eq. ~15! is well satisfied for sufficiently small values
of ub . This will be the case for the experiment described
below. Criteria for establishing the neglect ofDky , Dkz are
dependent upon the spatial asymmetry of the variability
along the three spatial axes.

Let ay and az be the degree of anisotropy ofF in the
‘‘ y’’ and ‘‘ z’’ direction relative to the ‘‘x’’ axis, and let us
assume that thex axis of the Bragg direction is aligned in the
direction of the smallest principal axis of symmetry; then,
both ay<1 and az<1. It follows that F(K,ky ,kz)
'F(K,0,0) if

Dky!ayK, ~16a!

and
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Dkz!azK, ~16b!

and Eq.~14! follows, which recovers the Bragg scattering
condition for the wave number spectrum. To establish the
criterion for this, substitution of Eqs.~13a! and ~13b! into
~16a! and ~16b! yields

2ub sin~u/2!!ay , ~17a!

2ub!az sin~u/2!. ~17b!

For the scattering angles used in the experiment of the paper,
these conditions are approximated by

ub!ay,z . ~18!

Thus, if the degree of anisotropy parameteray,z is not
smaller thanub the Bragg scattering condition can be ap-
plied. This result also holds for the two-dimensional scatter-
ing case associated with~two-dimensional! turbulent-like
variability.

To obtain the acoustical estimate of the three-
dimensional case we substituteg3 from Eq.~6! into Eq.~14!
using the definition of the wave number spectrum to obtain
for the acoustically derived three-dimensional wave number
the estimate of index of refraction, namely

C3D~K !5
1

V~2p!3 uh~v!u2~2pr !2~2 sin~u/2!!4K24,

~19!

whereV is the scattering volume defined by the beam-pattern
intersection. Analogously, we can obtain the estimate for the
two-dimensional scattering case, which can be shown to be

C2D~K !5
1

A~2p!2 uh~v!u2~2pr !~2 sin~u/2!!3K23,

~20!

whereA is the area of the two-dimensional scattering field.
For the case of the baffled pistons used in the experiments
defined below, we takeV5L A with L55.4 r /(ka), the ver-
tical extent of the scattering volume defined to the 10-dB
down point, wherer is the range from the receiver to the
scattering volume anda is the transducer radius. The ratio of
the three-dimensional estimate to the two-dimensional esti-
mate is then found to be

C3D~K !

C2D~K !
50.2a. ~21!

Thus, the three-dimensional estimate will scale with Bragg
wave number the same as the two-dimensional estimate and
differ by a factor of ordera. Equation~21! will have a very
important consequence in comparing the acoustically esti-
mated index of refraction spectrum of the plume with that
derived from a direct measurement of index of refraction
~temperature!. For Eqs.~19!, ~20!, and ~21! to be valid, the
condition in Eq.~18! must hold.

III. EXPERIMENTAL SETUP

The laboratory consists of a 23231.2-m polypropyl-
ene tank filled with fresh tap water and filtered down to 5
microns. Glass windows are located on each side of the tank,

allowing use of a laser shadowgraph system to image the
thermal plume and qualitatively monitor its condition. The
heating element used to generate the plume is inside a cylin-
drical stainless-steel housing having outside diameter of 1
cm, 3.8 cm high, elevated 6 cm above a bottom mounting
plate and located 25 cm below the horizontal scattering
plane. The input power to the heating element is controlled
with a Variac with a maximum output power of 50 watts. The
acoustic volume is centered on the plume axis by using a
ring assembly system to mount the transducers. The assem-
bly consists of a plate having a 50-cm-diameter inner radius
around which transducers are placed in 10-deg increments.
For this work, three pairs of reciprocal source–receiver
transducers were used, each having 10-dB down points at
425 and 725 kHz. The transducers have a crystal diameter of
1.5 in. and are well modeled by baffled pistons.

The transmitted acoustic pulses are generated using an
arbitrary waveform generator consisting of a single-cycle
pulse with center frequency at 500 kHz and amplified with
2-kW amplifiers. Each of the three source transducers is
stimulated separately with a 1-ms time lag between transmis-
sions, thus sufficiently reducing tank reverberation yet still
allowing interrogation of essentially the same scattering
field. Since the nominal plume velocity in the vertical is 3
cm/s, typical vertical displacement over 2.0 ms~the time
delay from the stimulus of transmitter 1 until transmitter 3 is
fired! is approximately 0.06 mm, which has a negligible ef-
fect on the results. Each receiving channel is range gated
such that for each ping the acoustic scatter from the plume is
centered in the 512 samples that are digitized at 5 MHz. The
system repetition rate is 67 Hz, and 2048 waveforms per
channel are collected. The high repetition rate allows for
estimating one component of the turbulent velocity using a
coherent acoustic Doppler technique and is a subject of con-
tinuing research. Incident acoustic signals at the scattering
volume are measured by placing the receiving transducer di-
rectly facing the source transducer across the ring.

A Seabird SBE 3-01/F fine-structure temperature probe
is also placed on the plume axis 7.5 cm above the horizontal
acoustic scattering plane. The probe has a measured
e-folding time of 67 ms. Temperature time series measure-
ments are sampled at 60 Hz and made simultaneously with
the acoustic scattering measurements. Because of the inho-
mogeneous nature of the plume turbulence, the spectral esti-
mates made 7 cm above the scattering volume differed from
the estimate made at the center of the volume. Thus, tem-
perature measurements are also made both before and imme-
diately after the acoustic measurements, with the temperature
probe, however, moved to the center of the scattering vol-
ume.

IV. RESULTS

The data collected for the measurements made in the
common Bragg scattering configuration~Fig. 2! direction
have scattering angles of 80, 120, and 160 deg measured,
respectively, from the forward direction for each of the three
source–receiver pairs used. The fluctuations about the mean
are used for the analysis and are determined by removing the
mean waveform for each channel from each waveform of the
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respective channel. That is, let thenth ping received on the
i th channel be represented bypi(t j ,tn); the variablet j rep-
resents the time of the sampled points per ping, while thetn

is the repetition or ping interval. For this paper,i 51, 2, or 3;
j 51,...,512; andn51,...,2048. Thet j can be converted to a
spatial coordinate through the relationxi , j5ctj /(2 sinui/2),
while the Bragg wave numbers for each channel are deter-
mined byKi52k sin(ui/2). The mean waveform for thei th
channel is then expressed byp̄i(t j )5^pi(t j ,tn)&, so that the
fluctuations of thei th channel are represented bypi8(t j ,tn)
5pi(t j ,tn)2 p̄i(t j ). The angle brackets represent an en-
semble average over theN52048 waveforms taken for each
experiment. It is assumed thatm does not vary over time
scalestn which are of order tens of microseconds. Note that
the Fourier transform ofp8 on t is G8.

A. Unstable plume

For the purposes of this paper, the buoyant thermal
plume has three different dynamical regimes denoted by
laminar, unstable, and turbulent flows. These regimes are ob-
tained by varying the input power to the heating element.
Nominally, the plume remains laminar at the height of the
scattering plane for an input power level less than 25 W. An
unstable plume exists for input power levels between 25–35
W and turbulent for power levels greater than 35 W. It should
be noted, however, that these power levels might shift by as
much as 50% in either direction over the period of hours. For
the data presented in this section, the unstable plume is gen-
erated with an input power level of 35 W. The unstable
plume for this case is characterized by a slow oscillation in

FIG. 3. ~a! Common Bragg wave
number spectrum of index of refrac-
tion fluctuations for the unstable
plume att522.575 s. The spectrum is
formed by combining data from three
separate receiver channels correspond-
ing to scattering angles of 80 deg
~dashed!, 120 deg ~dotted!, 160 deg
~solid!. The black dots are an interpo-
lation of the three curves over the en-
tire range.~b! Time series of the inter-
polated common Bragg wave number
spectrum of index of refraction fluc-
tuations@black dots of~a!# for the un-
stable plume case.~c! Temporal mean
wave number spectrum calculated
from ~b!, the case of the unstable
plume.
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the horizontal plane, giving rise to a sinusoidal-like plume
structure in the vertical direction with a nominal vertical
wavelength of 5 cm.

Consider the three-dimensional spectrum of the index of
refraction field, which we will estimate withC3D , using Eq.
~19! in the common Bragg scattering configuration. Figure
3~a! showsC3D for an unstable plume at 22.575 seconds into
a 30.72-s measurement run. The dashed, dotted, and solid
lines are the contributions toC3D from the 80-, 120-, and
160-deg scattering angle data sets, respectively. An estimate
of C2D , using Eq.~20!, will yield the exact same figure but
differing by the factor 0.2a as discussed and shown by Eq.
~21!. @Note that the units would be different also, i.e.,
~rad/m!22 instead of~rad/m!23.# The strong degree of over-
lap suggests that the Bragg scattering condition is well sat-
isfied, but at this stage of analysis we cannot say if scattering
from the unstable plume is a process which is more three-
dimensional than two-dimensional. We will return to this
point later.

Returning to the very good agreement in the spectral
magnitude in the regions of overlapping Bragg wave num-
bers, these occur between channels 1 and 2 for wave num-
bers from 2000 to 3000 rad/m and for channels 2 and 3 from
3500 to 5500 rad/m. Noteworthy is the presence of deep
nulls in the wave number spectrum, indicative of sharp tem-
perature gradients in the thermal plume.

A contour plot ofC3D(K,t) versus Bragg wave number
and time is shown in Fig. 3~b!. All three channels of data are
combined into one matrix, sorted by wave number compo-
nent, and interpolated over an evenly spaced set of wave
numbers corresponding to the range of Bragg wave numbers
available from the scattering measurement. Note the smooth
variation in the magnitude of the spectrum as a function of

wave number. This is seen throughout the 30-s time series
measurement and indicative of the success of the common
Bragg wave number comparisons. The periodicity in the
spectrum is evident as expected for an unstable plume. It is
interesting to examine the slope of constant contours in the
spectrum, indicative of constant null spacing in the spectrum
throughout the time series. There results a typical value of
DKx /Dt51250 rad/(ms) to 2500 rad/~ms!. Laser shadow-
graph observations suggest in the vertical direction (lz

55 cm, T51.7 s) a value ofDKz /T574 rad/(ms). The ra-
tio of these two quantities results in an estimate for the
length scale of horizontal variability betweenl x5 l z/17
52.9 mm andl x5 l z/3451.5 mm.

If the temperature profile is modeled as a cylinder, then
the solution for the scattered pressure will vary asJ1(Kb),
whereJ1 is the Bessel function of order one, andb is the
radius of the cylindrical plume profile. Except for the first
pair, the spacing between the first few zeros ofJ1(x) is con-
stant (Dxi53.83,3.19,3.15,3.15,3.15!. Given an estimate for
b of 2.5 mm from above, the firstDx can be safely ignored
since that null occurs atK51530 rad/m, which is outside of
the available Bragg wave number bandwidth. From Figs.
3~a! and ~b!, an estimate of the plume width is found by
measuring the null spacing in wave number and calculating
b5Dx3 /DK. Typical DK values between nulls range from
1200 to 2000 rad/m; these correspond to estimates ofb be-
tween 1.6 and 2.6 mm. These estimates are in close agree-
ment with the value of 2.4 mm associated with the laminar
plume described in an earlier paper.1

Figure 3~c! is the mean three-dimensional wave number
spectrum of the index of refraction fluctuations for the un-
stable plume. The spectrum includes data from all three
channels and indicates the good agreement between the re-

FIG. 3. ~Continued.!
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gions of overlapping Bragg wave numbers. For the unstable
plume, the spectrum in the given wave number range falls
off rapidly at a power law ofK29.

The wave number frequency spectrum, defined by

C3D~K,v!5
~2p!4

TV
^g38~K,v!g38* ~K,v!&, ~22!

whereg38(K,v), is the Fourier transform in time ofg38(K,t)
from Eq. ~6!, K is the Bragg wave number,V the scattering
volume, andT the total time over which the data were
sampled. Figure 4 clearly shows the periodicity of the un-
stable plume over the entire bandwidth of wave numbers
with the peak magnitude occurring between 3 and 4 rad/s
and a second local maximum around 7 rad/s. From the rela-
tionship ofv5nkz and using 3.5 rad/s forv and 3 cm/s for
n, the value for the wavelength of the oscillation in the ver-
tical direction is 5.4 cm. This is in close agreement with laser
shadowgraph observations.

To compare the acoustically derived results with those
from the temperature probe we need to convert the acoustic
wave number frequency spectrum to a frequency spectrum,
since the temperature probe is limited to a point time series
measurement. An acoustically estimated one-dimensional
frequency spectrumC~v! is formally related to the three-
dimensional wave number/frequency spectrum by

C3D~v!5E d3k8C3D~k8,v!, ~23!

and to a two-dimensional wave number/frequency spectrum
by

C2D~v!5E d2k8C2D~k8,v!. ~24!

Since we only have wave number information in one
direction we need to make an assumption about the statistical

nature of the variability in the other two spatial directions.
The assumption that we make~under the criteria developed
in Sec. II! is that of spatial near-isotropy over the Bragg
wave number range~which corresponds to mm range spatial
scales!, which then results in

C3D~v!5~4p!E
k1

ku
dk8 k82C3D~k8,v!, ~25!

where kl and ku are upper and lower limits of integration
defined by the finite bandwidth used in the experiment. If a
two-dimensional scattering process were assumed and Eq.
~24! utilized again with the same assumption, then the fre-
quency spectrum would be

C2D~v!52pE
k1

ku
dk8 k8C2D~k8,v!. ~26!

Using Eq.~21!, such that

C3D~K !50.2aC2D~K !, ~27!

results in

C3D~v!'K* aC2D~v!@C2D~v!, ~28!

where K* is a characteristic wave number whose value is
expected to be betweenkl andku , and depends on the details
of the integration. Thus, if one uses a three-dimensional es-
timate, the estimateC3D(v) will be much larger than that
from a two-dimensional estimateC2D(v) by the factor
K* a. This can be understood by the fact that a two-
dimensional scattering process is coherent in the third di-
mension, which in our case would be along the axis of the
plume. A field of three-dimensional scattering would have
many independent scatters distributed along the axis of sym-
metry. The ratio of the intensities of the two cases would be
expected to vary as the number of independent samples and

FIG. 4. Wave number/frequency spec-
trum of index of refraction fluctuations
for the unstable plume case. Same data
as those used in Fig. 3~b!.
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would be of orderK* a, which agrees with the above analy-
sis. Thus, a three-dimensional scattering process would re-
quire a higher level of variability in general than a two-
dimensional one, since the two-dimensional process is by
definition coherent in the third dimension. Equation~25!
@and/or Eq.~26!# can be used for comparison with the one-
dimensional spectrum estimated from the temperature probe
measurements. The spectrum estimated from the temperature
probe is corrected for the probe response time and converted
to index of refraction. The one-dimensional spectral com-
parisons are shown in Fig. 5. The acoustically and mechani-
cally ~temperature probe! estimated spectra both contain
peak values at 3.7 and 8 rad/s. The magnitude of the tem-
perature probe-derived spectra is about an order of magni-
tude larger than the acoustically derived one. This is not
unexpected, due to the acoustic estimate resulting from a
bandlimited measurement and the assumption of isotropy for
the unstable plume, which may not be valid. However, ap-
plication of the isotropy assumption to scales of order the
Bragg wave number~;mm wavelengths! might be expected
to be a relatively good approximation, since some level of
small-scale turbulence is present in the unstable plume case
and turbulence at these scales is expected to be isotropic.31 It
is also interesting to note that it can be shown that the as-
sumption of isotropy, analogous to the argument presented in
contrasting two- and three-dimensional scattering, results in
an upper bound estimate of the frequency spectrumC~v!.
That the acoustic estimate is below that from the temperature
probe suggests that the explanation for the difference in these
curves is that there are contributions to plume temporal vari-
ability from a range of spatial scales larger than that which
can be resolved by the common Bragg wave number tech-
nique and would correspond to wave numbers~frequencies!
below the resolution of the transducers being used.

B. Turbulent plume

Analysis similar to the unstable plume is conducted for
the acoustic scattering from the turbulent plume. Figure 6~a!
is a record of the three-dimensional wave number spectrum
of the index of refraction fluctuations,C3D(K,t), of the tur-
bulent plume att522.575 s. This figure shows the results of
common Bragg wave number configuration for the three-
channel multistatic measurement. In the regions where there
are common Bragg wave numbers between adjacent chan-
nels, the magnitude of the wave number spectrum between
the channels is in good agreement but does contain regions
of divergence between the channels. The pronounced struc-
ture that is present in the spectrum is typical for scattering
from the turbulent plume. The nulls in the wave number
spectrum can be as much as 30–40 dB below the mean spec-
tral value. It should be noted that ping-to-ping records of the
spectrum tend to remain highly coherent. The deep nulls in-
dicate that the turbulence has a low Reynolds’ number and
thus is not fully developed. Figure 6~b! is a contour plot of
the entire time series wave number spectrum of the index of
refraction fluctuations for the turbulent plume. One of the
first noticeable features in this figure, especially when com-
pared to Fig. 3~b! of the unstable plume, is the absence of the
periodic nature of the spectrum. As expected, the surface plot
appears almost random in comparison, although there is still
noticeable structure at smaller scales. Figure 6~b! also indi-
cates the smoothly varying continuity over the entire band-
width of wave numbers for the three-channel multistatic
measurement. It is evident that the spectrum rolls off with
increasing wave number, as expected for turbulence. The
mean value of the three-dimensional wave number spectrum
is given in Fig. 6~c!. The solid black line represents the
211/3 power law expected for classical turbulence and is
given for comparison with the acoustically estimated wave

FIG. 5. One-dimensional spectrum of
temperature for the unstable plume
case. The dashed curve is calculated
by using a thermometer with a correc-
tion for the high-frequency response
included. The solid curve is the acous-
tically derived one-dimensional spec-
trum, calculated by integrating Fig. 4
over ‘‘three-dimensional’’ wave num-
ber space assuming isotropy.
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number spectrum.31 The acoustically estimated spectrum
rolls off slightly faster than classical turbulence, not an un-
expected result given the structure of the spectrum in Fig.
6~b! showing the nulls and the low value of the Reynolds
number.

Figure 7 is a contour plot of the wave number/frequency
spectrum for the data represented in Fig. 6~b!, namely
C3D(K,v). Smoothly varying structure is noticeable
throughout the entire wave number/frequency spectrum.
There is also a perceptible trend in the spectrum such that the
largest spectral values tend to coalesce to a confined region
and form an apparent wave number-frequency dependence. A
closer examination of these trends indicates that the slopes

along the edges of the coalesced regions have nominal values
between 0.5 and 3 cm/s. These values are well within the
velocities expected for the turbulent plume, with maximum
value of 3 cm/s associated with the mean vertical advection,
and the lower value likely due to the turbulent eddies within
the plume. Although not a part of the present work, coherent
Doppler estimates from the acoustic scatter suggest the
broadband averaged rms value for the fluid velocity of the
present data set yield approximately 2 mm/s.

The one-dimensional spectral comparison of the index
of refraction fluctuations in the turbulent plume between the
acoustical and temperature probe estimates is given in Fig. 8.
These calculations were performed in the same manner as

FIG. 6. ~a! Common Bragg wave
number spectrum of index of refrac-
tion fluctuations for the turbulent
plume att522.575 s. It is formed by
combining data from three separate re-
ceiver channels corresponding to scat-
tering angles of 80 deg~dashed!, 120
deg ~dotted!, 160 deg ~solid!. The
black dots are an interpolation of the
three curves over the entire range.~b!
Time series of the interpolated com-
mon Bragg wave number spectrum of
index of refraction fluctuations for the
turbulent plume. It is formed by com-
bining data from three separate re-
ceiver channels corresponding to scat-
tering angles of 80 deg~green!, 120
deg~blue!, 160 deg~red!. ~c! Temporal
mean wave number spectrum calcu-
lated from. The dashed line of211/3
is the power law expected for an iso-
tropic turbulent spectrum.

1364 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 J. Oeschger and L. Goodman: Acoustic scattering from a thermally driven plume



described for the unstable case. Between 20 and 50 rad/s
there is remarkably good agreement between the two types
of measurements, both in terms of magnitude and roll-off.
Note that the acoustically estimated spectra levels off below
30 rad/s. Using an advection velocity for the plume of 1.5
cm/s yields a cutoff wave number of 2000 rad/m, which is of
order of the lowest estimated wave number of 2300 rad/m,
which can be estimated from the Bragg scattering geometry
employed. If the acoustic signal were extended to lower
wave numbers by either incorporating smaller scattering
angles in the common Bragg wave number configuration or

by using lower acoustic frequencies, the lower frequency
part of the index of refraction~temperature! field as mea-
sured by the mechanical probe would be able to be esti-
mated.

V. CONCLUSIONS

The issue addressed in this paper is the verification of
application of far-field weak scattering theory to the case of
acoustic scattering from thermally generated sound-speed
variations in water. The motivation for the usage of high-

FIG. 6. ~Continued.!

FIG. 7. Wave number/frequency spec-
trum of index of refraction fluctuations
from a turbulent plume. Same data as
those used in Fig. 6~b!.
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frequency broad-bandwidth multistatic acoustic scatter from
medium variability is a consequence resulting from a predic-
tion of far-field weak scattering theory, namely that the spec-
tral magnitudes must be equivalent for the acoustic estimates
from multistatic data taken coincidently in space and time for
regions of overlapping Bragg wave numbers.

It has been shown that the multistatic acoustic scatter
from both unstable and turbulent plumes validates the pre-
diction made by the far-field weak scattering theory when
ensemble averaging is employed to calculate the wave num-
ber spectrum. This is validated by the overlap of the spectral
estimates shown in Figs. 3~a! and 6~a! for the unstable and
buoyant plumes, respectively. The onlyin situ verification
possible to date for our results has been to compare a re-
duced form of the spectral results, using either Eq.~23! or
~24!, to that obtained from a point temperature sensor. Note
that the common Bragg wave number technique allows both
a space and time measurement of the scattering field,
whereas the temperature measurement only gives the time
variability at a point.

We have also shown that unless somea priori informa-
tion is known about the nature of the dimensionality of the
scattering a two-dimensional inversion will yield the same
shape wave number spectrum as a three-dimensional inver-
sion. See Eqs.~6!, ~27!, ~28!, and the discussion associated
with those equations. The three-dimensional inversion ap-
pears to better describe the structure of both the unstable
plume and turbulent cases. For the turbulent case, the acous-
tically estimated one-dimensional frequency spectrum was in
very good agreement with that obtained by the temperature
sensor over frequency ranges corresponding to the Bragg
wave number; see Fig. 8.

The actual criterion of maximum anisotropy allowed us-
ing far-field Bragg scattering is not overly constraining. To
see this, note as was discussed in Sec. II C the degree of

anisotropy that can be tolerated given by Eq.~17b! is

2ub!az sinu/2'az . ~29!

For our experiment,ub>2.7/(ka), and corresponds to 0.05
<ub<0.08 radians. Thus, the maximum degree of anisot-
ropy which could be tolerated is expected to be of the order
0.1, and we conclude from our experimental results because
of the common overlap of the spectral estimates shown in
Figs. 3~a! and 6~a! that both the unstable and turbulent plume
satisfy this criterion and do not have anisotropy values ofub

less than of order 0.1.
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APPENDIX:

The relative compressibility and density of a region of
medium variability are given bygk5(k2ko)/ko , and gr

5(r2ro)/r, where the compressibilityk51/rc2, wherer
and c are the anomalous density and sound speed,
respectively.21 Expressing these latter variables as the sum of
the ambient value and its fluctuation,~i.e., r5ro1r8 and
c5co1c8), and since the fluctuations are expected to be
small, the relative compressibility is approximated to first
order by

gk>2~2c8/co1r8/ro!. ~A1!

The relative density is approximated as

gr>
r8

ro
. ~A2!

FIG. 8. One-dimensional spectrum of
temperature for the turbulent plume
case. The dashed curve is calculated
by using a thermometer with a correc-
tion for the high-frequency response
included. The solid curve is the acous-
tically derived one-dimensional spec-
trum, calculated by integrating Fig. 7
over ‘‘three-dimensional’’ wave num-
ber space assuming isotropy.
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Given a nominal ambient water temperature of 20 °C and a
maximum temperature difference from ambient of 5 °C, the
terms in Eqs.~A1! and ~A2! are readily determined35 to be
2c8/co50.02, andr8/r520.001. Thus, it is observed that
thermally induced sound speed dominates density for the pa-
rameters given this paper. It should also be noted that effects
due to salinity variability, while the subject of current inves-
tigation, are not pertinent in the present case of scattering
from thermal driven variability in fresh water.

The relevant term for the relative fluid velocity is given
by 2u8/co .1,20 For the case of the buoyant plume having a
nominal vertical speed of 3 cm/s and used as the upper limit
for the fluctuation of fluid velocity, 2u8/co50.000 04 and
can be safely ignored compared to the thermally driven
sound speed.
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The presence of occluded gas in inland lakes, harbor muds, and surficial marine sediments is well
documented. Surficial gassy sediments cause underlying beds to be acoustically impenetrable to
seismic surveys; therefore, the modeling of signal loss arising from mudline reflection and
transmission absorption is of particular interest. The Anderson and Hampton@J. Acoust. Soc. Am.
67, 1890–1903~1980!# model for attenuation in gassy sediments was evaluated against the physical
and acoustical properties of eight laboratory silty clay soils containing different amounts of
occluded gas in bubbles of 0.2- to 1.8-mm diameter. The model was shown to give good agreement
with measured data over the lower frequencies of bubble resonance and above resonance. It did not
agree with measured data at frequencies below resonance, for which the model did not simulate the
bulk properties of the gassy soils. The Mackenzie@J. Acoust. Soc. Am.32, 221–231~1960!# model
for reflection loss was also examined for the gassy soils. The maximum reflection losses of 6 dB, at
a grazing angle of 40°, does not wholly support speculation by Levin@Geophysics27, 35–47
~1962!# of highly reflective pressure-release boundaries arising from substantial reflection and
absorption losses in gassy sediments. It was found that mudlines formed from sediments with
significant occluded gas may be successfully penetrated, although the substantial absorption loss
arising from signal transmission through the sediment prevents penetration of the surficial layers to
much beyond a meter in depth. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1542731#

PACS numbers: 43.30.Ma, 43.30.Pc, 43.30.Vh@DLB#

I. INTRODUCTION

The presence of occluded gas in harbor muds and in
surficial marine sediments is well documented.1–3 It is com-
monly found in loosely compacted silty clay sediments such
as lake beds, river deltas, and harbors where tributary
streams bring a supply of organic matter that settles out with
the silt and clay in comparatively slow moving, deeper wa-
ters. Free ammonia, hydrogen sulfide, or methane gas arising
from anaerobic decomposition may exist either as bubbles
within fluid-filled interparticle voids, or as gas pockets
formed from the solid–liquid matrix.4 Gassy sediments are
often detected by seismic surveys during mapping or explo-
ration, because signal loss due to scatter, reflection, and ab-
sorption may cause these sediments to become acoustically
impenetrable.5–7Although this has initiated some experimen-
tal testing and theoretical modeling to determine the acoustic
properties of gas bearing sediments,8–11 little verifiable
progress has been made in predicting signal losses arising
from reflection and attenuation.

Lyons et al.12 modeled acoustic signals returned from
the gassy sediments of Eckernfoerde Bay, Germany, and
showed sediment scatter to be dominated by the presence of
methane gas bubbles. Gardner and Sills13 showed that com-
pressional wave sound speed in laboratory gassy soils char-
acterized by Gardner14 could be predicted using measure-

ments of the soil’s physical properties and estimates of the
soil’s shear and Young’s moduli. Estimates were based upon
the studies of Wheeler15–17on gassy soils at high mechanical
strain and of Jardineet al.18 on saturated soil at low strain.
The soil’s physical properties were then used by the acoustic
model developed by Anderson and Hampton8 to predict
sound speeds for gassy soils. The expression for attenuation
derived by Anderson and Hampton8 is further developed
from Silberman’s19 expression for gas bubbles in a water
medium by including the term 4G/3 to provide the medium
with the shear rigidity~G! of a sediment. Although they car-
ried out tests on gas-filled plastic bubbles to verify the effects
of bubble resonance, the performance of their attenuation
model has not been investigated to date.

Verified models for reflection losses for non-normal in-
cidence at submerged gasified mudlines are so far unavail-
able, although predictions of normal incident reflection loss
at interfaces of gas bubbles in water give good correlation
with experimental data.20 These indicate substantial losses of
16 dB at frequencies of peak bubble resonance. Some
progress in modeling non-normal incidence has been made
by Mackenzie,21 who further developed Lord Rayleigh’s22

equation to predict the reflection coefficient for a signal nor-
mal to a liquid/liquid interface to accommodate varying sig-
nal grazing angles~between the incident signal and the inter-
face!. Sediment absorption loss was accommodated by
defining the wave number for the sediment as complex to
extend the model to a liquid/sediment interface. Mackenzie’sa!Electronic mail: t.gardner@bham.ac.uk
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model21 has, so far, only been validated for nongassy sedi-
ments. This has been achieved by thein situ measurements
of Mackenzie,21 at signal grazing angles of 12° and 90°~at 4
to 16 kHz!, and by Muiret al.23 at angles of 14° to 78°~at 20
kHz!.

It is believed that gas-induced influences upon signal
absorption that arise from changes in the bulk material prop-
erties of the soil at the interface can be embodied in the
Mackenzie model for calculating reflection loss. Although
this model is currently unable to predict specular reflection at
submerged mudlines over frequencies initiating bubble reso-
nance, it should predict reflection losses for gassy soils at
frequencies below resonance. This is so, since at these lower
frequencies it has been shown that the sediment responds
acoustically as a single phase medium characterized by its
bulk ~combined gas–sediment! elastic properties.8,14 Thus, if
Mackenzie’s expression is used to predict reflection loss us-
ing acoustic properties relevant to the response of gassy soils
at frequencies below resonance, solutions must be valid
within this signal range. In the case of gasified sediments, it
has not been possible previously to validate the Anderson
and Hampton model for attenuation or to use the Mackenzie
model to predict reflection loss, since the comprehensive
structural and material properties required to fully character-
ize a gasified sediment have been unavailable. This is no
longer the case, since Gardner14 recently fully defined the
parameters required by each model to simulate the acoustic
behavior of eight gassy soils.

Therefore, the present study investigates whether mud-
line reflection and transmission absorption loss in gassy soil
may be predicted successfully for the Gardner soils using
current theory. Models developed by Anderson and
Hampton8 for attenuation and by Mackenzieet al.21 for re-
flection were used to predict attenuation and absorption in
the Gardner gassy soils. Predictions were based upon the
soils’ physical properties measured by Gardner,14 and their
elastic properties estimated by Gardner and Sills.13 Predicted
attenuation was evaluated against measured data reported by
Gardner,14 but similar data on measured reflection losses
were unavailable for comparison with predicted reflection
losses. Mackenzie’s model, however, has been validated for
saturated sediments, in which bulk elastic properties deter-
mine the soil’s physical and acoustical behavior. It is there-
fore believed that the validation also extends to gassy sedi-
ments at frequencies below bubble resonance, since at these
frequencies it is again the bulk elastic properties of the soils
that determine their physical and acoustical behavior.8,14 Re-
flection losses predicted by the present study are therefore
considered useful in examining the performance of seismic
surveys over gasified mudlines.

II. METHOD

A. Measured attenuation losses by Gardner „Ref. 15…

The physical properties of the eight laboratory soils,
each of different gas content, reported by Gardner14 are
shown in Tables I and II. These gassy soils were produced
with uniformly distributed spherical bubbles by releasing
methane gas into estuarine silty clay under controlled condi-

tions that simulated the natural process of gas-bubble forma-
tion in sediment. Twenty-five kPa of total stress was applied
to the soil to model the consolidation of a surficial sediment
~1–2 m in depth! in relatively shallow water. Table I shows
soil gas fractions~the proportion of methane gas volume to
total soil volume! from 0.003 57 to 0.198, which encompass
the range of gas contents found in naturally occurring gassy
soils. Table II shows the range of bubble diameters contained
in each soil. Acoustic compressional waves were propagated
through the soil and collected by piezoelectric transmitting
and receiving transducers at the upper and lower soil sur-
faces. These were examined by Fourier analysis. This was
repeated after replacing each soil sample with a liquid of the
same acoustic impedance and signal path length. Attenuation
was found using Eq.~1!

a5
10

L
log10FVs

Vl
G2

, ~1!

whereVs and Vl are the voltage amplitudes of the soil and
liquid, and L is the signal path length for the soil and the
liquid. Absorption losses in the liquid were assumed negli-
gible in comparison with the soil, and transducer transmis-
sion, transducer interface, and radiation losses through the
medium were neglected since in both mediums losses were
equal and were negated by Eq.~1!. Attenuations of the gassy
soils measured by Gardner14 are shown in Fig. 1.

B. Predicting attenuation using the Anderson and
Hampton model „Ref. 1…

Attenuations for the Gardner soils over the frequency
range influenced by bubble resonances were predicted in the
present study using the Anderson and Hampton model8

TABLE I. Physical properties of the gassy soils.

Soil Gas fraction
Degree of

saturation~%!
Bulk density

~kg/m3! Void ratio

50-1 0.198 72 1322 2.311
50-2 0.173 75 1363 2.215
52-1 0.082 87 1513 1.899
52-2 0.115 83 1459 2.003
53-1 0.005 11 99.18 1639 1.674
53-2 0.004 07 99.35 1640 1.674
51-1 0.004 84 99.23 1640 1.674
51-2 0.003 57 99.43 1643 1.667

TABLE II. Diameters and resonance frequencies of bubble groups within
the gassy soils.

Soil

Bubble diameter~mm! Resonance frequency~kHz! for

Minimum size Maximum size
Minimum

bubble size
Maximum
bubble size

50-1 229 1746 793 104
50-2 247 1746 734 104
52-1 276 807 653 223
52-2 348 1605 516 112
53-1 137 458 1302 391
53-2 137 276 1297 649
51-1 137 385 1297 463
51-2 174 669 1039 270
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Parameters are identified in Appendix A, where values are
provided from the physical and acoustic properties of the
Gardner soils. The volume concentration of gas in each
bubble size provided by Gardner14 is accommodated within
the Anderson and Hampton8 constantsX1 andY1 . The dila-
tational modulus of the~solid–fluid! saturated soil matrix
(Ksat) is used in the Anderson and Hampton acoustic equa-
tion, rather than the bulk modulus of the gassy soil~K!. This
is because their equation was developed from Silberman,9

whereK was defined as the modulus of the host component
in a biphasic gassy medium. The same argument applies for

the matrix shear rigidity (Gsat), which was used instead ofG.
In view of acoustic predictions being extremely sensitive to
these particular material properties,13 alternative approaches
were used to calculateKsat and Gsat ~the dilatational and
shear moduli for saturated media!. This ensured that Ander-
son and Hampton’s model8 for attenuation was evaluated us-
ing the best input data available. Case~i! adopts the method
prescribed by Anderson and Hampton to estimate Ksat and
Gsat, for their Eq. ~2!, and case~ii ! describes the method
initially used by Gardner and Sills13 specifically for the
Gardner14 soils. Case~iii ! adopts refined values ofKsat and
Gsat shown by Gardner and Sills to improve the agreement
between the sound speeds measured by Gardner14 and those
predicted by Anderson and Hampton’s model.

FIG. 1. Attenuations of their eight gassy soils measured by Gardner~Ref. 8! ~marked FT in the key!. For direct comparison, attenuations of the same soils are
predicted by the Anderson and Hampton model, using values ofKsat andGsat based on case~i! ~marked theory in the key!. ~Note that symbols do not denote
data points; actual points are at 2.441-kHz intervals.!
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1. Case i—upper bound estimates prescribed by
Anderson and Hampton (Ref. 8)

Dynamic measurements on saturated mediums were
used to provide upper bound values of sound speed.Gsat

~0.13 GPa! was estimated from dynamic measurements on
saturated surficial sediments by Smith24 and Hamilton,25 and
the correspondingKsat ~3.65 GPa! was calculated using ex-
pressions for moduli developed by Gassman.26

2. Case ii—lower bound estimates taken from Jardine
et al. (Ref. 18), Wheeler (Refs. 15 –17)

Gsat ~0.05 GPa! was estimated from the high-rate, load-
displacement soil tests of Jardineet al.18 at strains of 0.01%,
since this was appropriate to acoustic signals of strain 0.01%
to 0.001%. The value ofKsat ~4.211 GPa! that corresponded
with this value ofGsat was obtained from the experimental
work of Wheeler15–17 on saturated soils prepared from the
same soil batch and in the same manner as the Gardner large-
bubble soils. This procedure is justified, since it is evident
from Wheeler and Gardner27 that bulk properties of the
Gardner soils14 estimated from these sources produce sound
speeds that agree well with the measured data at frequencies
below bubble resonance.

3. Case iii—Refined estimates

Gardner and Sills13 more accurately simulated the me-
chanical behavior of the Gardner soils by refining the values
of Ksat, Gsat, andQ to improve the fit between sound speeds
measured by Gardner,14 and those predicted by the Anderson
and Hampton model.Q is the specific dissipation function
~the inverse of the damping constant defined by Anderson
and Hampton8!. To similarly improve the fit between pre-
dicted and measured values of attenuation, Gardner and Sill’s
refined values ofKsat ~3570 MPa!, Gsat ~20 MPa!, and Q~4!
were used in Eq.~2!.

C. Resonance frequency predicted by the Anderson
and Hampton model „Ref. 8…

The frequencies at which the largest bubbles in each soil
are expected to reach peak resonance are calculated from
Anderson and Hampton’s8 expression

f o5
1

2pr
A3gPo

Ars
1

4Gsat

rs
. ~3!

All parameters are defined in Appendix A, and the largest
bubble sizes for each soil are shown in Table II.

D. Predicting reflection using the Mackenzie model
„Ref. 2…

The method used by Mackenzie21 to determine reflection
loss (LR) is described in Appendix B.

LR510 log10F ~11R!2
r2c2

r1c1
G . ~4!

Equation ~4! was used to predict reflection coefficients at
different interface grazing angles for five of the Gardner soils
covering the range from a saturated soil~containing no gas!

to a soil of high gas content. Bulk density, compression wave
sound speed and attenuation were taken from the properties
of the soils given in Appendix A and Gardner.14 Predicted
reflection coefficients of the saturated soil and the soils of
low and high gas content~E53-1 and E50-1, respectively!,
were then used to predict reflection loss. Sound speed
~1532.3 m/s! and bulk density~1025 kg/m3! of the salt water
were taken from the velocity ratios of Table I and the densi-
ties of Table II, Hamilton,25 since they are relevant to aver-
age continental shelf conditions overlying silty clay sedi-
ments. Saturated sediment properties were taken as 1502.5
m/s ~measured! and 1648 kg/m3 @Gardner and Sills13 Eq.
~A2!, Appendix A#. Comparative reflection losses were also
predicted by Mackenzie’s model21 based on physical proper-
ties of saturated sediments reported by Hamilton.25,28 This
assisted in assessing the influence of gas on reflection loss in
silty clays to course sands.

III. RESULTS

A. Attenuation

Figure 2 shows attenuations of the eight Gardner soils,
predicted by Eq.~2! ~Anderson and Hampton8!, based on the
different values ofGsat and Ksat. Case~i! uses the upper
boundKsat andGsat defined by Anderson and Hampton, and
case~ii ! uses the lower boundKsat andGsat used by Gardner
and Sills.13 Peak attenuations at frequencies of peak reso-
nance seem unrealistically high~100 to 400 dB/cm! in both
cases for the soils of high gas content~E50 and E52!. Com-
parisons between predicted and measured data are also made
with other studies. Figure 3 comprises the few acoustic mea-
surements on gassy soils from the literature,11,29,30of largely
indeterminate gas content. The highest losses of between 26
and 75 dB/cm are reported by Nyborget al.11 and these em-
brace the losses measured by Gardner14 which occurred at
signal frequencies of 10 to 35 kHz. Over nondispersive fre-
quencies above bubble resonance, attenuations predicted for
the Gardner soils~1 to 10 dB/cm! accurately simulate the
response of saturated silty sands containing no gas~0.006, at
10 kHz—13 dB/cm, at 388 kHz, Hamilton31!.

Figure 1 shows attenuation data predicted by case~i!
over the frequency range for which attenuation was mea-
sured by Gardner.14 The predicted curves confirm that Gard-
ner’s measured data extend over a narrow frequency range
below bubble resonance and the lower frequencies that ini-
tiate bubble resonances. However, there is little correlation
between predicted and measured data in terms of their mag-
nitude and curve shape. Despite the irregular pattern of the
curve for the measured data, predicted loss underestimates
measured loss for each soil~by around 20 dB/cm!, indicating
that the moduli and damping properties of the soils simulated
by case~i! ~Anderson and Hampton! may be inaccurate. This
is supported by evidence from Fig. 1~a!, that attenuations
based upon the refined propertiesQ, G, andK of case~iii !
improve the correlation between measured and predicted
data at frequencies above 40 kHz. At this frequency, bubble
resonances begin to elevate the level of attenuation. For the
remaining soils, the refined soil properties will similarly im-
prove the correlation with measured data over the same fre-
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quencies. This is so, since attenuation is again consistently
underestimated by around 20 dB/cm. There is no similar im-
provement of fit for attenuations of Fig. 1~a! between 10 and
40 kHz; here, predicted values remain around 25 dB/cm
lower than measured values.

Marked on each of Figs. 1~a!–~d! as bars is the approxi-
mate frequencies at which the largest bubbles in each soil are
expected to reach peak resonance@Table II calculated by Eq.
~3!#. The positioning of the bars indicates the resonance fre-
quencies predicted for each of the larger bubble sizes~maxi-

FIG. 2. Attenuations for the eight Gardner soils calculated by the Anderson and Hampton model. The model uses the dilatational and shear moduli of saturated
soil (Ksat andGsat) based on: case~i! Anderson and Hampton~Ref. 8!, and case~ii ! Jardineet al. ~Ref. 18! and Wheeler~Refs. 15–17!. ~Note that symbols
do not denote data points; actual points are at 2.441-kHz intervals.!
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mum diameter on the left, reducing in diameter towards the
right!, and the relative heights of the bars indicate the rela-
tive gas fractions contained in each bubble size. Resonance
frequencies are 104 to 223 kHz for the soils of high gas
content~E50, E52! and 350 to 600 kHz for the soils of lower
gas content~E51, E53!. It can be seen that resonances occur
at frequencies consistently above the upturn in the predicted
attenuation curves of Fig. 1 that denote the onset of reso-
nance effects.

B. Reflection

Reflection coefficients at different grazing angles are
shown in Fig. 4. The soil with almost no gas~E53-2! exhibits
a similar sign reversal to the saturated soil, whereas E53-1
containing slightly more gas exhibits a very different trend of
variation characteristic of soils of higher gas content~E52-1
and E50-1!. The influence of only a small amount of gas
upon the soil’s interface reflection properties arises from its
effect on sediment sound speed and attenuation.14 In Fig. 5,
loss for the slightly gassy soil~E53-1! is significant only for
angles of less than 40°, whereas for the very gassy soil

~E50-1! loss is greater than 2.5 dB at 90° and rises to 6 dB at
40°; this is the angular range over which most seismic pro-
filing devices operate.

For the saturated sediments shown in Fig. 6, the absence
of a critical angle, below which all energy is reflected, is
typical of a silty clay for which the sound speed is generally
less than in the overlying water. This is generally not the case
for more granular soils, such as course sands and gravels. At
90°, the nongassy silty clay exhibits a loss of only 0.15 dB,
which is comparable to the loss of around 0.25 dB predicted
by the Mackenzie model for the Gardner saturated soil. The
silty clay gassy soils of Gardner exhibit a loss of 3 dB. Ad-
ditionally, the 3-dB range of variation for gassy soils of dif-
ferent gas content is much greater than the 0.6-dB range of
variation for nongassy soils of different particle classification
~silty clay to coarse sand!.

IV. DISCUSSION

Attenuations reported in the literature are consistently
lower than peak attenuations predicted by the model. There
are several explanations for this. Nyborget al.’s11 soils were

FIG. 3. Attenuations measured in
gassy soils reported in the literature.
Currently, only the Gardner~Ref. 14!
gassy soils~prefixed ‘‘E,’’ with gas
fractions! are characterized fully
~physically and acoustically!. Other
studies do not provide reliable gas
contents, bubble sizes, and mechanical
parameters, and the relationships be-
tween the signal frequencies transmit-
ted, and those initiating bubble reso-
nance effects, are unknown.
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loose Hagerstown silty loam gasified by entraining air.
Though they were of similar physical properties to the Gard-
ner soils, in terms of particle type and size, their consolida-
tion may have been lighter and the method of gasification
suggests gas fractions were in excess of 0.2. In this case, the
bulk moduli may be much lower than in the Gardner soils,
leading to the lower reported attenuations at frequencies of
resonance. This may also be the case for the unconsolidated
muds of Wood and Weston29 that contain entrained gas, and
those of Andersonet al. from Lake Austin.30 Another expla-
nation for the difference may be that measured data are con-
sistently at frequencies below resonance at which losses are
much reduced.

As shown with sound speed,13 the Anderson and Hamp-
ton model for attenuation is sensitive to inaccurate estimates

of the soil’s material propertiesGsat, Ksat, andQ. However,
the refined soil properties prescribed by Gardner and Sills13

indicate that the model can be accurate at least over the low-
est frequencies influenced by bubble resonance. Also, predic-
tions for frequencies above those influenced by bubble reso-
nance are comparable with attenuation data from the
literature on nongasified sediments. This supports Anderson
and Hampton’s theory that, at these frequencies, gassy soils
respond as saturated sediments. This is so, since1

4-
wavelengths are smaller than gas-bubble diameters; there-
fore, the acoustic response of the soil is dominated by the
saturated soil matrix comprising the pore fluid and solid
particles.14 For frequencies of resonance, the unrealistically
high peaks predicted in Fig. 2 and the reduced disparity be-
tween predicted attenuation and measured data arising from
increased damping, further validates the properties of the
Gardner soils that were refined by Gardner and Sills.13 Gard-
ner and Sill’s demonstrated that the acoustical behavior of
the Gardner soft soils is best simulated by Anderson and
Hampton’s model using a specific dissipation function~Q! of
4, rather than by determiningQ from the model.

It is worth noting that the frequency above which bubble
resonance effects elevate attenuations predicted by the model
is consistently lower than the frequency at which the largest
bubbles in each soil are predicted by the model to achieve
peak resonance. Anderson and Hampton point out, for
single-sized gas bubbles in water, dispersion is not closely
confined to the frequency of peak resonance. It occurs over
an extended range of frequencies indicated by 1022,Kr
,100 ~whereK and r are the wave number and bubble ra-
dius!. Therefore, in the Gardner soils, the extended range of
frequencies influenced by dispersion arises from both the nu-
merous bubble sizes present in the soil~137 to 1746mm,
Table II! and the range of frequencies at which each bubble
size resonates~1297 to 104 kHz, Table II off o values!. It is
likely that, for the gassy soils of Gardner,14 the frequency

FIG. 4. Reflection angles for the Gardner~Ref. 14! soils calculated by the
Mackenzie~Ref. 21! model. The soils of significant gas content~gas fraction
.0.005! do not exhibit the sign reversal of normal saturated soils.

FIG. 5. Reflection losses for the Gardner~Ref. 14! soils. Losses for the
Gardner gassy soils~of gas fraction.0.005! are very significant at signal
interface grazing angles larger than 40°.~Note that symbols do not denote
data points; actual points are at degree intervals.!

1374 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Trevor Gardner: Modeling signal loss in surficial marine sediments



ranges affected by bubble resonance~Fig. 2! are somewhat
less than they are for water because of the additional damp-
ing effects caused by interparticle friction.

In summary, Anderson and Hampton’s model for attenu-
ation appears valid for the lower frequencies of bubble reso-
nance and above frequencies of resonance; however, the
model has not been shown to be reliable for frequencies be-
low resonance. This may indicate that Anderson and Hamp-
ton’s simulation of the bulk properties of the soil is in error,
as was previously demonstrated for sound speed by Gardner
and Sills.13 They pointed out that, under acoustic loading,
gassy soil responds as a two-phase medium constructed of
gas pockets within a saturated soil matrix~of solid particles
and fluid!. It is suspected that the Anderson and Hampton
model does not simulate this behavior, since it was devel-
oped from acoustic expressions derived from the behavior of
a compressible fluid.

With respect to reflection losses, the sign reversal ob-
served in Fig. 4 between E53-1 and E53-2 is the cause of the
180° phase reversal apparent in seismic records,3 where pro-
filing passes from a saturated sediment mudline to a gassy

sediment. This of course arises from the acoustic impedance
of gassy sediment being greater than fluid impedance, be-
cause, although the density of gassy sediment is greater than
the overlying fluid density~Table I!, sediment velocity is
much lower than fluid velocity.14 If we ignore interface scat-
ter at the mudline which is not substantial,8,32 the magnitudes
of loss of up to 6 dB at 40° do not, however, substantiate
speculation by Levin7 of highly reflective pressure-release
boundaries caused by low sediment velocities and high ab-
sorption losses in the gassy sediment interface. By contrast,
the relatively high attenuation of the Gardner soils suggests
that losses arise from absorption during signal transmission
through the gassy sediments, and not by reflection at the
mudline. Since absorption loss for frequencies below bubble
resonance is several orders of magnitude higher than reflec-
tion losses, once seismic signals penetrate the mudline of
gassy sediments they are much more adversely affected by
transmission through the sediment. This is of concern for
seismic surveys in gassy sediments similar to the Gardner
soils and at frequencies below bubble resonance~10 kHz!.
The lightly gassy soils of gas fraction 0.003 57~E51-2! will

FIG. 6. Comparative reflection losses
for nongassy sediments~silty clays to
course sands!. These are predicted by
Mackenzie’s model~Ref. 21!, based
on physical properties of saturated
sediments reported by Hamilton~Refs.
25, 28!. The absence of a critical
angle, below which all energy is re-
flected, is typical of a silty clay for
which the sound speed is generally
less than in the overlying water.~Note
that symbols do not denote data
points; actual points are at degree in-
tervals.!
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respond largely as nongassy silty clay sediments with reflec-
tion losses of 0.15 dB~Fig. 6!, and attenuations of less than
0.006 dB/cm.33 These sediments may be penetrated easily to
a significant depth. Conversely, the very gassy sediments of
gas fraction 0.2~E50-1! with reflection losses of 3 dB~Fig.
4! and attenuations of 20–25 dB/cm~Fig. 1! will be prob-
lematic. Although such mudlines may be penetrated easily,
the substantial absorption loss arising from signal transmis-
sion will prevent penetration of the surficial layers to beyond
1 m in depth. Unfortunately, the more substantial losses for
signal frequencies in gassy soils at bubble resonance, or in
saturated soils above bubble resonance, suggest frequencies
below resonance should be used for seismic profiling.
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APPENDIX A: PARAMETERS USED IN ANDERSON
AND HAMPTON MODEL

A5@11B2#F11
3~g21!

X S sinhX2sinX

coshX2cosXD G ,
B53~g21!

3F X~sinhX1sinX!22~coshX2cosX!

X2~coshX2cosX!13~g21!~sinhX2sinX!G ,
X5r ovrg

Sp
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.

v5rotational frequency (52p f )
f o5resonance frequency
f5frequency
rs5sediment matrix bulk density
Sp5specific heat of gas at constant pressure
cg5conductivity of gas
r5bubble radius
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where:
f * l5 f / f ol

d* l5d f
* l
2

dr5kr@vo /v#
vo5rotational frequency at resonance (52p f o)
k5wave number~52p/l!
l5wave length (5c/ f )
dt5B, the thermal damping constant
df54G8/(rsv

2r 2), the friction/viscous damping con-
stant

d5dr1dt1df , the damping constant
G* 5G1 iG8, the complex shear modulus.
Sound speed~c!:

S co

c D 2

5
1

2
~11WX1!H 16S 11F WY1

11WX1
G2D 1/2J ,

whereco is the sound speed in saturated sediment,X1 andY1

are coefficients of a gassy medium for which bubble-size
distribution may be expressed as a histogram. Also,W
5Ksat/@gPo1(4Gsat/3)#, g is the specific heat ratio for gas
~adiabatic constant!, Po is the ambient hydrostatic pressure,
andKsat andGsat are, respectively, the dilatational and shear
moduli of the soil matrix~not the bulk material properties!.

1. Case i—Anderson and Hampton

Ratio of specific heats of gas in bubblesg51.333~Kaye
and Laby34!

Reciprocal of thermal diffusivity of gas for bubbles in
water~where for the gassp is specific heat at constant pres-
sure, rg is density, andCg is thermal conductivity!—
Anderson and Hampton8,33

rgsp

Cg
5500 s/m.

Soil matrix bulk density rs51597 kg/m3 ~measured
from saturated soil sample, Gardner35!

Water densityrw51020 kg/m3 ~measured from water
sample, Gardner35!

Gas densityrg50.6623 kg/m3 ~CRC Handbook36!
Sound speed in bubble-free waterco51502.5 ~mea-

sured, Gardner35!
Soil shear modulusGsat51.33108 N/m2 ~Measurement

from saturated surficial sediment—Smith24 and Hamilton25!
Imaginary part of complex modulusG850.325

3108 N/m2 ~25% of G—Anderson and Hampton8,33!
Soil dilatational modulus Ksat53.649 863109 N/m2

~from Gassman26 equations—saturated medium!
Soil frame bulk modulusK f50.007 9731010N/m2 satu-

rated soil~Anderson and Hampton8,33!
Mineral particle bulk modulusKm55.031010N/m2

saturated soil~Anderson and Hampton8,33!
Water bulk modulusKw50.2331010N/m2 saturated soil

~Anderson and Hampton8,33!
Ambient hydrostatic pressurePo51.013 253105 N/m2

Total void porosityn50.625 ~measured from saturated
soil sample, Gardner35!

2. Case ii—Wheeler „Refs. 15–17 … and Jardine et al.
„Ref. 18…

As above, except forGsat andKsat as follows:
Soil shear modulusGsat50.53108 N/m2 (Gsat8 50.125

3108 N/m2)
Soil dilatational modulusKsat54.2113109 N/m2.

1376 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Trevor Gardner: Modeling signal loss in surficial marine sediments



APPENDIX B: THE MACKENSIE MODEL „Ref. 21…
FOR REFLECTION LOSS

Let s5(r1c1 sinu)/(r2c2 sinf); hence, the Rayleigh re-
flection coefficients are
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11s
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s5
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.

To account for absorption in the sediment surface, let
k25b1 ia, wherea andb are real and positive.

For the boundary conditionsb25b1 and a2 and c2 are
complex,
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r1b
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,

where phase velocityv25w/b.
Index of refractionn5b/k15c1 /v2 ~for a nondisper-

sive medium,v25c2).
Let a2 /b5h1 ig, thens5(h1 ig)/s sinf.
The squares ofR andT are therefore Eq.~B1! multiplied

by their complex conjugates

Upr

pi
U2

5
~12s!~12s* !

~11s!~11s* !
5

~h2s sinf!21g2

~h1s sinf!21g2

~B2!Upt

pi
U2

5
4

~11s!~11s* !
5

4s2 sin2 f

~h1s sinf!21g2 .

Hence, loss due to reflection@using Eq.~2!, Sec. II B# is
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Notation

pr , pt , pi are pressure amplitudes of reflected, transmitted,
and incident waves respectively

f5frequency
s5impedance ratio
c1 , c2 , r1 , r2 are sound speeds and bulk densities of the

water and sediments, respectively
f, u are grazing angles of incident and refracted waves, re-

spectively
s* 5complex conjugate ofs
a5attenuation in the sediment
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Improvement in matched field processing using
the CLEAN algorithm
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Adaptive matched field processing such as the minimum variance distortionless processor~MV !
provides excellent sidelobe~or ambiguity! suppression capability in source localization given a
perfect knowledge of the ocean environment. Unfortunately, this processing is very sensitive to
sources of mismatch and robust adaptive algorithms are then employed such as a white noise
constraint~WNC! often at the expense of insufficient sidelobe control. The CLEAN algorithm was
introduced in radio astronomy@Astron. Astrophys. Suppl. Ser.15, 417–426~1974!# to produce a
high quality image of the sky by reducing sidelobe-induced artifacts. In this paper, the CLEAN
concept is extended to matched field processing. Numerical simulations and experimental data
demonstrate that matched field processing combined with the CLEAN algorithm can improve
performance, especially when a weak source is masked by sidelobes from a much stronger source.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1531510#

PACS numbers: 43.30.Wi, 43.60.Gk@PLB#

I. INTRODUCTION

In this paper we demonstrate that matched field process-
ing ~MFP! in the ocean1 can be improved by postprocessing
with the CLEAN algorithm,2 most widely used in radio as-
tronomy to produce a high quality image of the sky. The
CLEAN algorithm, introduced by Ho¨gbom for synthesis im-
aging, assumes that the radio sky can be represented by a
small number of point sources in an otherwise empty field of
view. Then it uses a simple iterative procedure to find the
positions and strengths of these sources. On convolving the
point-source components with a so-called ‘‘CLEAN’’ beam,
a final image called a ‘‘CLEAN’’ image is obtained. The
CLEAN algorithm was designed to reduce the sidelobe-
induced artifacts due to incomplete sampling of the radiation
fields derived from independently radiated point sources
such as stars.3

Matched field processing in the ocean used to localize
discrete point sources in range, depth and azimuth where the
output of the processor is often refered to as an ambiguity
surface or an image. MFP, a generalization of classical plane
wave beam forming, exploits the spatial complexity of the
ocean environment.1 When there are multiple discrete point
sources in the image, a nonlinear adaptive processor such as
the minimum variance distortionless processor~MV ! pro-
vides excellent sidelobe suppression capability as shown in
Fig. 2. Figure 1 is a schematic for the MFP example with two
targets in the presence of surface generated noise.5 Given a
perfect knowledge of the environment, the MV~top middle!
clearly identifies the two targets in red circle with high reso-
lution, whereas the conventional Bartlett processor~top left!
localizes only the stronger one. Once a slight mismatch is
introduced~e.g., sound speed in Fig. 3!, the MV localizes

neither of the two targets~bottom middle! due to its sensi-
tivity to mismatch. In this case, the more robust white noise
constraint~WNC! adaptive processor4 ~bottom right! allows
a localization of the stronger target along with a few side-
lobes in the ambiguity surface including a weak target. The
objective of this paper is to extend the concept of the
CLEAN algorithm to MFP to see if we can improve its lo-
calization capability further by postprocessing the WNC am-
biguity surface~bottom right!.

Section II discusses the basic concept and procedures of
the CLEAN algorithm in radio astronomy. Section III de-
scribes how the CLEAN algorithm can be adopted in MFP.
Section IV shows examples of numerical simulations as well
as an example applied to real experimental data collected
during SWellEx-96, followed by summary.

II. THE CLEAN ALGORITHM

Details of CLEAN algorithm in synthesis imaging can
be found in Refs. 6 and 7. In this section, we review briefly
the basic concept of synthesis imaging to describe the
CLEAN algorithm.

Synthesis imaging, using the continuous rotation of the
Earth, creates images of astronomical sources from arrays of
radio telescopes. The Van Cittert–Zernicke theorem8 relates
the observed visibility functionV(u,v) and source bright-
ness~or intensity! I ( l ,m),

I ~ l ,m!5E
2`

` E
2`

`

V~u,v !e2p i ~ lu1mv ! du dv5F@V~u,v !#,

~1!

whereF indicates the Fourier transform, (u,v) is a separa-
tion in wavelengths in two-dimensional space, and~l,m! is an
angle expressed as a direction cosine. The visibility function
V(u,v) is also referred to as the spatial coherence function
of the electric fieldE, as measured by radio interferometers.
In practice the visibility functionV(u,v) is not known ev-

a!Current address: Laboratoire Ondes et Acoustique, E.S.P.C.I., Universite´
Paris VII, 10 rue Vauquelin, 75005 Paris, France.
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erywhere but is sampled only at discrete points described by
a sampling functionS(u,v). So only an approximation toI,
called a ‘‘dirty map’’ and denoted byI 8, is obtained. Using
the convolution theorem for Fourier transforms, it is then
given by

I 8~ l ,m!5E
2`

` E
2`

`

V~u,v !S~u,v !e2p i ~ lu1mv ! du dv

5F@VS#5I * F@S#5I * B, ~2!

where* denotes a convolution. The Fourier transform of the
sampling functionS is B defined as the ‘‘dirty beam’’ or
synthesized beam~or point spread function!. A dirty map I 8
is also called the principal solution of the image with all
unsampled visibilities set to zero. The quality of the resulting
image depends entirely on sampling in the (u,v) plane.

Because linear deconvolution algorithms such as Wiener
filtering and inverse filtering are not applicable to observa-
tions in synthesis imaging due to nonuniform discrete sam-
pling, nonlinear algorithms such as CLEAN or MEM~maxi-
mum entropy method! have been developed in radio
astronomy.7 Note that the solution to the convolution equa-
tion Eq. ~2! is not unique and the problem of image recon-
struction is reduced to that of choosing a plausible image
from the set of possible solutions. We confine our interest in
the most widely used CLEAN algorithm and the MEM ap-
proach is discussed in Ref. 9. The CLEAN algorithm, first
introduced by Ho¨gbom,2 is an iterative method which decon-
volves a sampling functionB ~the dirty beam! from an ob-
served brightnessI 8 ~dirty map! of a radio source. There are
many variants of the basic CLEAN algorithm available
which extend the method to achieve greater speed and pro-
duce more realistic maps.7 Here we describe the original
Högbom CLEAN algorithm along with its terminology:

Dirty Map ~initial image!, Dirty Beam, CLEAN window,
CLEAN component, residual, loop gain, CLEAN Beam~re-
storing beam! and CLEAN Map~final image!. Note that a
map or an image is interchangeably used throughout the pa-
per.

The iterative procedure operates in the image plane and
begins with a dirty mapI 8( l ,m) from which a set of point
sourcesP( l ,m) ~CLEAN components! is derived, such that
when convolved with the dirty beamB( l ,m) the resulting
image is almost equal to the dirty map except for a residual
D( l ,m) defined by

D~ l ,m!5I 8~ l ,m!2E E P~ l 8,m8!

3B~ l 2 l 8,m2m8!dl8 dm8. ~3!

The procedure consists of the following steps:6

~1! Locate the maximum in the dirty mapI 8( l ,m) and de-
termine its amplitudeP.

~2! Convolve the dirty beamB( l ,m) with a point source~at
this location! of amplitudegP, whereg is known as the
loop gain (g<1).

~3! Subtract the result of this convolution from the dirty
map.

~4! Repeat until the residualD( l ,m) is sufficiently small or
an iteration limitN is reached.

~5! Convolve the point source collection with a CLEAN
beam such as a Gaussian function to obtain a smooth,
clean map.

~6! Add the residual to the CLEAN map.

The last step is sometimes omitted, but is recommended
because it can provide useful diagnostic information about
the noise on the image, residual sidelobes, ‘‘bowls’’ near the
image center. In step 3, a positivity constraint can be applied
if the map is to be the total brightness of a source.

Steps 1, 2, 4, and 5 are at the control of the map maker.
If we happen to know that the image lies within certaina
priori known regions or boxes in the field, then we may limit
the search to these boxes, called a CLEAN window. If the
image has compact components only, the loop gaing can be
as large as unity so as to reduce the number of iterations. If
the image is extended and smooth, a small loop gain will be
necessary and more iterations are required.6 Finally, the
choice of the CLEAN beam will affect the resulting clean
image. The most common way to choose the CLEAN beam
is to fit an elliptical Gaussian to the main lobe of the dirty
beam, a compromise between resolution and apparent image
quality.7,10 It is appropriate to mention that although CLEAN
is extensively used in radio astronomy, theoretical under-
standing is relatively poor11,12and the existence of instability
is well-known13 in addition to its nonuniqueness. The condi-
tion for the convergence of CLEAN is discussed in Ref. 11.

III. MFP WITH THE CLEAN ALGORITHM

An overview on matched field processing~MFP! is
given by Baggeroeret al. in Ref. 1. We briefly review the
relevant processors that will be employed in the CLEAN

FIG. 1. Schematic of the MFP example. A vertical array consists of 29
elements with the uppermost element at 15 m depth and the element spacing
of 2.786 m. The sound speed displays a downward refracting profile in the
water depth of 114 m. There are two discrete sources: a stronger source with
110 dB SL~source level! at 7.5 km range and 40 m depth from the VRA, a
weaker source with 100 dB SL at 6.5 km range and 80 m depth. The surface
generated noise with 60 dB strength~Ref. 5! is added to the cross spectral
density matrix~CSDM!. The source frequency is 450 Hz.
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process, describe the CLEAN procedures as applied to MFP,
and compare MFP in ocean acoustics with systhesis imaging
in radio astronomy.

Matched field processing is a generalized beamforming
method which uses the spatial complexities of acoustic fields
in an ocean waveguide to localize sources in range, depth
and azimuth or to infer parameters of the waveguide itself.
Matched field processing matches the measured field at the
array with replicas of the expected field for all possible
source locations. In MFP, the measured data is the cross
spectral density matrix~CSDM! in the frequency bin of in-
terest from the time series at a receiving vertical array in a
wave guide, which include the signal and noise fields. As-
suming the signal and noise are independent statistically, the
total CSDM is the outer product of data vectors, sayd

K5E@dd†#5K s1Kn , ~4!

whereK s andKn are the CSDM of the signal and the noise,
respectively. In practice the estimation ofK is done by av-
eraging over a number of snapshots. The noise CSDMKn

consists of white noise, distributed noise~e.g., surface-
generated noise!, and discrete noise sources.

Conventional ~Bartlett! linear MFP is performed by
weighting the output of the array elements and summing
over all elements. The expected value of the power output of
the beamformer is written as the quadratic form~† denotes
the complex transpose operation!

PBT~ â!5w†~ â!K ~aT!w~ â!, ~5!

whereâ is the scanning parameters of the source location for
which we construct the replica fieldsw~a!. The parameter
vectora incorporates all source coordinates andaT is the true
parameter of the source location. The weighting vector of the
array element outputw(â) depends upon the replica field and
possibly the noise environment. For conventional non-
adaptive processing, the weight or projection vectors, all
have unit length, i.e.,

w~a!5F~a!/uF~a!u, ~6!

whereF(a) is a vector whose element is the solution to the
wave equation for a source located ata.

As compared to conventional Bartlett processors, the
minimum variance distortionless processor~MV ! is a high

FIG. 2. Matched field processing with a perfect knowledge of the environment~top row! and mismatch in sound speed~bottom row!: Bartlett ~left!, MV
~middle!, and WNC ~right!. Given a perfect knowledge of the environment, the adaptive MV processor~top middle! clearly identifies two targets with
excellent sidelobe control and there is no need for a robust adaptive processor~top right!. With a slight mismatch in sound speed~see Fig. 3!, however, MV
~bottom middle! can localize neither of the two targets. On the other hand, WNC~bottom right! processor with 3 dB constraint localizes the stronger target
at 7.5 km range and 40 m depth along with several sidelobes. The WNC ambiguity surface can be used as a primary or ‘‘dirty’’ image for the CLEAN process
later. The dynamic range of the ambiguity surface is 15 dB.
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resolution array processing algorithm that adaptively con-
structs a weighting~or steering! vector such that

wMV~ â!5K21w~ â!/w†~ â!K21w~ â!, ~7!

where w(â) is derived as in Eq.~6!. Then the MV power
output is obtained by replacingw by wMV in the quadratic
form of Eq. ~5! and carrying out the matrix algebra,

PMV5uw†~ â!K21w~ â!u. ~8!

MVDR is an optimum processor explained in terms of the
‘‘estimator-subtractor’’ attribute that adaptively attempts to
cancel sidelobes assuming a perfect knowledge of the envi-
ronment is given.14

It is well-known, however, that MV is very sensitive to
mismatch.15 Thus a more robust processor has been devel-
oped, which incorporates a white noise constraint~WNC!, a
quadratic inequality constraint.4 In this case the steering vec-
tor w takes the form

wWNC~ â!5~K1«I !21w~ â!/w†~ â!~K1«I !21w~ â!, ~9!

where a small amount is added to the diagonal elements of
the CSDM~i.e., «I ). Note that as« approaches infinity, the
CSDM becomes diagonally dominant, and the resulting
weights are the same as those for the conventional processor
~BT!. On the other hand, WNC reduces to the MVDR in Eq.
~7! as « becomes zero. Therefore, WNC allows a trade-off
between the robustness of the processor and resolution by an
appropriate value of«. As described in Fig. 2, however, the
trade-off often cannot provide enough sidelobe suppression
capability to localize a weaker target. The CLEAN algorithm
then can be applied to the resulting ambiguity surface as a
dirty map for potential improvement.

A. CLEAN process

The CLEAN algorithm can reduce sidelobes and in-
crease target dynamic range. The CLEAN process is applied
to MFP as follows:

~1! Generate a best ambiguity surfaceI 8 as possible using
MFP which corresponds to a dirty or a primary image. In
particular, we consider the robust WNC processor as-
suming there is a mismatch in the environment.

~2! Find the brightest~strongest! spot in the ambiguity sur-
face, âpk ~CLEAN component!. The search for peaks
may be constrained to a CLEAN window witha priori
knowledge. For example, we can exclude near-surface
region assuming that discrete point sources are in the
deeper water column.

~3! Calculate a dirty beamB using a Bartlett processor with
the CSDM of K5F(âpk)F

†(âpk)/uF(âpk)u2, where
F(âpk) is a replica vector. From the standpoint of ro-
bustness and resolution, it is desirable to average out the
K matrix in the neighborhood ofâpk .

~4! Subtract from the dirty image, at the position of the
peak, the dirty beamB multiplied by the peak strength
and a loop gaing<1.

~5! Go to step 2 unless any remaining peak is below some
user-specified level or a specified iteration limitN is
reached.

~6! Generate CLEAN beams corresponding to the CLEAN
components using any kind of MFP processor excluding
sidelobes. For example, the mainlobe of the dirty beamB
in step 3 can be used as a CLEAN beam.

~7! Add the residual of the dirty image to the CLEAN beams
with its strength to create a final CLEAN image.

Note that there is one to one correspondence between
the steps 2–7 above and the steps 1–6 in Sec. II. Although
the dirty beams are generated differently in MFP in step 3. It
is assumed that the brightest spot in the initial ambiguity
surface is the response to a real target and not the accidental
constructive interference of the sidelobe responses of several
smaller targets. In step 4, a positivity constraint of the ambi-
guity surface should be applied such that all the negative
points in the residual are replaced by zeros.

It should be mentioned that the postprocessing with the
CLEAN algorithm does not require much computation load
because dirty beams are generated by the fast Bartlett MFP
and it involves only subtractions in the ambiguity surface.

B. Comparison between MFP and synthesis imaging

In this section we investigate the similarity and differ-
ence between MFP in ocean acoustics and synthesis imaging
in radio astronomy. The fundamental assumption in both
cases is that the image can be represented by a number of
discrete point sources or stars although the CLEAN algo-
rithm has been found to work well for extended sources as
well in radio astronomy.7 The measured raw data is the
acoustic pressure fieldp(r ,z) at a vertical array in MFP,
whereas the electromagnetic fieldE(r ) is measured by a ra-
dio telescope. The actual processed data for MFP is a cross
spectral density matrix~CSDM! K while radio interferom-
eter produces the spatial coherence function or visibility
function V. The difference between the two is the mapping
from the processed data to the image. As described in Sec. II,
the source brightness in synthesis imagingI ( l ,m) is the Fou-
rier transform of the measured visibility functionV(u,v),

FIG. 3. Sound speed profile for numerical simulation in Fig. 4: exact~solid
line! and mismatched profile~dotted line!. The mismatch in sound speed
occurs around 15–30 m depth due to a slight difference in gradient.
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i.e., linear transform mapping from the van Cittert–Zernicke
theorem. The major problem in image reconstruction is that
of incomplete data and various methods have been devel-
oped including the CLEAN algorithm.6 In MFP, however,
the ambiguity surface, power output of the beam formerP,
includes not only measurement of CSDMK at the array, but
also the weight or steering vectorw(â) based ona priori
knowledge of the environment. The major problem in MFP
arises from the incomplete knowledge of the environment
and more robust algorithm have been developed.1 In addi-
tion, the steering vectorw(â) is computed for each pixel
with an optimum diagonal loading« in WNC. Thus, the
mapping in MFP is nonlinear. When the CLEAN algorithm
is applied to MFP, however, it uses the WNC output as an
initial dirty map and actually employs the linear Bartlett pro-

cessor to generate the dirty beams, noting that the inner prod-
uct with replica in Bartlett MFP corresponds to the Fourier
transform in synthesis imaging.

IV. EXAMPLES

This section provides two examples of adaptive WNC
MFP combined with the CLEAN process described in Sec.
IV A. The first CLEAN example is a numerical simulation
applied to the situation introduced earlier in Fig. 2. The sec-
ond example uses experimental data recorded off San Diego
in 1996.16,17

A. Numerical simulation

Figure 4 shows a complete picture of CLEAN procedure
applied to MFP. It is assumed that the ensemble covariance

FIG. 4. A dirty map, two dirty beams, residuals, two CLEAN beams, and a CLEAN image. The initial dirty map is the ambiguity surface generated by a 3
dB white noise constraint~WNC! MFP processor equivalent to Fig. 2~bottom right! with a bright spot at 7.5 km range and 40 m depth~first CLEAN
component!. Note that the dynamic range is decreased to 10 dB. A slight mismatch in sound speed is introduced as shown in Fig. 3. A dirty beam constructed
from the Bartlett processor is shown next to the dirty map~top center!. The loop gaing is 0.6. After the fourth iteration, the residual finds the peak at the
position of the weaker target at 6.4 km range and 80 m depth~second CLEAN component! with 100 m bias in range~true target at 6.5 km range!. The second
dirty beam is generated from this new peak and the cleaning process is continued until the remaining peak is below some noise level after the sixth iteration.
The following two images are the CLEAN beams corresponding to the two CLEAN components~peaks!, respectively. The mainlobe of the ambiguity surface
from MV processor is chosen as the CLEAN beam. Finally, a CLEAN image is displayed in the bottom right by adding the two CLEAN beams with
appropriate strengths to the residual of the sixth iteration. Note that the dynamic range is increased to 13 dB in order to show both targets and surface
generated noise.
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K is known for this example. The initial dirty map~top left!
is the ambiguity surface resulting from a 3 dB WNCproces-
sor as shown in Fig. 2~bottom right!. The range and depth
grids Dr , Dz are 20 m and 2 m, respectively. A slight mis-
match in sound speed is introduced around 15–30 m depth
shown in Fig. 3. Note that the dynamic range is decreased to
10 dB here. The brightest spot in the image corresponds to
the stronger target at 7.5 km range and 40 m depth~first
CLEAN component!. We constrain the CLEAN window or
search space below 20-m depth since we are not interested in
distributed surface noise. A dirty beam constructed from a
Bartlett processor~top center! is shown next to the dirty map.
The loop gaing is chosen 0.6 for this example. After the 4th
iteration, the residual finds the peak at the position of the
weaker target at 6.4 km range and 80 m depth~second
CLEAN component! with 100 m bias in range~true target at
6.5 km range!. The second dirty beam is generated from this
new peak and the cleaning process is continued until the
remaining peak is below the ambient noise level after the

sixth iteration. The following two images are the CLEAN
beams corresponding to the two CLEAN components
~peaks!, respectively. The mainlobe of the ambiguity surface
from MV processor is chosen as the CLEAN beam. Finally,
a CLEAN image is obtained in the right bottom by adding
the two CLEAN beams with appropriate strengths to the
sixth residual. Note that the dynamic range is increased to 13
dB in order to show both targets and surface generated noise.

B. Experimental data

1. SWellEx-96 experiment

The SWellEx-96 was carried out in May 1996 west of
Point Loma in approximately 200 m deep water.16,17 A ver-
tical array data is analyzed when a large surface ship traveled
the area SW to SE of the R/P FLIP~center! with a closest
point of approach~CPA! of approximately 3.5 km around
1215 Z, JD131. Figure 5~a! shows a radar image of the ship
track with square marks every 5 minutes and Fig. 5~b! is the
environmental model to generate replica field for matched
field processing.

Figure 6 shows the time-evolving ship track in range by
a Bartlett processor~top! and WNC processor with 3 dB
constraint~bottom!. The source frequency of 74 Hz is chosen
due to higher signal to noise ratio. The source depth is fixed
at 20 m and the ship trajectory is a dashed line running from
3.4 km range at 15 minutes to 5.5 km at 23 minutes. The
source range is updated every 10 seconds~frame! and each
CSDM is estimated from 60 snapshots out of 20 seconds of
data with each snapshot of FFT lengthN51024, Hanning
windowed with 50% overlap between successive FFTs. As
expected, the WNC shows better performance with its side-
lobe control. The sampling frequency was 1500 Hz.

FIG. 5. SWellEx-96 Experimental area~top! off Point Loma, San Diego. A
large ship traveled the area SW to SE of the R/P FLIP with a CPA approxi-
mately 3.5 km which occurred around 1215 Z, JD 131. The environmental
model to generate replica fields for MFP is shown below.

FIG. 6. A large ship track during SWellEx-96 Experiment off San Diego.
The ship trajectory is superimposed with a dashed line~running from 3.4 km
range at 15 minutes to 5.5 km at 23 minutes!. The source depth is fixed at 20
m depth. The position of the ship is computed every 10 seconds using
CSDM generated by 60 snapshots from 20 seconds of data with each snap-
shot FFT length ofN51024, Hanning window, and 50% overlap. WNC
shows better performance with its sidelobe control.
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2. CLEAN with two ship tracks

To demonstrate the CLEAN algorithm, we generated a
two-target situation by superimposing the CSDM of the ship
between 14–18 minutes elongated twice in time resulting in
half the ship speed and reversed in time with 6 dB higher
intensity than the original target. Then the stronger target
moves from 4 km to 3.3 km between 15–23 min. The result-
ing two ship trajectories are shown as long-dashed lines in
the top panel of Fig. 7.

Figure 7 shows the ambiguity surface for a two-target
scenario: Bartlett~top!, WNC ~middle!, and CLEAN map
~bottom!. The intensity of the second target moving from 4
km to 3.3 km with a half speed is 6 dB higher than the
original ship track~from 3.4 km to 5.5 km!. As expected, the
WNC processor~middle! shows better performance than the
conventional Bartlett processor~top!, but the weaker ship
track is hardly visible. The cleaning process applied to the
WNC ambiguity surface clearly shows an improved result
over the dirty map in the middle. Note that between 17–18.5
min the two targets are too close to resolve in range.

To investigate in detail the improvement of the CLEAN
process associated with sidelobe control, we focus on the
first minute starting at 15 min with six frames~10 s for each
frame! in Fig. 7. Figure 8 shows the results of the residuals
over the 4–6 CLEAN iterations. Blue and red vertical lines
indicate the position of the strong and weak target in range,
respectively. The original WNC ambiguity surface is shown
by a thick solid line along with competing sidelobes, one of
which corresponds to a weak target. Thick dashed lines in-
dicate the residuals after a few iterations, whose peaks occur
at the weaker target. Note that the sidelobes generated by the
strong target are diminished over the iteration procedure,
whereas the weaker target remains relatively unchanged.

V. SUMMARY

The CLEAN algorithm was introduced in radio as-
tronomy to produce a high quality image of the sky by re-
ducing sidelobe-induced artifacts. In this paper, the CLEAN
concept is extended to matched field processing in the ocean.
Numerical simulations and experimental data demonstrate
that matched field processing combined with the CLEAN
algorithm provides better performance, especially when a
weak source is masked by sidelobes from a much stronger
source.
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between 17–18.5 min the two targets are too close to resolve in range.

FIG. 8. The residual ambiguity surface over the process of the CLEAN
algorithm iterations during a one-minute period starting 15 min with six
frames. Blue and red vertical lines indicate the position of the strong and
weak target, respectively. The original WNC ambiguity surface is shown by
a thick solid line along with competing sidelobes. Thick dashed line indi-
cates the residuals after a few iterations, whose peaks occurs at the weaker
target. The sidelobes generated by the strong target are diminished over the
iteration procedure, whereas the weaker target remains relatively unchanged.
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A new method was developed to acoustically measure the density and total scattering cross-section
(s t) or total target strength@TTS510 log10(s t/4p)# of objects in motion in a highly reflective
cavity @J. De Rosny and P. Roux, J. Acoust. Soc. Am.109, 2587–2597~2001!#. From an ensemble
of pulse-echo recordings, the average contribution of the scatterer~s! to the reverberation within the
cavity provides a measurement of the scattering mean free path. The latter was shown through
theory and experiment to be proportional to the volume of the cavity and inversely proportional the
product of the means t and number of scatterers. Here, the TTS measurement uncertainty is
characterized using standard metal spheres as references. Theoretical TTS was calculated for
multiple copper and tungsten carbide standard spheres~Cu: 60.0 30.05 and 23 mm and WC: 38.1
and 33.4 mm diameters, respectively!, using well-described theory for scattering from elastic
spheres and the optical theorem. Measurements of TTS were made over a wide bandwidth~30–120
kHz! and compared to their theoretical values. Measurements were made in a corrugated,
cylindrical, galvanized-steel tank with 25 or 50 l of fresh water at a temperature of 2161 °C. The
results indicate the method can provide TTS measurements that are accurate to at least 0.4 dB with
an average precision of60.7 dB ~95% confidence interval!. Discussed are the requisite cavity
volumes and signal-to-noise ratios for quality measurements of TTS, tank volume, and/or numerical
abundance of mobile targets. Also discussed are multiple potential applications of this technique in
bioacoustical oceanography. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1542648#

PACS numbers: 43.30.Xm, 43.30.Gv, 43.30.Sf, 43.80.Ev@DLB#

I. INTRODUCTION

Recently, a new method was invented to measure the
number (ns) of moving scatterers in a highly reverberant
cavity ~De Rosny, 2000!. The theory was applied to acousti-
cally counting fish in tanks~De Rosny and Roux, 2001!. The
method can also be used to estimate the volume of a cavity
(v), or the total scattering cross-section (s t) of the scatter-
er~s! therein. Moreover, estimates of sound speed~c! and
absorption cross-sections are also theoretically possible.
Here, the accuracy and precision of the method for measur-
ing s t is investigated using standard metal spheres as refer-
ences.

In the new method, numerous pulses of sound (i
P@1,N#) are transmitted into a cavity having a static shape
and volume. If the cavity hosts one or more mobile sound
scatterers, the reverberation over time~t! resulting from the
i th shot@hi(t)# is comprised of echoes from~1! the motion-
less boundaries and~2! the moving object~s!. For a single
transmission, the two parts cannot be delineated. However, if

the positions of the emitter and the receiver are fixed, the
reverberation from the boundaries is coherent between
records, while scatter from the moving objects is incoherent.
By averagingN pulse-echo recordings~noted^ &!, the parts of
the signal due to the mobile scatterers are attenuated due to
destructive interference, while that from the boundaries is
reinforced. Following De Rosny and Roux~2001!, the scat-
tering mean free path (l s , which characterizess t , ns , v,
andc! can be estimated from the slope of the coherent sound
intensity (I c5^hi(t)&2), divided by the incoherent intensity
(I t5^hi(t)2&):

^hi~ t !&2

^hi~ t !2&
'e2ct/ l s. ~1!

This approximation does not depend on absorption in the
medium nor on attenuation at the cavity interfaces, and is
valid at timet when cavity echoes are present~De Rosny and
Roux, 2001!. It does require that the cavity conditions and
boundaries are constant throughout theN recordings of
hi(t).
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In practice, the cavity conditions are seldom static. For
example, during the acquisition ofN pulse-echo recordings,
c may change appreciably due to temperature fluctuations.
Therefore,l s is better estimated from the slope (d ln(S)/dt) of
the average correlation of successive backscattered signals
~De Rosny and Roux, 2001!:

S~ t !5S ^hi~ t !hi 11~ t !&

^hi~ t !2& D'e2ct/ l s ~2!

d ln~S!

dt
'

2cnss t

n
. ~3!

The derivation ofS(t) is detailed in De Rosny and Roux
~2001!, and is therefore not repeated here. They showed that
this estimator is totally dependent on the number of emitter-
receiver positions in the average, the bandwidth of the emit-
ted signal, and the ergodicity of the cavity~i.e., constancy of
cavity conditions and boundaries!. That is, the estimator is
most robust for measurements that are averaged over mul-
tiple variations of the system~i.e., cavity1emitter
1receiver). A practical approach to obtaining multiple sys-
tem geometries is to use an omnidirectional emitter and re-
ceiver and a chirp transmission.

To determine the efficacy of this measurement tech-
nique, precision metal spheres were used as references. The
theory of scattering from elastic spheres is well described
~e.g., Faran, 1951; Hickling, 1962, 1964!. MacLennan
~1981! tabulated these equations for computing backscatter-
ing cross-sections of metal spheres with material density
(r1) and longitudinal and transverse sound speeds (c1 and
c2 , respectively!. These equations are extended here, in the
Appendix, to derive total scattering cross-sections (s t).
Foote and MacLennan~1984! and MacLennan and Dunn
~1984! provided accurate values ofr1 , c1 , and c2 for

FIG. 1. Theoretical total target strengths@TTS510 log10(s t/4p)# for stan-
dard spheres: electrolytic-grade copper~Cu! spheres~60-, 30.05-, 23-, and
13-mm diameters! and tungsten carbide~WC! with 6% cobalt binder~38.1-
and 33.4-mm diameter!. These curves were generated using the equations
detailed in the Appendix, material properties from Table I, sound speed in
waterc351488 m/s, and water densityr351030 kg/m3. The spheres were
suspended from loops of monofilament line affixed with epoxy into a small
bore.

FIG. 2. Experimental apparatus. A
corrugated, cylindrical, galvanized-
steel tank was filled with fresh water.
Chirp-pulses were created with an ar-
bitrary waveform generator~Hewlett
Packard 33120A!, amplified by a
broadband power amplifier ~ENI
1140LA! and projected with an omni-
directional source~ITC 1042!. Signals
were received using an omnidirec-
tional receiver~Reson 4013!, digitized
with a high-speed analog-to-digital
converter~National Instruments Daq-
pad 6070E! and logged and processed
on a laptop computer~Dell Inspiron
7500!.

TABLE I. Physical properties of copper~Cu! and tungsten carbide~WC!
spheres that are relevant to their scattering cross-sections. Values for the
material density (r1) and longitudinal and transverse sound speeds (c1 and
c2 , respectively! for Cu and WC are from Foote and MacLennan~1984! and
MacLennan and Dunn~1984!, respectively.

Cu WC

r1 ~kg/m3! 8947 14900
c1 ~m/s! 4760 6853
c2 ~m/s! 2288.5 4171
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spheres made from copper~Cu! and tungsten carbide~WC!
with 6% cobalt binder, respectively~Table I!. Such spheres
are routinely used as calibration references for scientific
echosounders~e.g., Foote, 1982, 1990!.

II. METHODS

Using the equations and material property values tabu-
lated in the Appendix and Table I, respectively, theoreticals t

were computed for five metal spheres~60, 30.05, and 23 mm

Cu, and 38.1- and 33.4-mm-diam WC. The total target
strength @TTS510 log10(s t/4p)# was also computed for
each sphere~Fig. 1!.

Measurements of TTS of metal spheres were made in
August 2001 in the Advanced Survey Technologies Labora-
tory of the Southwest Fisheries Science Center. A corrugated,
cylindrical, galvanized-steel tank, 54 cm in diameter and 67
cm tall was filled with 25 or 50 l of fresh water at a tempera-
ture tw52161 °C ~Fig. 2!. Chirp-pulses of 500-ms duration,

FIG. 3. Reverberation time-series
@h(t)# ~a! and the natural logarithm of
the estimatorS(t) ~b! for a 60-mm-
diam copper sphere~center frequency
5100 kHz).
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2-Hz repetition rate, amplitudes of 400 or 170 mVp-p, and
center frequencies (f c) from 30 to 50 kHz and 52 to 120
kHz, respectively, were created with an arbitrary waveform
generator~Hewlett Packard 33120A!. These 2-kHz band-
width pulses were amplified 55 dB by a wide-bandwidth
power amplifier~225 or 95.6 Vp-p; ENI 1140LA! and pro-
jected with a wide-bandwidth omnidirectional emitter~ITC
1042!. The source was suspended 21.5 cm from the side of
the tank and either 40 or 8 cm deep. Signals were received
using a wide-bandwidth omnidirectional receiver~Reson

4013!, placed 14 cm from the side of the tank and either 39.5
or 7.5 cm deep, depending on the water volume. The emitter
and receiver were positioned towards the center of the tank
so the observed sound pressure was not affected by the
boundaries.

The precision metal spheres were placed in the tank one
at a time. Continuously throughout the measurements, the
spheres were laboriously moved by hand around the tank via
the monofilament tether in a quasi-random three-dimensional
motion. The speed of the manual motion was fast enough to

FIG. 4. The exponential decay ofS(t)
was estimated for each 200-record en-
semble by separately low-pass filtering
the numerator and denominator of the
function in the linear domain (f cutoff

5500 Hz), transforming it to the loga-
rithmic domain ~—!, and fitting a
slope @d ln(S)/dt# in the least-squares
sense, while requiring 2<t<15 ms
for the 50-l cavity and 2<t<10 ms
for the 25-l cavity, and ln(S)50 at t
50 ~--!. This example is from the 60-
mm-diam copper sphere at a center
frequency of 100 kHz.

FIG. 5. Theoretical~2! and measured
~-o-! TTS for 23-, 30.05-, and 60.0-
mm-diam copper spheres. For the two
smaller spheres, data were obtained in
a single cavity, whereas the TTS mea-
surements for the 60-mm-diam sphere
were obtained with an average over
three cavities~variations of receiver
positions and tank volumes: 100 and
50 l!. Differences between the mea-
surements and theory are generally
less than 1 dB.
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maintain a very low correlation in reverberation between
pings, yet slow enough that the water surface was not notice-
ably disturbed.

For each of 200 pings at eachf c , 32 ms of reverberation
@hi(t)# were recorded using a 12-bit analog-to-digital con-
verter ~National Instruments Daqpad 6070E!, sampling at
400 kHz ~e.g., Fig. 3!. The exponential decay ofS(t) was
estimated for each 200-record ensemble by separately low-
pass filtering the numerator and denominator of the function
in the linear domain (f cutoff5500 Hz), and fitting a slope
@d ln(S)/dt# in the least-squares sense, while requiring 2<t
<15 ms for the 50-l cavity and 2<t<10 ms for the 25-l
cavity, and ln (S)50 at t50 ~Fig. 4!. S(t) was low-pass fil-
tered before the ratio to average the nulls of the cavity. This
procedure is useful for low frequencies, when a small num-
ber of modes are excited in the cavity. For higher frequen-
cies, low-pass filteringS(t) before or after the ratio provides
the same results. Fromd ln(S)/dt an estimate ofs t was made
for each sphere and frequency:

s t'2
n

cns

d ln ~S!

dt
. ~4!

Corresponding TTSs were then computed and compared
to theory ~Figs. 5 and 6!. From the Appendix, theoretical
values fors t ~and TTS! can be equivalently computed by the
discrete integration of the form function, an analytical inte-
gration of the Legendre polynomial, or by applying the op-
tical theorem~Feenberg, 1932!. All methods were tried, but
for ease and speed of computations, the latter method was
ultimately chosen.

To estimate the accuracy and precision of the method,
the 60-mm-diam Cu and 38.1-mm-diam WC spheres were
selected as references. For each of these two spheres, three
estimates of TTS were obtained for each frequency. Mean

values, standard deviations~sd!, and 95% confidence inter-
vals ~62 sd! were computed for each frequency~Fig. 7!.

III. RESULTS

The wide-bandwidth measurements of TTS for the Cu
and WC spheres were compared to their theoretical counter-
parts~Figs. 5 and 6, respectively!. For all five spheres, there
is a remarkable agreement between the empirical and theo-
retical data–mean discrepancies are only a few tenths of a
decibel and the dynamics of the form function track closely.
In some cases~e.g., the 30.05-mm-diam Cu sphere circa 62
kHz!, slight discrepancies between the theoretical and em-
pirical null positions may be due to a mismatch between the
selected and actual sound speeds in the water@1488 vs
148563 m/s, respectively; calculatingc(tw) as in Lubbers
and Graaf~1998!#, or in c1 or c2 .

Averaging three measurements at each frequency, TTS
measurements were plotted with their 95% confidence inter-
vals and compared to theory for both the 60 mm Cu and 38.1
mm WC spheres~Fig. 7!. For the 60 mm Cu sphere, the
mean difference between the theoretical and experimental
TTS for each frequency is 0.46 dB with a sd of 0.34 dB. For
the 38.1 mm WC sphere, the mean difference is 0.40 dB,
with a sd of 0.36 dB.

IV. CONCLUSION

The new technique based on multiple scattering can be
used to measure the TTS of a single scatterer moving in an
echoic cavity, over a wide bandwidth and with low uncer-
tainty. This study shows that for two spheres of different
materials and sizes, the mean difference between the experi-
mental estimates of TTS and theory is 0.4 dB with an aver-
age precision of60.7 dB ~95% confidence interval!. Al-

FIG. 6. Theoretical~2! and measured
~-o-! TTS of 33.4- and 38.1-mm-diam
tungsten carbide spheres~with 6% co-
balt binder!. Data were obtained for
the 33.4-mm-diam sphere in a single
cavity, whereas the TTS measurements
for the 38.1-mm-diam sphere were ob-
tained with an average over three cavi-
ties @variations of receiver positions
and tank volumes~100 and 50 l!#.
Again, differences between the mea-
surements and theory are generally
less than 1 dB.

1391J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Demer et al.: Target strength from reverberation in a cavity



though this uncertainty is likely to be acceptable for most
applications, there are some possibilities for improving upon
these measurements.

Here, variablesv and c were only estimated to within
60.5% and 0.2%, respectively. The values ofv andc could
be more accurately estimated using traditional methods or by
multi-dimensional application of the multi-scattering tech-
nique. That is,x-independent sets of measurements could be
made and solved forx-unknown variables. The variance of
the TTS measurements could be improved by a factor of

1/M , by averagingM sets ofs t measurements at each fre-

quency. Moreover, the variance could be reduced by making
physical changes to the cavity, its volume, and the positions
of the emitter and receiver between measurement sets. Re-
garding the reference targets, there are also some minor un-
certainties associated with the sizes, shapes, materials, den-
sities, andc1 or c2 of the spheres~Foote and MacLennan,
1984!.

It should also be mentioned that there are many requisite

FIG. 7. TTS measurements~-o-! of the
60-mm-diam copper~a! and 38.1-mm-
diam tungsten carbide spheres~b!, and
their 95% confidence intervals. The er-
ror bars (62 st. dev.560.67 and
60.72 dB, respectively! generally en-
compass the theoretical TTS~—!.
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considerations for making TTS measurements as good as the
ones in this study. For example, to obtain a homogeneous
sound field, a large number of modes must be excited in the
cavity. Therefore, the characteristic size of the cavity, or
smallest dimension, must be much greater than the wave-
length (l5c/ f ). As a guideline,v>100l3 ~e.g.,v>12l at
30 kHz!. Thus, the frequency range in these measurements
~30 to 120 kHz! was rather limited by the frequency re-
sponses of the emitter and receiver. Additionally,v should
not be too large compared to the total volume of the scatter-
ers, and the reflectivity of the boundaries must be high, else
the signal-to-noise ratio is insufficient. Many cavity materi-
als were tested: fiberglass, high-density polyethylene, glass,
and galvanized steel. Of these, the best reflectivity coeffi-
cients and thus the longest reverberation signals were ob-
tained in the glass and galvanized steel tanks.

The TTSs of standard metal spheres were measured us-
ing the new multi-scattering method because the results
could be confidently compared to primary standards. Al-
though these measurements characterize the uncertainty in
the multi-scattering method and constitute the first wide-
bandwidth measurements ofs t for metal spheres, other ap-
plications of the method are plentiful. De Rosny and Roux
~2001! showed that the method could be used to accurately
determine the number of fish in a tank. This could be useful
in aquaculture. Of interest to the bioacoustical oceanographic
community is the possibility for conveniently making wide-
bandwidth measurements of total scattering cross-sections,
resonant frequencies, and absorption cross-sections of oce-
anic sound scatterers. These data can be used to provide
wide-bandwidth ‘‘acoustical signatures’’ for remotely identi-
fying and classifying animals of a variety of species and
sizes~Conti and Demer, submitted; and Demer and Conti,
submitted!.

Another interesting potential of this method is the char-
acterization ofs t as a function of animal size, shape, density,
sound speed, and ambient pressure. Such data could be used
for investigating both acoustical and biological properties of
live animals and thus to improve the effectiveness of remote
sensing tools such as echo-integration~e.g., Ehrenberg and
Lytle, 1972!, multiple-frequency target strength estimation
and species delineation~Demeret al., 1999!, and bioacous-
tical absorption spectroscopy~e.g., Weston, 1967; Diachok
et al., 2001!. Moreover, the data could provide much needed
empirical validation of acoustical backscattering models~ex-
tended tos t) for a variety of fish~e.g., Love, 1977! and
zooplankton~e.g., McGeheeet al., 1998; Demer and Conti,
in press!. While echo integration theory is based on back-
scattering, there are definable relationships~approximate if
not analytically exact! between TTS and target strength for
many scatterer types~morphologies, shapes, and orientation
distributions!, especially at low and high ka values.
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APPENDIX: THEORETICAL TOTAL SCATTERING
CROSS-SECTION OF A SOLID ELASTIC SPHERE

The sound scatter from a solid elastic sphere in water
was first computed by Faran~1951! and corrected by Hick-
ling ~1962, 1964!. MacLennan~1981! tabulated these equa-
tions for computing the backscattering cross section of solid
elastic spheres. The following is an extension of these equa-
tions, using Faran’s symbols, to compute the total scattering
cross-section.

In polar coordinates, for a plane wave of constant am-
plitude traveling in thez direction, the incident acoustic pres-
sure at timet is

pi~r ,u,t !5p0 exp$ i ~vt2k3r cosu!%,

where k3 is the wave number in the water andv is the
angular frequency. Interacting with a solid elastic sphere, the
time-dependent scattered pressure is:

ps~r ,u,t !5ps0~r ,u!exp~ ivt !,

where the forward- and backscattered pressures are defined
at anglesu50 andu5p, respectively. The scattered pres-
sure can also be written as a sum of partial waves:

ps0~r ,u!52p0(
n50

`

~2 i !n11~2n11!sinhn

3exp~ ihn!hn~k3r !Pn~cosu!

52p0f ~u,r !,

where Pn(cosu) is a Legendre polynomial, andhn(k3r ) is
the spherical Hankel function of the second kind, defined by

hn~x!5 j n~x!2 inn~x!,

j n~x!5Jn11/2~x!Ap

2x
, nn~x!5Nn11/2~x!Ap

2x
,

whereJ andN are the Bessel functions of the first and second
kind, respectively. The following equations determinehn :

x35k3a, x15
x3c3

c1
, x25

x3c3

c2
,

A25~n21n22! j n~x2!1x2
2 j n9~x2!,

A152n~n11!@x1 j n8~x1!2 j n~x1!#,

a52S r1

r3
D S c2

c3
D 2

, b5S r1

r3
D S c1

c3
D 2

2a,

B25A2x1
2@b j n~x1!2a j n9~x1!#

2A1a@ j n~x2!2x2 j n8~x2!#,

B15x3@A2x1 j n8~x1!2A1 j n~x2!#,
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tanhn52
@B2 j n8~x3!2B1 j n~x3!#

@B2nn8~x3!2B1nn~x3!#
,

wherer3 is the density of the water,c3 is the sound speed in
the water,a is the radius of the sphere,r1 is the density of
the sphere material, andc1 and c2 are the speeds of the
longitudinal and transverse waves within the sphere, respec-
tively ~Table I!. In the far field, at large range~r!, or k3r
@1, the form function is

f ~u!5
1

k3
(
n50

`

~2n11!sinhn exp~ ihn!Pn~cosu!.

The total scattering cross section (s t) can be equiva-
lently computed using three different methods:~1! a discrete
integration of the form function,~2! an analytical integration
of the Legendre polynomial, or~3! by application of the
optical theorem~Feenberg, 1932!. The discrete integration
can be computed by

s t5E
0

2pE
0

p

u f ~u!u2d cosu dw

522pE
0

p

sinuu f ~u!u2 du.

Analytical integration of the Legendre polynomials is

s t5E u f u2dV5E
0

2pE
0

pF(
n

1

k3
~2n11!sinhn

3exp~ ihn!Pn~cosu!G
3F(

m

1

k3
~2m11!sinhm

3exp~ ihm!Pm~cosu!Gd cosudw

s t5
2p

k3
2 (

nm
sinhn sinhm exp~ i ~hn2hm!!~2n11!~2m11!

3E
0

p

Pn~cosu!Pm~cosu!d cosu,

s t5
2p

k3
2 (

n
sin2 hn exp~ i ~hn2hn!!~2n11!2

2

2n11
,

s t5
4p

k3
2 (

n50

`

~2n11!sin2 hn .

Finally, the conventional optical theorem involves the
imaginary part~Im! of the forward-scattering form function:

s t5
4p

k3
Im~ f ~0!!.

Applied to elastic spheres, the total scattering cross section is
efficiently derived by

s t5
4p

k3
2 (

n50

`

~2n11!sinhn Im~exp~ ihn!!.
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Analysis of a compliantly suspended acoustic velocity sensor
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The dynamics of a compliantly suspended acoustic velocity sensor having a spherical geometry are
analyzed using theory and experiment. The analysis starts with a review of the motion associated
with an unconstrained solid sphere when subjected to an acoustic plane wave in an unbounded
inviscid fluid medium. The theory is then modified to account for the inclusion of an inertial sensor
and an external suspension system. Accordingly, the open-circuit receiving response of a
geophone-based and accelerometer-based device is derived. Density variations associated with the
sphere and the surrounding fluid medium are assessed along with the effects fluid viscosity. Wave
effects in the sphere and the suspension system are also analyzed. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1542646#
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I. INTRODUCTION

In practice, underwater acoustic particle velocity mea-
surements are performed using either inertial sensors or gra-
dient sensors. Inertial sensors typically rely on the concept of
imbedding a moving coil geophone or piezoelectric acceler-
ometer in a small rigid body and recording the output voltage
that results when the body is set into motion. This concept is
largely based on the theory derived for the response of an
unconstrained rigid sphere when subjected to an acoustic
plane wave in an inviscid unbounded fluid medium. The
analysis shows that if the sphere is small compared to an
acoustic wavelength, its velocity amplitude is related to that
of the acoustic wave by1–5

Vs

Vo
5

3ro

2rs1ro
[g, ~1!

whereVs is the velocity amplitude of the sphere,Vo is the
velocity amplitude of the acoustic wave~e.g., the acoustic
particle velocity!, ro is the density of the fluid medium, and
rs is the density of the sphere. It can be concluded from Eq.
~1! that a positively buoyant sphere responds with an ampli-
tude that is greater than the acoustic wave, a neutrally buoy-
ant sphere responds with an amplitude that is the same as the
acoustic wave, and a negatively buoyant sphere responds
with an amplitude that is less than the acoustic wave. Also,
since the sphere is unconstrained, there are no restoring
forces; hence, the phase of the sphere is the same as the
acoustic wave. This analysis indicates that a neutrally buoy-
ant sphere moves in concert with the acoustic wave, and by
extension, serves as the basis for many devices that are used
to measure the acoustic particle velocity in water. Some rel-
evant papers that illustrate this concept are by Leslieet al.,2

Gabrielsonet al.,6 Moffett et al.,7 and Bastyret al.8 Others
can be found in the proceedings from two fairly recent
conferences.9,10

In contrast to inertial sensors, gradient sensors must be
fixed in space and are designed to have a voltage output that

is proportional to the pressure gradient. In this case the par-
ticle velocity is inferred from the linearized Euler equation,
e.g.,¹p52roÄ, wherep is the acoustic pressure andÄ is
the acoustic particle acceleration.

Gradient sensors generally employ two different design
concepts. One concept considers separating two omnidirec-
tional pressure sensors by a small distance and wiring the
outputs out of phase so that the signals are subtracted. This
concept serves as the basis for the two-microphone technique
commonly used for airborne intensity and impedance
measurements.11,12It is noted, however, that this technique is
only viable as long as the absolute sensitivities of the sensors
are matched~or can be matched through calibration! and the
separation distance is small compared to a wavelength. The
latter requirement is mandated to minimize the error associ-
ated with the finite-difference approximation to the Euler
equation.13

Other pressure gradient sensors rely on the principle of
subjecting both sides of a baffled flexural transducer~e.g., a
bimorph! to a sound wave so that the net voltage output
corresponds to the difference in pressure across the flexural
element. Pressure gradient sensors of this type are described
in detail by Woollett14 and Bobber.15

The focus of this paper concerns the analysis of Eq.~1!
when the sphere contains an accelerometer and an external
suspension system. Simply stated, the addition of these two
parameters changes the dynamics of the system significantly
and requires a thorough evaluation of the underlying physics
so that the development of such transducers leads to practical
devices that have good fidelity in the preferred measurement
band. Of particular interest is the impact that external sus-
pension systems has on the fidelity of the device. This is
important because, in practice, inertial sensors have to be
suspended from some host platform; therefore, it is critical
that the suspension system and/or the host platform not con-
taminate the measurement. The effect of varying the fluid
and sphere densities is also investigated along with the ef-
fects of fluid viscosity. The analysis is carried out on a the-
oretical basis and is compared to results obtained by a series
of experiments.a!Electronic mail: mcconnell@acoustechcorporation.com
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II. THEORY OF SPHERICAL VELOCITY SENSORS

A. Unconstrained sphere

In the previous section, Eq.~1! showed that the motion
of a small unconstrained sphere in an acoustic plane-wave
field is purely a function of density. The formulation is spe-
cific to the case of the sphere and is based on the following
equation of motion, which equates the force on the sphere to
the reaction force of the fluid:1–5

j v~ms1mi !Vse
j ~vt2kx!5 j v~mo1mi !Voej ~vt2kx!, ~2!

wherems is the mass of the sphere,mi is the induced mass
~i.e., the reactive term associated with the acoustic radiation
impedance, see Mofrey16 for a more detailed definition! that
is created as a result of the sphere translating in the fluid, and
mo is the mass of fluid that is displaced by the sphere. Note
that the sphere is required to be small compared to a wave-
length to preclude scattering effects.2 Also, it is noted that
the ej (vt2kx) dependence is used and will be suppressed in
subsequent formulations. Nevertheless, Eq.~2! can be rewrit-
ten as

Vs

Vo
5

mo1mi

ms1mi
, ~3!

and is valid for an arbitrary-shaped body whose dimensions
are small compared to a wavelength. Now, for the case of the
sphere, the induced mass can be computed analytically in
closed form and is equal tomo/2, or 2pa3ro/3, wherea is
the radius of the sphere.1–5,17 From this formulation, the re-
sult shown in Eq.~1! is easily obtained.

Moreover, if the geometry of the sensor is that of a thin
disk of radiusa and thicknesst, then the induced mass is
determined in closed form1,17 to be 8a3ro/3, which leads to

Vd

Vo
5

~11a!ro

ard1ro
, ~4!

where Vd is the velocity amplitude of the disk translating
along its axis,a53pt/8a, andrd is the density of the disk.
For the case of neutral buoyancy, the disk moves in concert
with the fluid, as does the sphere; however, departures from
neutral buoyancy lead to formulations of Eq.~4! which are a
function of both density and geometry~and not density
alone!. Furthermore, for the case of a right circular cylinder
translating along its axis, there is no closed-form solution for
the induced mass. This quantity must be calculated numeri-
cally or by experiment. Therefore, Eq.~3! cannot be solved
in closed form and may present a relatively small challenge
to the transducer designer when non-neutrally buoyant sen-
sors having a cylindrical geometry are considered. Neverthe-
less, Blevins17 presents a detailed summary of the induced
mass for numerous body geometries and is of significant
value to the current research.

When fluid viscosity is considered, the force balance in
Eq. ~2! must be modified to include the terms that are asso-
ciated with the induced drag that results when the body is set
into motion. Under the assumption of a low Reynolds num-
ber, Re, Fuchs5 and Temkin18 derived the equation of motion
using the Stoke’s drag on a sphere in a viscous oscillatory
fluid medium, namely

j v~ms1mi !Vs5 j v~mo1mi !Vo2 9
4movb~11b!

3~Vs2Vo!2 j 9
4movb~Vs2Vo!, ~5!

whereb5a21(2n/v)1/2 andn is the kinematic viscosity of
the fluid. The termb is the viscous boundary layer thickness
normalized by the radius of the sphere and is considered in
this analysis to be arbitrary. Equation~5! can be rewritten as

Vs

Vo
5

3ro19rob@12 j ~11b!#/2

2rs1ro19rob@12 j ~11b!#/2
, ~6!

and is valid for Re<3, where Re52Voa/n. The restriction on
Re is invariably met for wave propagation that conforms to
the equations of linear acoustics~e.g., whenVo /c!1, where
c is the sound speed in the fluid!.

Inspection of Eq.~6! shows that it has the familiar form
of Eq. ~1! with the added terms to account for the viscous
drag. Figure 1 presents the result of plotting Eq.~6! versus
frequency for the case ofrs /ro equal to 0, 1, and 10. For this
analysis, the sphere has a diameter of 5.08 cm and is im-
mersed in water at 20 °C, e.g.,n51.00531026 m2/s, such
thatb50.01 atf 51 Hz. Figure 1 shows that the response of
a neutrally buoyant sphere is identical to that of the acoustic
wave and is frequency independent. However, the response

FIG. 1. Magnitude and phase response of an unconstrained sphere when
subjected to an acoustic plane wave in an unbounded viscous fluid medium.
The sphere has a diameter of 5.08 cm and is immersed in water at 20 °C.
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of non-neutrally buoyant spheres varies with frequency and
asymptotically approaches the values predicted by Eq.~1! as
the frequency is increased. This result is particularly evident
with respect to the phase response of the sphere.

The physical interpretation of this result indicates that
for a given fluid viscosity, increasing the size of the sphere
preserves the response at low frequencies, but as a conse-
quence lowers the inception point where scattering effects
cannot be ignored. It can be inferred from Eq.~6! that vis-
cous effects can be neglected provided thatb!1.

B. Compliantly suspended sphere

The dynamics of the problem are somewhat different
when the sphere is constrained by a compliant suspension
system. Figure 2 shows a schematic of a suspended sphere
along with a lumped parameter circuit model of the system.
In Fig. 2, the spring has complianceCs , the damper has
resistanceRs , and the fluid is assumed to be inviscid. The
suspension is grounded to a rigid structure and is not ex-
posed to the acoustic wave. The equation of motion can be
inferred from the circuit and ultimately leads to the following
formulation:

Vs

Vo
5

3ro

2rs1ro
•F122 j zs

vs

v
2

vs
2

v2G21

, ~7!

wherevs is the resonance frequency andzs is the damping
factor. These parameters are further defined asvs5@(ms

1mi)Cs#
21/2 andzs5Rs/2(ms1mi)vs .

Figure 3 presents the result of plotting Eq.~7! versus
dimensionless frequencyv/vs for damping factors that span
two orders of magnitude. The analysis is specific to the case
of neutral buoyancy. It can be inferred from the figure that
about a decade above resonance, the velocity amplitude of
the sphere is identical to that of the acoustic wave. The phase
response, however, depends on the level of damping present
in the system, and in particular, only lightly damped spheres
exhibit little or no phase shift with respect to that of the
acoustic wave. A conservative interpretation of these results

suggests that the motion of a lightly damped sphere can be
described by Eq.~1! at about a decade above resonance.

A special case of the foregoing analysis concerns the
dynamics of a rigid sphere whose exterior has been coated
with an elastic solid, which in turn is locally constrained. The
coating is basically a compliant spherical shell of inner and
outer radiia andac , and densityrc . Now, there is more than
one approach to analyze the dynamics of such a system. The
concept considered here treats the coating to have discrete
properties of mass, compliance, and damping such that the
coated sphere can be modeled as a damped harmonic oscil-
lator having two degrees of freedom. This is shown in Fig. 4,
which presents a lumped parameter model of the system. In
Fig. 4, the coating can be regarded as a compliantly sus-
pended rigid spherical shell that is set into motion by the
passage of an acoustic wave. The internal sphere moves rela-
tive to the coating by way of a spring and damper. The coat-
ing ~e.g., the external sphere! has massmc , complianceCc ,
and resistanceRc . The velocity amplitude of the coating is
denoted asVc .

Analysis of the circuit shown in Fig. 4 indicates that the

FIG. 2. Schematic of a compliantly suspended sphere undergoing rigid body
translation when subjected to an acoustic plane wave. The equivalent me-
chanical impedance circuit is also shown.

FIG. 3. Magnitude and phase response of a compliantly suspended sphere
undergoing rigid body translation when subjected to an acoustic plane wave
in an unbounded inviscid fluid medium.
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velocity of the internal sphere is related to that of the acous-
tic wave by

Vs /Vo5Z~v!, ~8!

where

Z~v!52
mo1mi

mc1mi
S 2 j zc

vc

v
1

vc
2

v2D •F S 122 j zs

vs

v
2

vs
2

v2D
3S 122 j zc

vc

v
2

vc
2

v2D
2

ms

mc1mi
S 2 j zc

vc

v
1

vc
2

v2D G21

. ~9!

In Eq. ~9!, mo and mi are the displaced and induced fluid
masses based on the outer radius of the coatingac , respec-
tively. Also, vc and zc are the resonance frequency and
damping factor associated with the coating, andvs and zs

are the resonance frequency and damping factor associated
with the internal sphere. These parameters are further defined
as vc5@(mc1mi)Cc#

21/2, zc5Rc/2(mc1mi)vc , vs

5(msCs)
21/2, andzs5Rs/2msvs .

Figure 5 presents the velocity ratioVs /Vo computed

from Eqs. ~8! and ~9! as a function of the resonance fre-
quency ratiovs /vc . For this analysis, the mass ratio (mo

1mi)/(mc1mi) is arbitrarily set to unity to normalize the
magnitude response. Under the assumption that the radius of
the internal sphere is small compared to the thickness of the
elastomeric coating~e.g.,ac2a@a) it can be assumed that
mass ratioms /(mc1mi) is very small and is arbitrarily set to
be 0.01. Since the coating is elastomeric, such as polyure-
thane having a durometer of nominally 40 on the Shore A
scale, the system compliance and damping will be moder-
ately high; hence, the damping factorszc and zs are set to
0.1. It can be concluded from the figure that the response of
the internal sphere conforms to that of the acoustic wave for
frequencies that lie between the resonances of the system. In
this region,v/vc@1 andv/vs!1; therefore, the velocity
ratio tends to

Vs

Vo
>

mo1mi

mc1ms1mi
, ~10!

and conforms to Eq.~1! when the average density of the
coated sphere is considered@e.g., rs53(mc1ms)/4pac

3].
The physical interpretation of this result is that in the pass-
band between the resonances in the system, the internal
sphere and coating move together as an unconstrained rigid

FIG. 4. Schematic of an elastically coated sphere undergoing rigid body
translation when subjected to an acoustic plane wave. The lumped parameter
representation is also shown along with the equivalent mechanical imped-
ance circuit.

FIG. 5. Magnitude and phase response of an elastically coated sphere when
subjected to an acoustic plane wave in an unbounded inviscid fluid medium.
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body. It should be stated, however, that a large separation
between the resonances may be hard to realize in practice
because the compliancesCc andCs are likely to be the same,
or at least very close. In this case, the coated sphere could
contain an external suspension system in lieu of being locally
constrained. If the compliance of the external suspension is
much greater thanCc , then the low-frequency resonance
could be reduced to maximize the bandwidth where the en-
tire assembly moves as a rigid body.

For the idealized case of when the coating is more or
less acoustically transparent, it can be regarded as a fluid-like
body that confines the internal sphere. In this case, the in-
duced mass of the internal sphere must be accounted for in
Eqs.~8!–~10!. Blevins17 gives this relation to be

mi5
2

3
pa3rc

112~a/ac!
3

12~a/ac!
3 . ~11!

Note that the foregoing analysis is considered to be a
back-of-the-envelope estimate of the physics that governs the
dynamics of an elastically coated sphere. The lumped param-
eter model neglects the contribution from elastic waves~e.g.,
both compressional and shear! that propagate through the
coating and interact with the internal sphere. Keltieet al.10

have analyzed the dynamics of an elastically coated sphere in
a plane-wave field and include the effects of compressional
and shear waves in the coating along with varying the den-
sity of the internal sphere with respect to that of the coating.

C. Compliantly suspended sphere with inertial sensor

The dynamics of the system are further complicated
when an inertial sensor such as a piezoelectric accelerometer
or moving coil geophone is imbedded in the sphere. In either
case, the system can be modeled with lumped parameters to
compute the open-circuit receiving response of the trans-
ducer. Figures 6 and 7 present schematics of acceleration-
based and velocity-based spherical transducers along with
their corresponding lumped parameter circuit models. As be-
fore, the spheres contain an external suspension system and
are subjected to an acoustic plane wave in an inviscid un-
bounded fluid medium.

In Fig. 6, mt , Ct , and Rt are the mechanical mass,
compliance, and damping of the accelerometer, respectively.
The transduction constant is denoted asf and Co is the
clamped capacitance. The parametersAo , As , andAt , cor-
respond to the acceleration amplitudes of the in-coming
wave, sphere, and proof mass~e.g.,mt), respectively. Simi-
larly, in Fig. 7, mt , Ct , and Rt are the mechanical mass,
compliance, and damping of the geophone, respectively. The
transduction constant is denoted asBl, Re is the coil resis-
tance, andLe is the coil inductance. The parameterVt corre-
sponds to the velocity amplitude of the geophone proof mass
~e.g., mt). The open-circuit output voltage for each trans-
ducer is denoted aseoc .

The open-circuit receiving response of the spherical ac-
celerometer is determined from Fig. 6 to beeoc /Ao

5fZ(v)/( j v)2Co . Likewise, from Fig. 7, the receiving re-

sponse of the spherical geophone is determined to be
eoc /Vo5BlZ(v). For both of these expressions, the term
Z(v) is defined as

Z~v!5
3ro

2rs1ro
•F S 122 j zs

vs

v
2

vs
2

v2D S 122 j z t

v t

v
2

v t
2

v2D
2

mt

ms1mi
S 2 j z t

v t

v
1

v t
2

v2D G21

, ~12!

wherevs and zs are the resonance frequency and damping
factor associated with the sphere, andv t andz t are the reso-
nance frequency and damping factor associated with the in-
ertial transducer inside the sphere. These parameters are fur-
ther defined as vs5@(ms1mi)Cs#

21/2, zs5Rs/2(ms

1mi)vs , v t5(mtCeqv)
21/2, andz t5Rt/2mtv t , whereCeqv

5Ct for the case of a geophone, andCeqv5CoCt /(Co

1f2Ct) for the case of an accelerometer. Note that the out-
put voltage for either transducer corresponds to the relative
motion between the sphere and the proof mass, and not the
absolute motion of the sphere itself.

To assess the significance of these results, the receiving
response of both transducers is plotted versus frequencyf
5v/2p. It is assumed that each sphere is lightly damped and
exhibits a low resonance frequency such thatf s5vs/2p
55 Hz andzs50.01. It is also assumed that the resonance
frequencies of the accelerometer and geophone aref t

5v t/2p525 kHz and f t530 Hz, respectively, and each
transducer has a damping factor ofz t50.1. Both spheres are
assumed to be neutrally buoyant and the mass ratiomt /(ms

1mi) is taken to be 0.01~e.g., the proof mass of either

FIG. 6. Schematic of an acceleration-based spherical sensor with external
suspension system. Sphere is undergoing rigid body translation as a result of
acoustic plane-wave excitation. The equivalent electro-mechanical imped-
ance circuit is also shown. The electrical and mechanical domains are
coupled via a transformer having a transduction constantf.
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transducer will invariably be much less than the mass of the
structure that houses it!. The results are plotted in Fig. 8 and
normalized so that the amplitude response is unity in the
passband. In this way, assumptions do not have to be made
regarding the scalar values forf, Co , and Bl. It can be
concluded from Fig. 8 that, in the passband, the sensors re-
spond as if they were unconstrained and have simplified re-
ceiving responses ofeoc /Ao5gMa and eoc /Vo5gM v ,
whereMa andM v are the intrinsic voltage sensitivities of the
accelerometer and geophone, respectively, andg
53ro /(2rs1ro) from Eq. ~1!. In practice, the parameterg
serves as a correction factor to adjust the receiving response
of the sphere to a value that is higher, lower, or unchanged
from that of the inertial transducer that is imbedded inside
the sphere.

D. Wave effects in sphere and suspension

Figure 8 shows that the passband for either sensor spans
four orders of magnitude. This is an idealization of what
typically occurs in practice, since wave effects in the sphere
and the suspension can manifest themselves in the receiving
response as spurious resonances. That is, a bare geophone or
accelerometer is typically encased in a small, lightweight
structure having a high modulus of elasticity. This precludes
the structure itself from creating spurious modes in the mea-
surement band; however, once the transducer is imbedded
into an external structure such as a sphere, cylinder, or disk
made of syntactic foam, polyurethane, etc., then structural
modes can become evident and consequently degrade sensor
performance. For example, Gabrielsonet al.6 showed that a
geophone cast inside a cylinder of syntactic foam measuring

3.5 cm in diameter and 8.1 cm long exhibited a resonance
close to 2 kHz. Additionally, the~2,1! mode of a hard rubber
sphere~e.g., the mode when the sphere deforms into alter-
nating shapes of oblate and prolate spheroids! having a di-
ameter of 5.08 cm, density of 1100 kg/m3, elastic and shear
moduli equal to 2.3 GPa and of 0.1 GPa, respectively, and a
Poisson’s ratio of 0.4 is approximately 2 kHz when im-
mersed in water. This result is based on the formulas pre-
sented by Vogtet al.19 and can be extended to the case when
a small inertial transducer is imbedded inside the sphere. For
completeness, the transcendental equation which yields the
resonance frequencies of a freely vibrating solid elastic
sphere is defined asAnBn2CnDn50,19 where

An5~ksa!2 j n9~ksa!1~n21!~n12! j n~ksa!,

Bn5~kca!2F S s

122s D j n~kca!2 j n9~kca!G ,
~13!

Cn5~kca! j n8~kca!2 j n~kca!,

Dn52n~n11!@ j n~ksa!2~ksa! j n8~ksa!#.

In Eq. ~13!, kc andks are the compressional and shear wave
numbers for the material,j n is the spherical Bessel function

FIG. 7. Schematic of a velocity-based spherical sensor with external sus-
pension system. Sphere is undergoing rigid body translation as a result of
acoustic plane-wave excitation. The equivalent electro-mechanical imped-
ance circuit is also shown. The electrical and mechanical domains are
coupled via a gyrator having a transduction constantBl.

FIG. 8. Open-circuit receiving response of compliantly suspended spherical
velocity sensors containing either a moving coil geophone or a piezoelectric
accelerometer. The spheres are neutrally buoyant and viscous effects are
ignored.
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of the first kind of ordern ~primes indicate derivatives with
respect to the argument!, ands is the Poisson’s ratio for the
material. The structural wave numbers can be expressed in
terms of the acoustic wave number associated with the fluid
that surrounds the sphere so that the transcendental equation
can be reduced to one independent variable, e.g.,kca
5(c/cc)ka and ksa5(c/cs)ka, where cc and cs are the
compressional and shear wave speeds in the material andk
5v/c is the acoustic wave number. The structural wave
speeds are further defined ascc5(E/rs)

1/2 and cs

5(G/rs)
1/2, whereE andG are the elastic and shear moduli

of the material.
Wave effects in external suspensions can be analyzed

from the standpoint of modeling the system as a mass-loaded
Bernoulli–Euler cantilever beam. The beam represents the
suspension, and the concentrated mass at the end of the beam
represents the sphere and the induced fluid mass. If the in-
ternal sensor dynamics are neglected from the analysis, then
the resonance frequencies of the system are given by
Shabana20 to be

f n5
1

2p

hn
2

L2AEI

rA
, ~14!

whereL, E, I, r, andA are the length, elastic modulus, area
moment of inertia, density, and cross-sectional area of the
beam, respectively. The parameterhn corresponds to thenth
root of the transcendental equation that governs the response
of the system, namely20

kbL
coshkbL sinkbL2sinhkbL coskbL

coshkbL coskbL11
5

m

M
, ~15!

wherekb is the bending wave number andm/M is the ratio
of the beam mass~e.g.,m5rAL) to the concentrated mass
~e.g., M5ms1mi). Note that Ref. 20 has incorrectly ex-
pressed Eq.~15! with a minus sign in front of the mass ratio
term.

Table I shows the first two roots of Eq.~15! for mass
ratios that span three orders of magnitude. The data indicate
that the frequency of the fundamental mode varies inversely
with the concentrated mass; however, the frequency of the
second mode is relatively insensitive to the mass in the sys-
tem. Wave effects occur at the frequency of the second mode,
and recognizing that the modal frequency ratio corresponds
to f n11 / f n5(hn11 /hn)2, provides a nondimensional ex-
pression that can be used to determine the inception point.
For example, if f 1510 Hz and m/M50.001, then f 2

'3 kHz.

Now, since most commercially available accelerometers
have a flat response from about 10 Hz to 10 kHz, wave
effects in the suspension can become a serious design con-
straint for underwater sensors that rely on the inertial prin-
ciple to measure the acoustic particle velocity. Damping
treatments can reduce the impact from these modes, but
should be used with caution since a heavily damped system
has the propensity to degrade sensor performance, particu-
larly with respect to the phase response.

III. EXPERIMENTS PERFORMED ON SPHERICAL
VELOCITY SENSORS

A. Sensor design and fabrication

Positive, negative, and near-neutrally buoyant spherical
sensors are fabricated and tested so that the theory presented
in the previous section can be evaluated. More specifically,
commercially available birch wood, bronze, and polyure-
thane spheres, having a diameter of 5.08 cm, are machined to
incorporate an Oceana Sensor Technologies model AP1BCN
accelerometer.21 These accelerometers have a nominal sensi-
tivity of 10 mV/g and a mounted resonance frequency of
about 25 kHz. They contain a shear-type sensing element and
require constant current dc power for an internal FET-based
preamplifier circuit. They are ideally suited for this applica-
tion because they are designed to be imbedded into structures
for vibration monitoring.

Each sensor contains a compliant spring that consists of
a small, inextensible tether that connects the body of the
sphere to a cantilever beam. Figure 9 shows the basic design
of the sensor in its physical and lumped parameter represen-
tations. Based on the figure, the system can be modeled as a
mass-loaded cantilever beam undergoing rigid body transla-
tion in the vertical direction. Now, if the internal sensor dy-
namics of the accelerometer are neglected and the cantilever
beam can be modeled as a discrete linear spring, then the
lumped parameter resonance frequency of the system is pre-
dicted by22

f s5
1

2pA~ms1mi !Cs

5
1

2p
A 3EI

~ms1mi !L
3. ~16!

Note that the basis for neglecting the internal sensor dynam-
ics is that the resonance frequency of the accelerometer is
well above the frequency range of interest.

FIG. 9. Basic design of compliantly suspended spherical velocity sensor in
its physical and lumped parameter representations.

TABLE I. First two roots of the transcendental equation for a Bernoulli–
Euler mass-loaded cantilever beam. The roots are expressed as a function of
the mass ratio between the beam massm and the concentrated mass at the
end of the beamM.

m/M h1 h2 (h2 /h1)2

0.001 0.23 3.93 292.0
0.01 0.42 3.93 87.6
0.1 0.74 3.94 28.3
1 1.25 4.03 10.4
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The logarithmic decrement method23 is used to experi-
mentally determine the resonance frequency and damping
factor of each sphere. This is done by submerging the sphere
inside a vertically oriented column of water and allowing it
to vibrate freely once it is displaced from its equilibrium
position. The transient time-series data from the accelerom-
eter embedded within the sphere are measured using an HP
35670A dynamic signal analyzer24 and downloaded to com-
puter for postprocessing.

During the experiment, thein situ dimensions of the
cantilever beam are measured with a micrometer. Using
these parameters in conjunction with the physical properties
of the beam and the sphere enables a theoretical prediction to
be made using Eq.~16!. The results of the experimental and
theoretical analyses are presented in Table II. It can be in-
ferred from the table that the resonance frequencies deter-
mined by experiment are in good agreement with those pre-
dicted by theory, and that the spheres are lightly damped.

Taking the analysis one step further requires the use of
Eqs.~14! and~15!. Table III presents the results of this evalu-
ation and shows that the frequencies of the fundamental
modes are identical to those predicted by Eq.~16!, and ex-
cept for the bronze sphere, all of the higher-order modes
occur at frequencies at nominally 1 kHz, or higher.

B. Sensor performance with respect to changes in
sphere density

The second part of the experiment concerns the perfor-
mance of the sensors with respect to changes in the sphere
density. The testing is conducted in a standing wave field
consistent with the approach taken by Gabrielsonet al.,6 in
which the velocity of an inertial sensor was compared to that
inferred from a reference hydrophone positioned at the same
depth within a waveguide having an acoustic source at one
end and a pressure-release surface at the other end. The
waveguide used for this testing is made of acrylic and has an
inside diameter of 10.16 cm, a length of 100 cm, and wall
thickness of 3.18 mm. The walls of the waveguide are com-

pliant; thus, the longitudinal sound speed is substantially re-
duced from the bulk speed found in open water. The sound
speed is determined via experiment25 to be about 381 m/s.
This result compares favorably with theory for ‘‘slow’’
waveguides.26–30 Note that a discussion of the procedure to
determine the sound speed is the subject of a separate paper
to be submitted in the future.

Figure 10 presents a schematic of the experimental setup
and shows how the spheres and the reference hydrophone are
positioned in the waveguide. A Reson TC-4013
hydrophone,31 having a measured sensitivity of 28.2mV/Pa
66%, is used as the reference standard. The sensitivity is
determined prior to testing using a B&K 4229 hydrophone
calibrator equipped with a B&K UA0548 coupler.32 For each
test case the measurement depth is 7.62 cm below the air-
water~e.g., pressure-release! surface. The sound projector at
the bottom of the waveguide is a Wilcoxon Research F4
shaker33 that is modified to incorporate a 7.62-cm-diameter
aluminum plane piston.

Under the assumption of a lossless waveguide having a
pressure-release boundary condition, the pressure and par-
ticle velocity at some depthd from the free surface are
p(d)5Po sinkd and v(d)5 j (Po /roc)coskd, where Po is
the pressure amplitude andc and k are the in-duct sound
speed and longitudinal wave number, respectively. Using
these formulas in conjunction with the velocity of the sphere
at depthd ~e.g.,Vs5As / j v) leads to

FIG. 10. Experimental setup for tests performed in a fluid-filled waveguide.

TABLE II. Physical properties for spherical velocity sensors in water.

Sphere Buoyancy
ms

~g!
rs

~g/cm3!
g

~2! Spring
Cs

~mm/N!
zs

a

~2!
f s

a

~Hz!
f s

b

~Hz!

Birch wood Positive 40.0 0.58 1.39 Steel
rod

4.74 0.02 8.8 8.5

Bronze Negative 499.0 7.27 0.19 Brass
strip

1.41 0.01 5.3 5.8

Polyurethane Near
neutral

77.5 1.13 0.92 Steel
rod

10.5 0.06 4.0 4.7

aExperimental results.
bTheoretical results via Eq.~16!.

TABLE III. Continuous system analysis of spherical velocity sensor suspen-
sion modes with spheres immersed in water.

Sphere m/M f 1 ~Hz! f 2 ~Hz! f 3 ~Hz!

Birch wood 0.005 8.5 1185 3841
Bronze 0.017 5.8 397 1285
Polyurethane 0.002 4.7 972 3151
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Vs

Vo
52

As

p~d!
•

roc tankd

v
, ~17!

relating the magnitudes of the sphere velocity and measured
acceleration,Vs andAs , to the local acoustic particle veloc-
ity and measured pressure,Vo and p(d). Equation~17! is
implemented by measuring the transfer function between the
output voltages generated by the accelerometer in the sphere
and the reference hydrophone. This is done using an HP
35670A analyzer operating in FFT-analysis mode. The wave-
guide is ensonified with bandlimited random noise over the
0–1600-Hz frequency range and the transfer function is mea-
sured using a 1-Hz analysis resolution, 128 rms averages,
and a Hanning window. The transfer function is subsequently
adjusted by the sensitivities of the transducers. Note that,
prior to the experiment, the vendor-specified receiving sen-
sitivity of each accelerometer is verified to63% using a
PCB 394C06 handheld shaker.34

The results of the experiment are presented in Fig. 11,
which compares Eqs.~1! and~17! over the 40–1000-Hz fre-
quency range. This figure shows that the experimental data
track well with theory, in that varying the density of the
sphere causes a predictable change in the corresponding ve-
locity amplitude. Statistical analysis of the test data reveals
that, on average, the response of the spheres deviates from
theory by up to 5%. The phase response is omitted from this
analysis because this would have necessitated an absolute
calibration of the accelerometer and the reference hydro-
phone.

It is noted that the analysis of the data shown in Fig. 11
is limited to the band of 40–1000 Hz. This is done because:
~i! the F4 shaker, in its as-assembled configuration, could not
provide sufficient levels of excitation below about 40 Hz;~ii !
in Eq. ~17!, the slope of tankd changes rapidly for frequen-
cies greater than 1000 Hz and consequently puts excruciating
demands on the accuracy of the measured sound speed,
depth, and knowledge of any losses in the waveguide; and
~iii ! depending on the material, wave effects in the sphere
occur at approximately 2 kHz.

It is also noted that the in-band suspension modes shown
in Table III do not appear to be evident in the test data. This
is believed to be the result of assuming the tether to be in-
extensible over the entire frequency range of interest. To be
more precise, the tether is more aptly modeled as a compliant
spring that connects the sphere to the cantilever beam. For
the case of the fundamental mode, the system exhibits rigid
body motion such that the cantilever beam and end mass
move in phase. By extension, it is thought that the compli-
ance of the tether is much less than that of the cantilever
beam, and as such, the compliance of the beam dictates the
frequency of the fundamental mode. However, for the case of
the higher-order modes, where wave effects cause portions of
the beam to move at some phase relationship relative to the
sphere, the compliance of the tether dominates and essen-
tially decouples the sphere from the beam. In other words,
the impedance of the suspension tends to zero~e.g., Rs

11/j vCs→0) and the sphere becomes unconstrained.

C. Sensor performance with respect to changes in
fluid density

The experiment described in Sec. II B is repeated to ob-
tain data on the polyurethane sphere as a function of fluid
density variation. More specifically, the sphere is subjected
to a standing wave field using working fluids other than wa-
ter. In one case glycerin is used and in another case air is
used. The sphere is positively buoyant in glycerin such that
g51.07 and is negatively buoyant in air such thatg
50.0016.

Now, since glycerin can hardly be considered an inviscid
fluid, Eq. ~6! is evaluated at the lowest frequency of interest,
e.g., 40 Hz, to assess whether the data should be corrected
for viscous effects. The material properties of glycerin at 1
atm and 20 °C arero51260 kg/m3 andn50.005 m2/s. Us-
ing these parameters along with those delineated in Table II
for the polyurethane sphere leads tob50.1 and uVs /Vou
51.05. The latter of these two parameters deviates from Eq.
~1! ~e.g., g51.07) by 2%; thus, the effect of viscosity is
considered negligible. Figure 12 shows the result of testing
the sphere in the glycerin-filled waveguide at a depthd
53.81 cm below the pressure-release surface. The data ac-
quisition and post-test data analysis procedures are identical
to those described in the previous section. Figure 12 shows
that the experimental data are in very good agreement with
theory. Moreover, statistical analysis of the data shows that,
on average, the experimental data deviates from theory by
about 1%. It is noted that when the waveguide employs glyc-
erin as the working fluid, the measured longitudinal sound
speed is about 344 m/s. Consequently, the concerns regard-
ing the tankd function in Eq.~17! become more severe rela-
tive to the testing performed in water. In order to circumvent
any errors, the testing performed in glycerin is done at a
slightly shallower measurement depth.

When air is used as the working fluid in the waveguide,
the pressure-release boundary condition is invalidated. In
this case, the radiation impedance at the open end of the tube
must be integrated into equation that relates the sphere ve-
locity to the acoustic particle velocity in the waveguide.

FIG. 11. Magnitude response of spheres tested in a water-filled waveguide
versus theory predicted by Eq.~1!. The theoretical predictions are plotted as
dashed lines.
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More specifically, Kinsleret al.35 relate the particle velocity
to the pressure via the specific acoustic impedance, e.g.,Vo

5p(d)/Z(d), where

Z~d!5roc
11Re2 j 2kd

12Re2 j 2kd ,

R5
Zrad/rocS21

Zrad/rocS11
, ~18!

Zrad

rocS
5

~ka!2

4
1 j 0.6ka.

In Eq. ~18!, R is the complex reflection coefficient,Zrad is the
mechanical radiation impedance for an open-ended circular
waveguide having an unflanged termination,S is the cross-
sectional area of the waveguide, andd is the measurement
depth relative to the open end. The foregoing leads to
Vs /Vo5AsZ(d)/ j vp(d).

The testing performed in the air-filled waveguide re-
quired the use of a microphone instead of a hydrophone as
the reference sensor. Accordingly, a TMS 140AC free-field
microphone equipped with a TMS 26AJ preamplifier and a
TMS 112AA power supply is used.36 Prior to the experiment,
the sensitivity of the microphone is determined to be
15.36 mV/Pa61% using a Quest Technologies QC-20
calibrator.37

Frequency response function data between the acceler-
ometer in the sphere and the microphone are obtained with
an HP 35670A analyzer operating in swept-sine mode over
the 1-Hz to 1000-Hz frequency range. The data are acquired
using a 1-Hz analysis resolution and a Hanning window. This
is done, as opposed to using bandlimited random noise exci-
tation, to minimize the signal-to-noise error associated with
setting an extremely negatively buoyant sphere into motion
with a relatively small acoustic driving potential. Figure 13
presents the result of the in-air testing and shows that the
data obtained at the waveguide’s longitudinal resonance fre-
quencies~e.g., 83, 250, 420, 592, 765, and 937 Hz! compare
favorably with theory except at frequencies approaching 1

kHz. The data obtained off-resonance are not presented be-
cause the motion of the sphere was masked by the noise floor
of the accelerometer. Note that the measurement depth isd
57.62 cm and the longitudinal sound speed is taken to be
343 m/s. These parameters indicate that the sensitivity of the
tankd function is in part responsible for the lackluster per-
formance at 937 Hz. The calibrated pressure spectrum ob-
tained with the microphone is also presented in Fig. 13 for
reference.

It can be concluded from Figs. 12 and 13 that Eq.~1! is
also valid for the case of subjecting a sphere to acoustic
excitation in fluids having densities that are greater or less
than that of the sphere. Also, viscous effects are negligible
since the value ofb!1.

IV. CONCLUSIONS

The fidelity of spherical acoustic velocity sensors that
rely on the inertial transduction principle is affected by many
factors. The fundamental resonances in the system set the
passband of the device, and the density of the sphere and the
surrounding fluid medium dictate any corrections to the in-
trinsic voltage sensitivity. Corrections may also need to be
applied when viscous effects cannot be ignored. Ideally, the
transducer designer tries to develop a sensor that can faith-
fully reproduce the amplitude and phase response of some
acoustic wave of interest; however, the aforementioned con-
straints can prove this effort to be somewhat challenging for
sensors that require a large bandwidth. Wave effects in the
sphere and the external suspension present other design is-
sues. Work continues in this area, particularly with respect to
developing sensors that have nonspherical geometries~e.g.,
cylindrical!. Additionally, a more in-depth analysis of elasti-
cally coated sensors is warranted.
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This work provides a new way to measure the Green’s function between two points in an acoustic
channel without emitting a pulse by any of the two points. The Green’s function betweenA andB
is obtained from a set of secondary sources in the guide by averaging either the correlation or the
convolution of the signals received inA andB. A theoretical approach based on mode propagation
in a monochromatic regime is presented. Results are then extended to the time domain. Estimation
of the Green’s function is performed numerically in a range-independent and a range-dependent
environment. Application to discreet acoustic communications is discussed. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1542645#

PACS numbers: 43.30.Zk, 43.60.Gk@DLB#

I. INTRODUCTION

In a shallow water environment, acoustic communica-
tion is limited by reverberation and multipath propagation
that generate multiple echoes which interfere with each
other. In general, the presence of multiple echoes blurs the
information to be transmitted. One way to overcome this
difficulty is to work with an array of transducers and to use
the impulse response~or Green’s function! between every
element of the array and the receiver. Experimentally, this is
naturally done during a time-reversal experiment: a first
stage consists in recording the impulse response between ev-
ery transducer of a time-reversal mirror~TRM! and the de-
sired focal point. In a second stage, the time-reversal version
of the Green’s functions acts as a natural filter for acoustic
communication without any distortion due to waveguide in-
terfaces. Several authors have studied the efficiency and the
robustness of time-reversal focusing1–4 and its applications
to acoustic communication in underwater acoustics.5,6 The
advantage of time-reversal is that it requires noa priori
knowledge of the propagation medium. Actually, this means
that the first stage in the time-reversal process is a learning
stage during which the spatial temporal filter between the
sources and the receiver is acquired. However, the recording
of the impulse response between the time-reversal mirror and
the focal point may be a difficult or even an undesirable step
in the case of discrete acoustic communication.

In this paper, we present a way to obtain the Green’s
function between two points in a waveguide without either
point emitting a pulse. The Green’s function betweenA and
B is obtained from a set of secondary sourcesS in the guide
by averaging either the correlation or the convolution of the
signals received inA andB depending on the relative posi-
tions ofA andB with regard toS. Because no field is sent by
A or B, this technique would lead to applications in discrete
acoustic communication for which source detection is unde-
sirable. Furthermore, this method does not require any

knowledge of the waveguide characteristics and can be ap-
plied in a range-dependent environment.

The paper is structured as follows: in the first part, a
theoretical approach shows a way to obtain the Green’s func-
tion between two points using a set of secondary sources in
the waveguide. The theory is first presented in the monochro-
matic regime and is then extended to the time domain. In the
second part, numerical results are presented in two configu-
rations: a range-dependent and a range-independent oceanic
waveguide. The accuracy of the estimated Green’s function
is discussed in terms of time-reversal focusing and a quanti-
tative comparison with the exact Green’s function of the
waveguide is performed. In the last section, we describe the
practical limitations of this technique in an oceanic environ-
ment and we discuss possible applications to discrete acous-
tic communications in shallow water.

II. THEORETICAL APPROACH

Figure 1 is a schematic of the waveguide from which the
theoretical approach is performed. The question we try to
answer is: how does one get the Green’s function between
pointsA andB without usingA or B as a source? The sources
are a set of vertical sourcesS located betweenA andB @Fig.
1~a!# or outside the channel delimited by the pointsA andB
@Fig. 1~b!#. The sourcesS and the receiversA and B are
coplanar. In the two configurations, the sourcesS cover the
whole water column. Practically speaking,S could be a
unique source sent from a ship or a plane and that slowly
drops from the surface to the ocean bottom regularly emit-
ting an acoustic beacon during its descent. A similar ap-
proach has been introduced by several authors working on
source localization in shallow water environments using a
virtual receiver.7,8 The main idea of these works is to use a
reference field to correct for oceanic variability. For source
localization, use of a reference source can reduce environ-
mental mismatch problem and effectively localize targets.9,10

Applied to the configuration described in Fig. 1, it means for
example use the field emitted fromA and recorded on the
receiversS in order to localizeB. In this paper, we proceed in

a!Author to whom correspondence should be addressed; present address:
Marine Physical Laboratory, Scripps Institution of Oceanography, UCSD,
San Diego; electronic mail: philippe.roux@espci.fr
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a reciprocal way: by using an ensemble of secondary sources
S, we intend to estimate the Green’s function betweenA and
B in the time domain.

For a matter of simplicity, the theoretical approach is
described in a monochromatic regime. An acoustic beacon
sent fromS is received byA and B. In a waveguide, the
Green’s functions between a source inS and receivers inA
andB at a frequencyv are written as follows;

G~S,A!}(
n

Un~A!Un~S!
exp~ iknRSA!exp~2anRSA!

AknRSA

,

~1!

G~S,B!}(
n

Un~S!Un~B!
exp~ iknRSB!exp~2anRSB!

AknRSB

,

~2!

wheren is the mode number,Un(x) is the amplitude of mode
n at depthx, kn andan are the propagating and the attenua-
tion wave numbers associated with mode n, respectively, and
Rxy is the range betweenx and y. We suppose that the dis-
tanceRAB is large enough to neglect the contribution to the
Green’s functionG(A,B) of the modal continuum in the
penetrable bottom. We make also the approximation that the
medium is reciprocal, meaning that fluctuations of the signal
due to currents or internal waves are negligible.

A. Configuration 1: The sources S are located between
A and B

Multiplying the Green’s functionsG(A,S) andG(S,B),
we get

G~A,S!G~S,B!}(
m

(
n

Um~A!Um~S!Un~S!Un~B!

3
exp~ ikmRAS!exp~2amRAS!

AkmRAS

3
exp~ iknRSB!exp~2anRSB!

AknRSB

. ~3!

We suppose now that the sourcesS are distributed over the
whole water column, which allows us to use the orthogonal-
ity relation

(
S

Un~S!Um~S!}dnm . ~4!

In applying orthogonality it has been assumed that the
sourcesS span the region where the modes have significant
amplitude. In addition density gradients have been neglected.
Numerical results to be presented later show that these ide-

alizations have little effect on performance, as long as the
sourcesS cover the water column.

Using Eqs.~3! and ~4!, it follows

(
S

G~A,S!G~S,B!}(
n

Un~A!Un~B!

3
exp~ iknRAB!exp~2anRAB!

knARSBRAS

, ~5!

using the relationRAS1RSB5RAB .
In Eq. ~5!, we recognize the amplitude of the modes inA

and B as well as the phase term that describes propagation
betweenA andB. This leads to the conclusion

(
S

G~A,S!G~S,B!

'G~A,B!

}(
n

Un~A!Un~B!
exp~ iknRAB!exp~2anRAB!

AknRAB

. ~6!

We note obviously that the spreading factor between Eqs.~5!
and~6! is not the same but it is a constant factor that has no
importance in the estimation of the Green’s function. Actu-
ally, the difference between Eq.~5! and the true Green’s
function G(A,B) appears in the amplitude term for each
mode in whichkn should be replaced byAkn. Despite this
difference, we will see with numerical examples that
(SG(A,S)G(S,B) is a good approximation forG(A,B).

B. Configuration 2: The sources S are located
outside the channel delimited by A and B

In this case, we multiply the Green’s functionG(A,S)
by the phase-conjugated Green’s functionG(S,B)* ,

G~A,S!G~S,B!* }(
m

(
n

Um~A!Um~S!Un~S!Un~B!

3
exp~ ikmRAS!exp~2amRAS!

AkmRAS

3
exp~2 iknRSB!exp~2anRSB!

AknRSB

. ~7!

Using Eq.~4! and the relationRAS2RSB5RAB , we obtain
now

FIG. 1. Schematic of an acoustic
waveguide.A andB are receivers. The
secondary sourcesS are distributed
over the whole water column:~a! the
sourcesS are located betweenA and
B; ~b! the sourcesSare located outside
the channel delimited byA andB.

1407J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 P. Roux and M. Fink: Shallow water Green’s function estimation



(
S

G~A,S!G~S,B!*

}(
n

Un~A!Un~B!
exp~ iknRAB!exp~2anRAB!

knARSBRAS

3exp~22anRSB!'G~A,B!. ~8!

As in Eq. ~5!, we recognize in Eq.~8! the modal amplitude
and the phase term of the Green’s function betweenA andB.
Compared toG(A,B), we once again note the difference in
the spreading factor and the amplitude dependence in 1/kn .
But the main difference lies now in the amplitude modula-
tion of each mode by an exponential decrease that depends
on the mode number through the attenuation wave number
an . If exp(22anRSB) is roughly constant from mode to
mode, this modulation plays no role in the estimation of the
Green’s function G(A,B) as the spreading factor
1/ARSBRAS. However, this is generally not the case andan

classically increases as a function of the mode number. The
contribution of the higher-order modes to the estimated
Green’s function in this configuration will then be less accu-
rate.

III. TIME-DOMAIN SOLUTIONS

In the first configuration, the result obtained in Eq.~6!
can be written in the time domain as follows

G~A,B,t !'(
S

G~A,S,t !* G~S,B,t !, ~9!

where the asterisk refers to convolution. Equation~9! has a
well-known physical interpretation : it is the application of
Huyghen’s theorem. The Green’s function betweenA andB
can be seen as the sum over a set of pointsS, that cover a
section of the guide, of the Green’s function betweenA andS
convolved with the Green’s function betweenS andB.

In practice though, the sources are inSand receivers are
in A and B. Invoking reciprocity, we haveG(A,S,t)
5G(S,A,t). This leads to another formulation equivalent to
Eq. ~9!

G~A,B,t !'(
S

G~S,A,t !* G~S,B,t !. ~10!

In the second configuration and with the help of reciprocity,
the result obtained in Eq.~8! can be written in the time
domain as follows:

G~A,B,t !'(
S

G~S,A,t ! ^ G~S,B,t !, ~11!

where^ refers now to correlation.
Equations~10! and ~11! mean that the Green’s function

between two receivers in a shallow water waveguide can be
estimated from a set of secondary sources by either the cor-
relation or convolution of the signals received inA andB.

Equation~11! has recently been introduced in a remark-
able paper11 by Weaveret al. They experimentally demon-
strated for elastic waves in an aluminum sample that the
Green’s function between pointsA andB is obtained from a

set of secondary sourcesSby averaging the correlation of the
field, respectively, measured inA andB. What is fascinating
in Weaver’s approach is that the secondary sources are either
acoustic noise from thermal fluctuations inside the sample or
deterministic signals from a piezoelectric transducer outside
the sample. In underwater acoustics as well as in ultrasonics,
this theorem holds only if Eq.~4! is valid. This means, using
the language of Weaver, that the total energy sent from the
secondary sourcesS is equidistributed over all the modes that
are present in the medium. In other words, every mode must
be equally excited after summing over the sourcesS. We
wish also to make a strong connection between this work and
a paper from Draegeret al.12 on time reversal in chaotic
cavities.

We will see in the following that the Green’s function
G(A,B,t) can be obtained if the sourcesS fulfill the follow-
ing conditions:

~1! the sourcesS span the whole water column,
~2! the depth between two neighboring sourcesS is such that

the highest-order mode that significantly contributes to
the Green’s functionG(A,B) is correctly sampled.
The weight of each mode is related to the exponential
dependence of the mode amplitude versus range
exp(2anRAB) as shown in Eq.~6!. The attenuation wave
numberan depends mostly on the attenuation parameter
in the bottom.

However, we will show that an estimation of the Green’s
function betweenA andB is still possible even if the second-
ary sourcesS do not satisfy these conditions.

IV. NUMERICAL RESULTS

The results presented in this paper are obtained with a
time-domain simulation performed with a parabolic equation
code derived from Michael Collins’sRAM code.13 The emit-
ted signal is a Gaussian-modulated pulse centered at 200 Hz
and whose spectrum ranges from 100 to 300 Hz. The field is
synthesized from 200 frequencies, which allow for enough
zero padding to avoid aliasing problems and at the same time
allow for a sufficient number of energy-carrying frequencies
to resolve time-domain effects. For the computation, five
Padéterms are used. The range step is the smallest wave-
lengthlmin55 m sent from the source and the depth step is
lmin/551 m.

Two shallow water environments are studied: a range-
independent and a range-dependent waveguide~Fig. 2!. The
goal of this work is to determine the time-domain impulse
response between pointsA andB from a set of sourcesS that
are located between or outside the two points. One approach
to quantify the quality of the estimated Green’s function is
then to perform a time-reversal experiment betweenA andB.

Practically speaking, the first step of our work is to ob-
tain the estimated Green’s functionG̃(Ai ,B,t) between a
receiver inB and a set of 25 receiversAi using a set of
sourcesSj and Eq.~10! or ~11! ~configuration 1 or 2!. In
order to compare the estimated Green’s functionG̃(Ai ,B,t)
to the true Green’s functionG(Ai ,B,t), we subsequently
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perform a numerical time-reversal experiment between the
time reversal mirror made of theAi ’s and B. Thus we also
considerB and theAi ’s as potential sources in order to com-
pare the accuracy of the algorithm that leads to the estimated
Green’s functions. Time reversal will be performed either
with the exact Green’s functions or the estimated Green’s
functions. In the introduction, we described time-reversal as
a two-stage process decomposed into a learning process dur-
ing which the field issued from the source is acquired on the
time-reversal mirror, and a backpropagation stage that con-
sists of the transmission of the time-reversed field. Here, the
comparison is performed by, respectively, usingG̃(Ai ,B,t)
or G(Ai ,B,t) in the learning stage. It is justified to use time
reversal to quantify the accuracy of the estimated Green’s
functions because it naturally works as a time-domain cor-
relator or, in other words, as a coherent Bartlett beamformer
in the time domain. As a consequence, time reversal per-
formed with the estimated Green’s functions leads to an am-
biguity surface in time and space in which mismatch~leading
to high sidelobes! is due to an incorrect estimation of the
Green’s function. Another heuristic argument in favor of
time reversal is the following: in the frequency domain, the
Green’s function is a complex number with an amplitude and
a phase. The correct estimation of the Green’s functions re-
quires both amplitude and phase. However they do not have
the same relative importance as far as detection, localization,
or acoustic transmission is concerned. Thus, an estimated
Green’s function with an accurate phase and an incorrect
amplitude is still useful whereas the contrary is usually use-
less. A classical least-square difference between the esti-
mated and the exact Green’s function is interesting~see Figs.
10 and 11! but does not emphasize the respective roles
played by the phase and amplitude errors. On the contrary,
phase conjugation in the frequency domain or time reversal
with time-dependent signals are a good alternative: if the
time-reversed field is focused at the original source, this
means that, for each frequency, the phase of the estimated
Green’s function is exact. Furthermore the sidelobe ampli-
tudes around the source after time reversal is related to the
estimation of the amplitude of the Green’s function.

Performing time reversal to check the accuracy of the

estimated Green’s function means that we compute in the
time domain

Refoc~y,t !5(
Ai

G~B,Ai ,2t !* G~Ai ,y,t !, ~12!

and

Refoc~y,t !5(
Ai

G̃~B,Ai ,2t !* G~Ai ,y,t !, ~13!

where y refers to depth near pointB. Roughly speaking,
Refoc(y,t) is the reference time-reversed field around the
focal point obtained with the exact Green’s functions. This
reference time reversal is now compared toRefoc(y,t)
which is computed from the estimated Green’s functions.

V. RANGE-INDEPENDENT ACOUSTIC CHANNEL

Figure 3 is a spatial temporal representation of the exact
Green’s functions betweenB and theAi ’s after propagation
through the channel. As expected, the pressure field is very
dispersed in time due to multiple reflections on the guide
interfaces. After propagation through the guide, the field du-
ration is on the order of 0.45 s compared to the 0.02 s dura-
tion of the emitted signal. Figure 4 is a spatial temporal

FIG. 2. Description of the acoustic channels used for computation. The sound velocity profilec(y) linearly decreases from 1500 m/s at the surface to 1460
m/s at 25 m and then remains constant in the water column. The bottom density, sound speed, and attenuation are, respectively, 1850 kg/m3, 1800 m/s, and
0.25 dB/l; on the left-hand side of the channel, 25 receivers (Ai ’s! span the water column;~a! range-independent case: water depth5100 m; receiver depth
~B! is 40 m; ~b! range-dependent case: water depth varies from 100 m on the left-hand side to 50 m at a 2500 m range and then back from 50 to 100 m on
the right-hand side; receiver depth~B! is 40 m. Configuration 1 or 2 refers to the positions of the secondary sourcesS with respect toA andB. Note that for
the range-dependent case~b!, configuration 2 implies more sourcesS than configuration 1.

FIG. 3. Spatial–temporal representation of the field received on the TRM
made of theA’s after transmission fromB of a 0.02 s duration pulse. The
acoustic channel is described in Fig. 2~a!. The source depth is 40 m. Time is
along thex axis, they axis corresponds to depth.
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representation of the focused field obtained atB after time
reversal from theAi ’s. As expected in a classical time-
reversal experiment, the field is strongly recompressed in
time and space at the initial source. Figure 4 is defined as the
reference time reversal because it has been computed with
the exact Green’s functions.

In the following, we first work in configuration 1, i.e.,
with the secondary sourcesS placed betweenA andB @Fig.
2~a!#. In Fig. 5, we present time-reversed fields obtained with
the estimated Green’s functions. Two points are important.
First, the field is still focused inB and the size of the focal

spot remains the same whatever the number of secondary
sourcesSused to estimate the Green’s functions. This means
that a portion of the Green’s functions has been estimated
with sufficient accuracy over a number of modes to get a
narrow focal spot inB. Second, we observe that the sidelobe
level is strongly dependent on the number of sourcesS used
to compute the estimated Green’s functions. It appears that
spatial and temporal sidelobes remain low as long as the
depth step between the sourcesS is equal to or smaller than
the smallest wavelength of the source spectrumlmin55 m.
We see in Fig. 6 that it is not necessary to sample the water
column with too many sourcesS. The time-reversed field in
B presents equivalent temporal sidelobes with sourcesS dis-
tributed with a 2 m depth step or with almin55-m depth
step. The estimated Green’s functions are close to the exact
Green’s functions in the two cases. The depth step between
two neighboring sourcesShas to be small enough to provide
a correct sampling of the highest-order mode that contributes
significantly to the Green’s functionG(A,B). This depends
of course on the frequency, on the bottom absorption, and on
the range betweenA andB.

On the other hand, the focal spot is clearly distorted if
the sourcesS do not span the entire water column as shown
in Fig. 7. In this case, the Green’s functions have not been
estimated correctly. We observe that sidelobes are weaker
when the sourcesS are placed near the bottom than near the
surface. This is due to the down-refracting profile of the
sound speed that has been used for the computation of the
pressure field. In a down-refracting profile, refraction bends

FIG. 4. Spatial–temporal representation in dB of the computed time-
reversed field Refoc(y,t) in the plane of receiverB after backpropagation
through the channel. The TRM is made of the 25Ai ’s. This time-reversed
field has been computed with the exact Green’s functions following Eq.~12!
and is defined as the reference time-reversed field. Time is along thex axis,
the y axis corresponds to depth.

FIG. 5. Spatial–temporal representation in dB of the computed time-reversed fieldRefoc(y,t) in the plane of receiverB after backpropagation through the
channel. The TRM is made of the 25Ai ’s. The time-reversed field has been computed with the estimated Green’s functions following Eq.~13! and is to be
compared to the reference time-reversed field in Fig. 4. The estimated Green’s functions has been obtained from Eq.~10! ~configuration 1! with a different
number of sourcesS: ~a! 50 sourcesS with a 2 mdepth step;~b! 20 sourcesS with a 5 mdepth step;~c! 10 sourcesS with a 10 m depth step;~d! 5 sources
S with a 20 m depth step. Time is along thex axis, they axis corresponds to depth.
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acoustic rays toward the ocean bottom. As a consequence,
the pressure field is better sampled with an array placed near
the bottom than near the ocean surface.

According to our theoretical approach, one must satisfy
Eq. ~4! in order to achieve a good estimation of the Green’s
functions between theAi ’s andB,

(
S

Un~S!Um~S!}dnm . ~4!

This equation depends only on the number and position of
the sourcesS in the water column. Equation~4! means that,
on average, every mode is similarly excited by the sourcesS
in the ocean channel. The average is performed here by the
sum over the sourcesS in Eqs. ~10! and ~11!. A way to
confirm this is to check the validity of Eq.~4! in the four
configurations presented in Fig. 5. The sourcesS span the
whole water column and the intersource distance is varying
from 2 to 20 m. In Fig. 8, we represent the matrixCnm(S)

5(SUn(S)Um(S),3 for n and m varying from 1 to the total

number of modes in the waveguide. The modesUn have
been computed at the central frequency of the source~200
Hz! in the acoustic channel described in Fig. 2~a!. We ob-
serve that the matrixCnm(S) is close to the identity matrix
when the spacing between two sourcesS is equal or less than
the acoustic wavelength. On the other hand, a large depth
step between neighboringS sources leads to high off-
diagonal elements in the matrixCnm(S) @Figs. 8~c! and ~d!#
leading to a poor estimation of the estimated Green’s func-
tions as shown in Figs. 5~c! and ~d!.

In the following, we try to quantify results shown in
Figs. 5 and 8. To this goal we first measure the difference in
terms of least-squares distance between the matrixCnm(S)
and the identity matrix for a large set of sources-S that al-
ways span the sourcesS span the whole water column. Fig-
ure 9 shows the standard deviation betweenCnm(S) and ma-
trix identity for a number of sourcesSvarying from 1 to 100.
We observe that the standard deviation reaches a floor when
the number of sourcesS is such that the depth step between
two sources is on the order of the acoustic wavelength. The
floor is nonzero because a portion of the energy of each
mode is trapped in the sea-bed which is not sampled by the
sourcesS. This means that Eq.~4! is only approximated
when modal penetration into the bottom cannot be neglected.

In Fig. 10, we compare the exact and the estimated
Green’s functions in the waveguide in the two configurations
shown in Fig. 2~a!: the sourcesSare either between pointsA
andB or outside the channel delimited by these two points.
When the sourcesS are betweenA andB, the Green’s func-
tion is estimated using Eq.~10! whereas Eq.~11! is used in
the other case. For a set of 20 sourcesS with a 5 m depth
step, the two estimated Green’s functions are very similar to
the exact Green’s function. We then extend this comparison
by measuring the difference between the exact and the two
estimated Green’s functions with respect to the number and
depths of the sourcesS. The depths of the sourcesS are the
same as in Fig. 9. We present in Fig. 11 the average standard
deviation Std(S) betweenG̃(Ai ,B,t) andG(Ai ,B,t),

FIG. 6. Comparison in dB between the envelope of the time-reversed fields
Refoc(y,t) and Refoc(y,t) in B ~receiver depth540 m!. The solid line cor-
responds to the reference time-reversed field. The estimated Green’s func-
tions have been computed with, respectively, 50 sourcesSwith a 2 mdepth
step ~dashed line!, 20 sourcesS with a 5 m depth step~dotted line!, 10
sourcesSwith a 10 m depth step~s! and 5 sourcesSwith a 20 m depth step
~-1- line!. The sourcesS are placed betweenA andB ~configuration 1!.

FIG. 7. Spatial–temporal representation in dB of the computed time-reversed fieldRefoc(y,t) in the plane of receiverB after backpropagation through the
channel. The TRM is made of the 25Ai ’s. The time-reversed field has been computed with the estimated Green’s functions following Eq.~13! and is to be
compared to the reference time-reversed field in Fig. 4. The estimated Green’s functions have been obtained from Eq.~10! ~configuration 1! with 25 sources
S that do not span the whole water column:~a! the sourcesS are distributed between 1 and 49 m with a 2 mstep;~b! the sourcesS are distributed between
50 and 99 m with a 2 mstep. Time is along thex axis, they axis corresponds to depth.
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Std~S!5A 1
25(Ai

( t~G̃~Ai ,B,t !2G~Ai ,B,t !!2

1
25(Ai

( tG~Ai ,B,t !2
. ~14!

Three points are important. First, the results shown in Figs. 9
and 11 are strongly correlated. As expected, the estimated
Green’s function of Eqs.~10! and~11! are valid if Eq.~4! is
satisfied, which provides the respective weight of each mode.
In other words, it is possible to get an estimation of the
Green’s function between two receivers from a set of sources
in a waveguide under the condition that every mode is simi-
larly excited by the set of sources. Second, in the two con-
figurations shown in Fig. 2~a!, the standard deviation Std(S)

reaches a nonzero floor when the number of sources exceeds
a certain number~e.g.,N520). This means that the estima-
tion of the Green’s function is not perfect as noted previously
when comparing Eqs.~5!–~8!. The amplitude term of the
estimated Green’s function is at least incorrect by a factor of
Akn for each mode and by an adding factor of exp
(22anRSB) in configuration 2. However, the phase term of
Eqs. ~5! and ~8! is correct, which means that the estimated
Green’s function is accurate enough to focus a field using a
time-reversal procedure. Indeed, several ultrasonic works
have already shown that the amplitude dependence of the
field has much less importance than the phase dependence of
the field as far as phase conjugation or time reversal is
concerned.14 Last, we see that the floor reached for the stan-
dard deviation in Fig. 11 is slightly higher in configuration 2,
where the sourcesSare outsideA andB than in configuration
1 where the sourcesS are betweenA andB. We show here
the influence of the amplitude weight exp(22anRSB) that ap-
pears for each mode in Eq.~8!. The higher modes estimated
using Eq.~8! face an extra attenuation that leads to a small
extra error in the amplitude of the time domain Green’s func-
tion.

This error would significantly increase for larger dis-
tances betweenSandB, i.e., when the sourcesSare far away
from pointsA andB.

VI. RANGE-DEPENDENT ACOUSTIC CHANNEL

In the following, we present numerical results obtained
in a range-dependent acoustic channel. In a slowly varying

FIG. 8. Comparison in dB between matrices 10 log10(Cnm(S)) computed in different configurations of the sourcesS: ~a! 50 sourcesSwith a 2 m depthstep;
~b! 20 sourcesS with a 5 m depthstep;~c! 10 sourcesS with a 10 m depth step;~d! 5 sourcesS with a 20 m depth step. A good estimation of the Green’s
function betweenA andB is obtained whenCnm is close to the identity matrix.

FIG. 9. Standard deviation betweenCnm(S) and the identity matrix with
respect to the number of sourcesS. For a given number of sourcesS, several
positions of the array of sourcesS may be possible in the water column
leading to one or a few points for each abscissa.

1412 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 P. Roux and M. Fink: Shallow water Green’s function estimation



range-dependent waveguide, Eqs.~1!–~8! can be rewritten
using adiabatic mode theory. In this case, the mode shape
depends now on the range and each wave number is to be
replaced by an average wave number over the propagation
range. In this work, we deliberately choose the environment
described in Fig. 2~b!, which prevents us from applying
mode theory or even adiabatic mode theory betweenA and
B. Therefore, Eqs.~1!–~8! do not apply and the Green’s
function cannot be described using a simple analytic formu-

lation. However, we numerically show that Eqs.~10! and
~11! still hold, which means that the Green’s functions be-
tweenB and theAi ’s can be estimated from a set of second-
ary sourcesS that cover the whole water column.

In Figs. 12 and 13, we present results similar to the
results of the range-independent waveguide~Figs. 4 and 5!.
We first compute a classical time-reversal experiment be-
tweenB and theAi ’s using the exact Green’s functions in the
time domain. The time-reversed focused field Refoc(y,t)
presented in Fig. 12 is once again defined as the reference
field. It is interesting to observe that the time-reversed field
in B does not present the same pattern as the one obtained in
a range-independent waveguide~see Fig. 4!. The sidelobe
level is higher and the size of the focal spot is twice as large.
Actually the higher modes present inA andB no longer exist
at the middle of the Chinese-hat shape waveguide and their
contribution to the time-reversed focusing has been lost in
the sea-bed.

In Fig. 13, we present time-reversed fields obtained with
the estimated Green’s functions computed from different set
of sourcesS following Eq. ~10! ~configuration 1!. By com-
paring Refoc(y,t) and Refoc(y,t), we draw the same con-
clusions as in the case of the range-independent waveguide.
Even if we still refocus inB, the estimated Green’s functions
are close to the exact Green’s functions as long as the depth
step between two sourcesS enables a good sampling of the
higher-order contributing modes. Of course, the range depen-
dency of the channel prevents correlating the accuracy of the
estimated Green’s functions to either the modal structure of
the waveguide or to the way modes are spatially sampled by
the set of sources S.

In Fig. 14, we compare the exact and the estimated
Green’s functions in the two configurations shown in Fig.
2~b!. When the sourcesS are betweenA andB, the Green’s
function is estimated using Eq.~10! whereas Eq.~11! is used
in the other case. Keeping the depth sampling constant~5 m
step between two neighboring sourcesS!, the number of
sourcesS is not the same in configurations 1 and 2. As in the
range-independent case, the estimated and the exact Green’s
functions present the same temporal dependence.

FIG. 10. Range-independent case: comparison between the exact Green’s
function G(A,B,t) in ~a! and the estimated Green’s functionG̃(A,B,t) in
~b! and~c!. ~b! and~c! correspond to sourcesS located between~configura-
tion 1! or outside~configuration 2! A and B, respectively. The depth of
pointsA andB are 37 and 40 m, respectively@cf. Fig. 2~a!#. The estimated
Green’s functions are computed from 20 sourcesS with a 5 mdepth step.

FIG. 11. Range-independent case: standard deviation Std(S) between the
estimated and the exact Green’s functions on theAi ’s with respect to the
number of sourcesS in the waveguide. The dark~* ! and the clear~1!
correspond to sourcesS located between~configuration 1! or outside~con-
figuration 2! A and B, respectively. For every set of sourcesS, Std(S) is
averaged over the 25 receiversAi ’s. For a given number of sourcesS, sev-
eral positions of the array of sourcesSmay be possible in the water column
leading to one or a few points for each abscissa.

FIG. 12. Spatial–temporal representation in dB of the computed time-
reversed field Refoc(y,t) in the plane of receiverB after backpropagation
through the range-dependent channel. The TRM is made of the 25Ai ’s. This
time-reversed field has been computed with the exact Green’s functions
following Eq. ~12! and is defined as the reference time-reversed field. Time
is along thex axis, they axis corresponds to depth.
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We more quantitatively compare the estimated Green’s
functions to the exact Green’s functions by measuring Std(S)
in the range-dependent channel. In Fig. 15, we show that
results are similar for both the range-dependent and the

range-independent waveguides. Two points are important.
First, the difference between the estimated Green’s functions
provided by configuration 1 or 2 relies on the extra attenua-
tion that faces every mode exp(22anRSB) in configuration 2.
This error remains small as long as the sourcesSare not too
far away from pointsA andB. Second, the results obtained
with configuration 2 in the range-dependent case shows that
Std(S) reaches a floor for 15 sourcesSwhereas 20 sourcesS

FIG. 13. Spatial–temporal representation in dB of the computed time-reversed fieldRefoc(y,t) in the plane of receiverB after backpropagation through the
range-dependent channel. The TRM is made of the 25Ai ’s. The time-reversed field has been computed with the estimated Green’s functions following Eq.~13!
and is to be compared to the reference time-reversed field in Fig. 12. The estimated Green’s functions has been obtained from Eq.~10! ~configuration 1! with
a different number of sourcesS: ~a! 30 sourcesS with a 2 mdepth step;~b! 12 sourcesS with a 5 mdepth step;~c! 6 sourcesS with a 10 m depth step;~d!
3 sourcesS with a 20 m depth step. Time is along thex axis, they axis corresponds to depth.

FIG. 14. Range-dependent case: comparison between the exact Green’s
function G(A,B,t) in ~a! and the estimated Green’s functionG̃(A,B,t) in
~b!: ~b! and ~c! correspond, respectively, to 12 sourcesS with a 5 mdepth
step located betweenA andB ~configuration 1! or 20 sourcesS with a 5 m
depth step outsideA andB ~configuration 2!. The depth of pointsA andB
are 37 and 40 m, respectively@cf. Fig. 2~b!#.

FIG. 15. Range-dependent case: standard deviation Std(S) between the es-
timated and the exact Green’s functions on theAi ’s with respect to the
number of sourcesS in the range-dependent channel. The dark~* ! and the
clear~1! correspond to sourcesS located between~configuration 1! or out-
side ~configuration 2! A and B, respectively. Note that configuration 2 im-
plies more sourcesS than configuration 1@cf. Fig. 2~b!#. For every set of
sourcesS, Std(S) is averaged over the 25 receiversAi ’s. For a given number
of sourcesS, several positions of the array of sourcesS may be possible in
the water column leading to either one or a few points for each abscissa.
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are necessary in the range-independent case~see Fig. 11!.
This is due to the fact that the higher-order modes are lost in
the Chinese-hat shape bottom present in the range-dependent
environment, thus authorizing a less accurate sampling of the
water column by the sourcesS.

VII. DISCUSSION

In this work, time-domain numerical simulations using a
PE code have been performed in the absence of noise. One
may wonder if noise in the ocean could degrade the estima-
tion of the Green’s function. The answer is no. Actually, the
estimated Green’s functionsG̃(A,B,t) are obtained from
Eqs.~10! and~11! which imply both either a convolution or
a correlation between two fieldsG(S,A,t) andG(S,B,t) and
an average over the set of sourcesS. The correlation, the
convolution, and the average are very robust process with
respect to random noise. As a consequence,G(S,A,t) and
G(S,B,t) may be much more affected by the presence of
noise than the estimated Green’s function betweenA andB.

Of course, the main limitation of this method relies on
the location of the secondary sourcesS. We have shown that
a good estimation of the Green’s function is provided when
the sourcesS are distributed along the whole water column.
Even in this case, problems arise when the pointsA andB are
no longer in the same plane as the sourcesS. Indeed, up to
now, we have worked in a two-dimensional range-dependent
or range-independent waveguide. In this case, sources and
receivers belong to the same plane, which implies for ex-
ampleRAS1RSB5RAB for sourcesS placed between the re-
ceiversA and B. However, the ocean is of course a three-
dimensional environment and the above-given relation does
not hold when the sourcesSand the receiversA andB do not
belong to the same plane. This is a very important condition
because the distanceRAS1RSB determines the phase of the
estimated Green’s function as shown in Eqs.~5!–~8!. An
incorrect estimation of the phase leads to an incorrect esti-
mation of the temporal dependence of the Green’s function
in the time domain, which means no Green’s function at all.

An important concern is the nature and the distribution
of the sourcesS in the ocean to get the Green’s function
betweenA andB. It is not easy to get a vertical distribution
of sources in the water column. As noted in Sec. I, one pos-
sibility could be to use one acoustic source dropped from a
plane or a boat and that slowly sinks from the surface to the
bottom while emitting repetitively an acoustic beacon during
its descent. Furthermore, one could show that a drift of the
source during its descent would not degrade the estimation of
the Green’s function as long as it remains in theAB plane.
Another artificial source in the ocean is the acoustic noise
made by boats. Unfortunately, these sources are distributed
horizontally along the boat path and they do not excite simi-
larly all the modes in the waveguide. A last potential acoustic
source in the ocean is noise due to surface waves, internal
waves, or more generally acoustic noise due to random fluc-
tuations of the ocean. Actually, the first experimental dem-
onstration of the Green’s function estimation by secondary
sources has been performed using very low thermal fluctua-
tions in an aluminum sample.11 The advantage of using ran-

dom fluctuations as a source is the natural equidistribution of
the acoustic energy over all the modes of the waveguide.
Similarly, in underwater acoustics, it would be interesting to
try to estimate the Green’s function between pointsA andB
simply by averaging the correlation of the noise received in
A and B.15 Experimentally speaking, this only requires
broadband receivers with a high sensitivity and a noiseless
powerful amplifier. Numerical and experimental works are
pursued in this direction by the first author at his new address
and by another team in geophysics.16

Finally, this work leads to application in discrete under-
water acoustic communications. Indeed, beyond the quality
of acoustic transmission in shallow water, an important issue
is the discretion of the communication between two points in
the ocean. As mentioned earlier, it has been shown that time
reversal could be a good way to transmit high-rate informa-
tion through an acoustic channel without being limited by the
problem of multipath propagation in such an environment.
However, time reversal is a two-step experiment and the first
step requires the acquisition of the impulse response between
the focal point and the TRM. This stage is not discreet be-
cause the source used at the focal point reveals the place to
which information is to be transmitted in a second step. On
the contrary, the technique described in this paper offers the
advantage of using secondary sources to acquire the impulse
response between the focal point and the TRM. This allows
the focal point to remain discreet in the whole time-reversal
experiment. However, acoustic transmission is usually car-
ried out by signals in the kilohertz range, which is far above
the spectrum ranges studied in this paper~100–300 Hz!.
Working at a higher frequency does not change the physical
insight described in this work but, depending on the environ-
ment, it may practically require a very fine depth-step be-
tween two neighboring sourcesS in order to adequately
sample the higher-order modes that contribute to the Green’s
function.
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This study concentrates on the reflection of Lamb waves at the free end of a plate. The conversion
phenomena are examined in detail over a large frequency range and the energy conversion
coefficients are obtained by three different ways: theoretically, numerically~finite element method!
and experimentally. The experimental energy determination is obtained from the measurement of the
plate normal displacements, by mean of a laser interferometer. All results are in relatively good
agreement and the energy balance between incident and reflected waves is discussed in each
case. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1539521#

PACS numbers: 43.35.Cg, 43.35.Zc, 43.40.Dx@DEC#

I. INTRODUCTION

Lamb waves are frequently used in nondestructive test-
ing of plane structures: they allow the detection of surface
defects or internal cracks. Because they propagate over a
long distance, weakly attenuated~in the case of a free elastic
plate!, they are used for the evaluation of the assembly of
large free plates in aeronautics, for example. Many theoreti-
cal or experimental studies deal with Lamb wave propaga-
tion in infinite plates. However, manufacturers encounter
some difficulties because real plates are limited in length and
welded. In this paper, the reflection of Lamb waves at the
free edge of a plate is investigated. Torvik1 has shown that
mode conversion phenomena occur to satisfy boundary con-
ditions. A single mode gives rise to several propagating or
nonpropagating modes.1,2 Gregory et al.3 confirm these re-
sults in the case of the first symmetric Lamb mode incident
at the end of the plate. They develop a ‘‘method of projec-
tion’’ to compute the repartition of the incident energy be-
tween the various reflected waves. Y. Choet al.4 integrate a
boundary element method with the normal mode expansion
technique to study the reflection of higher symmetric or an-
tisymmetric incident Lamb waves at the edge. They prove
the mode conversions and obtain the reflection coefficients
of these waves.

Some experiments identify several mode conversions in
a qualitative way.5 Lowe et al. show experimentally that
nonpropagating modes occur when theA0 mode is reflected
from the end of a plate.6 In this paper, we develop an experi-
mental method to estimate the energy carried out by each
reflected wave. The normal surface displacements of the
plate are measured with a laser interferometer. Signal analy-
sis allows us to extract accurate displacement values of the
incident and reflected Lamb waves from these measure-
ments. These displacements are then processed, so leading to
the Lamb wave Poynting vector flow. In order to justify these
measurements we develop a theory using the Torvik hypoth-
esis. Moreover, some cases are calculated with the finite el-
ement method and verify the main theoretical results. At last,

the experimental results are compared with theoretical and
finite element method~FEM! ones.

II. LAMB WAVE PROPAGATING IN A SEMI-INFINITE
PLATE

A. Theoretical study of the reflection at the end of a
semi-infinite plate

Consider a two-dimensional semi-infinite plate with a
free edge on the right side as shown in Fig. 1. This plate is
stainless steel~mass densityr57800 kg m23, velocitiesvT

53150 m s21 and vL55840 m s21) and has a thicknessd.
As Torvik, we make the assumption that the propagating
modes in the semi-infinite plate and in an infinite extended
plate are identical.1 An incident harmonic Lamb wave~fre-
quencyF) propagating in thex1.0 direction is completely
reflected at the plate extremity (x150). If we suppose a
single reflected mode, the boundary conditions of zero trac-
tion on the edge are not satisfied. This implies that wave
conversions and reflected modes are propagating as well as
evanescent modes, with real, imaginary or complex wave
number, calculated for an infinite plate.1,2 In other words, at
x150, the incident wave stresses are opposite to the sum of
an infinite number of reflected modes stresses:

(
n

r nT11
n 52T11

inc , (
n

r nT31
n 52T31

inc . ~1!

In these expressions,T11
inc andT31

inc are the normal and tangen-
tial stress components of the incident wave of energy flow
f inc ; r nT11

n and r nT31
n are the respective stresses of thenth

reflected wave~if T11
n andT31

n are the stresses associated to a
wave of energywn).

In order to obtain ther n coefficients, the linear system
~1! is calculated inQ points regularly set in the thicknessd
of the plate and for a finite numberN of reflected waves:a!Electronic mail: morvan@iut.univ-lehavre.fr
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If we use an evident matrix formulation

T1Mr 50,

then

r 52~MTM !21MTT,

if exponentsT and 21 mean respectively transposed and
inverse matrix.

The energy carried by thenth reflected wave is written
as

fn5r n•r n* wn .

In this expression,wn is the acoustic Poynting vector
flow of the nth Lamb mode. In the particular case of com-
plex or imaginary wave numbersK, the Poynting vector flow
wn is equal to zero. In fact, these modes exist close to the
extremity but do not carry energy along thex1 direction.

Consequently, the Lamb wave energy reflection coeffi-
cient Rn can be calculated by dividing the energy of the
reflected wavefn by the incident energyf inc ,

Rn5
fn

f inc
.

In the next equation, the energy conservation concept
can be applied to check the computation accuracy:

f inc5(
n

fn5(
n

Rnf inc or (
n

Rn51.

The system of equations~1! is computed using 200
points at the plate extremity and 20 reflected modes. These
modes are the 20 first real, imaginary and complex modes~at
a given frequency, the complex roots are indexed by their
increasing imaginary part!. We want to test this theory in the
case of anA1 incident wave. The reflected wave must have
the same symmetry so we plot~Fig. 2! the wave number
roots K5K81 jK 9 of the antisymmetric modes. The three
dimensional diagram~complex plane! is limited to the posi-
tive imaginary and real components of the wave number
(K8.0 andK9.0). In the plane (K8,Fd), we recognize the
classical Lamb waves dispersion curves. In Fig. 3, the 20
first antisymmetric modes forFd54 MHz mm are repre-
sented in the complex wave number space. Only the modes

FIG. 1. Lamb wave reflection at the plate extremity.

FIG. 2. Real, imaginary and complex antisymmetric wave number roots
(s: real; n: complex; — imaginary!.

FIG. 3. The 20 first antisymmetric modes forFd54 MHz mm in the com-
plex wave number plane.
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with a negative or a zero imaginary partK9 ~damped in the
negativex1 direction! are taken into account. At this particu-
lar thickness-frequency product, there are only 2 real
(A0, A1) and 18 complex roots~there is no imaginary so-
lution!.

The energy repartition of the incidentA1 Lamb wave
among the reflected modes is computed with a frequency-
thickness stepDFd50.05 MHz mm and plotted in Fig. 4 for
1.8,Fd,9 MHz mm. There are three quite different zones.
For the frequency-thickness products less than 2.3 MHz mm,
the incident wave is almost completely converted into anA0
wave. Between 2.3 and 3.6 MHz mm, the trend is inverted
and theA0 mode disappears to the benefit of theA1 mode.
At eachFd value of a cutoff, an additional Lamb wave ap-
pears, so aboveFd55.85 MHz mm the curves become intri-
cate. In this condition, the balance between the incident and
reflected energies is always achieved within 1% error. So, in
the studied frequencies range, theA1 mode is almost com-
pletely converted in the first 20 real, imaginary and complex
modes. We can neglect the contribution of the higher order
modes and so limit the size of the matrix.

III. FINITE ELEMENT METHOD „FEM…

A. Excitation of a Lamb wave

In order to verify our theory, we use a finite element
method. The FEM is used to solve static mechanical prob-

lems but can also be suitable for the study of wave
propagation.7 Computations are made with the finite element
code ANSYS. The characteristics of the plate are identical to
those used in the previous theoretical study. A two-
dimensional study of the plate~25 mm long and 2 mm thick!
with plane strain condition is performed~Fig. 5!. This lim-
ited plate is regularly discretized in rectangular elements
with 400 nodes in length and 20 in depth, so that there are at
least 20 nodes per Lamb wave wavelength. The transient
analysis is done with a 1.0431028 s integration time step
~which satisfies the optimum time step equal toL/V if L is
the element length andV is the phase velocity of the fastest
Lamb wave in the studied frequency range.!

First, the wave conversion study implies that the inci-
dent wave should be unique at the selected frequency. For
this purpose, the wave is numerically launched in the plate
by imposing its theoretical longitudinal and shear displace-
mentsu1(x3 ,t) and u3(x3 ,t) during five cycles at a given
frequencyF to the 20 nodes of the plate extremity~Fig. 5!.

In a first time we detail the results in the particular case
of the A1 incident mode at a frequency-thickness product
equal to 2.3 MHz mm. Of course this study is repeated at
several otherFd and finally the energy reflection coefficients
are obtained fromFd52.3 MHz mm toFd54.5 MHz mm.
In the case of the incidentA1 mode atFd52.3 MHz mm,
the computed surface displacements are given in Fig. 6.
From thisB scan, we can get the phasevp and the groupvg

FIG. 4. Theoretical study. Repartition
of theA1 incident wave energy among
the reflected waves.

FIG. 5. Finite element method. Waves are numerically
launched in the plate by imposing their theoretical lon-
gitudinal and shear displacementsu1(x3 ,t) and
u3(x3 ,t) to the 20 nodes of the plate extremity.
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velocities of the incident wave. The slopes of the two dashed
lines give respectively vp53650 m s21 and vg

57500 m s21. These values are in a good agreement with
the theoretical velocities of theA1 mode at Fd
52.3 MHz mm. Moreover, considering the reflection of this
wave, some amplitude oscillations mean that two or more
reflected waves coexist. The propagation distance on the
plate, however, is not long enough to separate the reflected
modes in this spatio-temporal representation.

In order to identify the reflected waves, a spatial and a
temporal fast Fourier transform are successively applied to
theu3(x1 ,t) signal,8,9 providing the representation of the sig-
nal in the dual space (k,F). The modulus of the resulting
signalc(k,Fd) is plotted in gray level in Fig. 7. The positive

~respectively negative! wave numbers are associated to
waves propagating in the increasingx1 direction ~respec-
tively opposite direction!. Two Lamb waves are seen to be
excited: the modeA0 at aFd product below 0.5 MHz mm
and theA1 mode over the frequency range 2–2.6 MHz mm.
TheA0 mode is probably generated from the transient phase
of the burst. TheA0 mode does not interfere with theA1
amplitude measurement. In fact the waves are excited in two
quite different frequency ranges and at a given thickness-
frequency product there is one incident Lamb mode at once.
Therefore the technique used to generate numerically the
waves is suitable for this study. In the case of the incidentA1
wave, two waves are reflected:A1 mode and a strong con-

FIG. 6. IncidentA1 wave and its re-
flection at the end of the plate. Spatio-
temporal representation and time
record at the locationx15215 mm.
The slopesDx1 /Dt of the lines give
respectively the phasevp and the
group vg velocities of the incident
wave.

FIG. 7. Representation of the signal in
the dual space (k,F). The solid lines
are the theoretical dispersion curves.
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vertedA0 mode. Due to the symmetry of the scatterer, no
symmetric mode is reflected.

In order to determine the power flow of the reflected
waves, we must connect the measured normal displacement
to the power.10 This is done in the next section.

B. Results: Energy carried by the reflected Lamb
waves at the end of a plate

We define an absolute coefficientz5uU3(x356d/2)u/
Aufu which relates the theoretical amplitudeU3 of the nor-
mal surface displacement of a Lamb wave to the square root
of the power flowufu. This theoretical coefficient is plotted
in Fig. 8 for several Lamb modes and for thickness-
frequency products ranging from 0 to 8 MHz mm.

From the representation of the signal in the dual space
(k,F), we measure the displacement amplitudesuc(kn ,F)u
of the nth Lamb wave having a wave numberkn at a given
frequencyF (n51,...,N). The energy of each Lamb wave is
obtained from the measured amplitude of the displacement
and the theoretical coefficientz:

fn~F !5S uc~kn ,F !u
zn~F ! D 2

.

Let us now consider the incident Lamb waveA1, at a
given frequencyF. It gives rise toN reflected Lamb waves.
We obtain the energy reflection coefficientRn as the ratio of
the nth reflected wave energyfn to the A1 incident wave
energyf inc :

Rn5
fn

f inc
.

The method~FEM computation and processing! is re-
peated at several other frequencies. The energy of the re-
flected modes is computed by 0.05 MHz mm step. Figure 9
represents the energy reflection coefficients over the fre-
quency range 2.2–4.5 MHz mm. Theoretical energy reflec-

tion coefficients are plotted in solid line. The superimposed
FEM results are in a good agreement with the theoretical
ones.

IV. EXPERIMENTATION

A. Quasi-harmonic study

The experimental setup is described in Fig. 10. A gen-
erator delivers a 30-cycle toneburst at the frequencyF
52.1 MHz to a Panametrics emitting piezo-composite trans-
ducer. This transducer is wide frequency range with a 2.25
MHz central frequency. Lamb waves are generated by the
wedge method. A Polytec laser vibrometer is used to mea-
sure the plate normal surface displacements along a line par-
allel to the incident Lamb wave propagation directionOx1 .
The displacement amplitudes are collected over 30 mm by
0.2 mm steps at the plate extremity. At each position, a 100-
ms-long signal is registered~10 000 points!. In order to im-

FIG. 8. Theoretical variation of coefficientz with
frequency-thickness product for different Lamb modes.
z relates the theoretical amplitudeuU3u of the wave nor-
mal surface displacement to the square root of the
power flow ufu.

FIG. 9. Finite element method: energy reflection coefficients versus
frequency-thickness in the case of an incidentA1 wave.
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prove the signal-to-noise ratio we perform an averaging over
1000 successive shots. The resultingB scan~Fig. 11!, similar
to those obtained with the finite element method, represents
the normal displacementu3(x1 ,t) versus timet and position
x1 . Amplitude oscillations are observable on the reflected
waves. This is due to the alternate constructive and destruc-
tive interference of two waves propagating with near veloci-
ties. On the spatial spectrum representation of the signal at
Fd54.2 MHz mm we verify that the incident wave is theA1
Lamb wave ~Fig. 12!. Moreover, this figure confirms the
presence of two reflected waves:A0 andA1 modes. At this
frequency, these two first antisymmetric modes only exist.
By means of thez coefficient we obtain the energy carried by
each waves: 47.9% of the incident energy inA1 wave and
2.2% in theA0 wave. These value should be compared to the

theoretical ones: 4% of the incident energy converted in the
A0 wave and 96% in theA1 wave. Obviously the determi-
nation of the reflected modes energy shows that the energy
conservation is not verified: less than 50% of the incident
wave energy is transmitted in the reflected modes. Several
hypotheses can be given to explain the discrepancy between
computation and experimentation. The main cause of the dif-
ference is that theA1 Lamb waves generated at the wedge/
plate interface do not have a constant amplitude and it is
obvious that the processing gives a mean value of the wave
amplitude ~reflected or incident! over a large distance of
propagation. Indeed, the incident beam diverges during the
propagation due to the angular aperture caused by the disc-
shaped transducer.

The divergence of the wave during the propagation is

FIG. 10. Experimental setup.

FIG. 11. Quasi-harmonic experimental
study. Normal surface displacement
u3(x1 ,t) versus time and positionx1 .
Time recorded signal at the location
x15220 mm.
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FIG. 12. Quasi-harmonic experimental study. Repre-
sentation of the signal in the dual space (k,F). The
solid lines are to the theoretical dispersion curves.

FIG. 13. Spatial behavior of theA1
wave amplitude atFd54.2 MHz mm.
The superimposed dashed curve is the
regression of the incidentA1 wave
amplitude.

FIG. 14. Impulsional experimental
study. Normal surface displacement
u3(x1 ,t) versus time and positionx1 .
Time recorded signal at the location
x15220 mm.
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verified by the determination of the amplitude attenuation
alongx1 direction. By means of the experimental setup de-
scribed in Fig. 10, we measure the surface displacements
along the transducer axis fromx152120 to x15210 mm
by 0.2-mm steps. On the resulting signalu3(x1 ,t), we per-
form a temporal fast Fourier transform which givesx(x1 ,F)
in the space-frequency representation. Let us consider theA1
mode at frequencyFd54.2 MHz mm. In order to make an
estimation of its amplitude attenuation during the propaga-
tion, a sliding window spatial Fourier transform is applied to
the signalx(x1 ,F) at F52.1 MHz. The 50-point rectangular
window is translated alongx1 on the signalx(x1 ,F) and at
eachx1 position a spatial FFT is performed on the windowed
signal. In Fig. 13 we plot the amplitudes of the incident and
reflectedA1 waves. The superimposed dashed curve is the
regression of the experimental peak amplitude of the incident
A1 wave. The equation of this curve isy5K(x11x0)21/2.
This result agrees well with the theory of diffraction. Even if
the uncertainty on the determination of reflectedA1 wave
amplitude is higher than the incident one, the wave continues
to decrease as 1/Ax1 . In the next step it is assumed that the
divergence is transmitted to the reflected wave so the con-
verted wave decreases as the incident wave.

In addition to the beam divergence, some diffusion and

attenuation of the Lamb waves occur in the material during
the propagation~it is not negligible in this frequency range!.
The quasi-harmonic study allows us to obtain the energy
repartition of an incident wave at a given frequency. In order
to obtain the results on a large frequency range one must
repeat the measurement at numerous frequencies and this
way could be very expensive in time and in memory. A so-
lution is to perform an impulsionnal study which covers a
larger frequency bandwidth.

B. Impulsional results

The experimental setup is identical to the previous
quasi-harmonic study and a pulse voltage~300 V! is applied
on the emitter transducer. In Fig. 14 the resultingB-scan
s(x1 ,t) describes the time evolution of theu3 displacements
collected by the laser vibrometer along a line parallel to the
direction of propagation of the waves. In order to identify
each Lamb wave, a spatial and a temporal fast Fourier trans-
form are successively applied to thes(x1 ,t) signal, provid-
ing a new representation of the signal in the dual space
(k,F). The 2d-FFT representation of the signal is shown in
Fig. 15. BetweenFd53.8 andFd54.8 MHz mm, the inci-
dent wave is theA1 wave and there is no other incident wave
with a significant amplitude. Therefore the study of theA1
mode conversion at the end of the plate is possible at these
frequencies. At a given frequency, the reflected Lamb waves
energies are deduced from the amplitudes by mean of thez
coefficient previously defined. The results are corrected to
take into account the beam divergence. Figure 16~a! shows
theA1 incident energy repartition among the reflected modes
over the frequency range 3.8–4.8 MHz mm. TheA1 mode
energy varies in an opposed trend toA0: the A1 energy
decrease is compensated by theA0 energy increase. The
variations of reflected wave energies are similar to the theo-
retical results@Fig. 16~b!# even if reflected energy is 80% of
the incident one. In order to obtain a significant improvement
in balance between incident and reflected energy, the experi-
mentation must be done with a real plane wave and a 3D
finite element computation must be performed.

FIG. 15. Impulsional experimental study. Representation of signal in the
dual space (k,F). The solid lines are the theoretical dispersion curves.

FIG. 16. Comparison between the ex-
perimental~a! and theoretical~b! en-
ergy reflection coefficient at the end of
the plate~incidentA1 wave!.
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V. CONCLUSION

Different studies of the reflection of theA1 Lamb wave
at the free edge of a plate are performed in this paper. The
FEM confirms our theoretical model with a good accuracy.
Conversion modes are demonstrated and evaluated. An ex-
perimental verification of these conversions is achieved by
vibrometer measurements of the wave displacement on the
plate. The processing of the space data linked to the waves
gives the reflection coefficient and the energy balance. We
show that the incident wave energy is shared out among the
reflected waves. These methods can be applied to study the
Lamb wave conversion onto a wide variety of geometrical
discontinuities. For example, in the case of a rib stiffened
plate, we have made a precise nondestructive evaluation of
the soldered joints by performing the measurement of the
converted energy.11
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Long-lasting stable cavitation
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Stable cavitation is produced on the surface of a special target, i.e., an abrasive foil with a grain size
of about 15mm, insonified by a 473 kHz focused beam. Cavitation bubbles are first created by a
pressure of about 2 MPa. Progressive reduction of the pressure to about 100 kPa leads to a state of
stable cavitation characterized by strong stable emission of the half-order subharmonic. This state
can be maintained for five hours if the defining parameters~position and pressure! are optimized and
constant to within a few percent. There is strong evidence for the presence of ‘‘latent’’ cavitation
bubbles, which can persist for a few minutes without being excited. ©2003 Acoustical Society of
America. @DOI: 10.1121/1.1538198#

PACS numbers: 43.35.Ei, 43.25.Yw@ADP#

I. INTRODUCTION

A difficulty encountered in experiments on stable cavi-
tation is the short time during which cavitation bubbles can
be studied. Several proposals have been made in the past to
increase this time. Mostly bubbles produced elsewhere are
trapped at the surface of different objects. These may be the
tip of a wire,1 a thin wire coated or not with a film of paraffin
wax,2,3 a hydrophone,4,5 a tissue formed by glass–wool
fibers,4 or a porous surface.6 The latter three configurations
allow for the study of multiple bubbles, which is advanta-
geous because the signal intensity is enhanced. Another mo-
dality consists of concentrating bubbles in the antinodes of
standing waves.7–9

None of these methods makes observation times longer
than a few minutes possible. In the present study a method is
described that produces multiple cavitation bubbles and
thereafter traps them virtually indefinitely. It provides ease of
observation and the possibility of characterizing the domain
of stability of the bubbles.

II. MATERIALS AND METHODS

The experimental setup is shown in Fig. 1. The device,
composed of an ultrasound emitter, a target, and an ultra-
sound receiver, is placed in a container filled with tap water,
the oxygen content of which is 7–8.5 mg/l~Oxygen meter
WTW Oxi 340!. A silicone absorber~Silastic 3120 Dow
Corning! facing the emitter reduces reflections.

The ultrasound emitter is a PZT transducer~Channel
Industries Inc. C5500! of 100 mm diameter and 100 mm
curvature radius. It is equipped with a transformer so as to
exhibit a virtually real impedance@~471j 0.06! V# at the
resonance frequencyn05473 kHz. Its focal volume, corre-
sponding to pressure values above 50% of the pressure at the
focal point, has a depth of 35 mm and a diameter of 8 mm. A
sinusoid generator tuned to 473 kHz~Hewlett Packard 33120
A!, an attenuator and an amplifier~Kalmus LA 200H CE!

can provide a continuous power between 7 mW and 160 W;
this corresponds to a pressure between 35 kPa and 5.3 MPa
at the focal point. For great pressure values nonlinear propa-
gation appeared but did not influence the measured param-
eters. The voltage delivered by the generator is called the
excitationE and is given in dBm.

The peak-to-peak amplitude of the amplifier output volt-
age is calledU, measured in volts. The power absorbed by
the emitting transducer, measured with a watt meter~Rhode
& Schwartz NAP 392.4017.04! is calledP ~W!.

With a target at or close to the focal point, the reflected
wave influences the power supply. In order to determine the
pressure at the target without a hydrophone, a specific study
has been carried out.10 It consisted of measuring, as a func-
tion of U andP, the maximal pressure present at targets that
have different reflectivities but are located at one and the
same point within the focal zone. It turns out that the pres-
sure at the targets is well approximated by the equation

p~kPa!'180AP~W!112U~V!. ~1!

The receiving transducer, which is identical to the emit-
ter, has its axis oriented perpendicularly to that of the latter.
The received signal is fed through a wide band isolation
transformer, amplified~NF Electronic Instruments BX31!
and then sent either to a spectrum analyzer~Hewlett Packard
ESA L 1500 A! or to an oscilloscope~Lecroy 9310 AL!. The
spectrum analyzer is used in two different modes. In the first
mode the examined frequency range is 0.1–1.1 MHz, the
bandwidth 10 kHz, and the duration of analysis 50 ms. The
spectrum of the received signal is displayed, in particular, the
lines n0/2, n0 , 3n0/2, and 2n0 . To reduce noise, ten spectra
are averaged. In the second mode only the linen0/2 is ex-
amined within a 10 kHz band by measuring 400 successive
intensity values during 50 ms. The mean and the standard
deviation of these values are calledmn0/2 andsn0/2 , respec-
tively.

The target is an abrasive foil~thickness 0.1 mm, diam-
eter 10 mm! whose usual destination is polishing optical fi-
bers ~type 15!. Figure 2 shows the structure of its surface,
suggesting that the type number stands for the grain size in
micrometers. The target is glued to the center of a 0.06 mm

a!Author to whom correspondence should be addressed. Electronic mail:
mestas@lyon.inserm.fr
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thick plastic foil, which is stretched over a 50 mm diam PVC
ring. All these elements are fixed to the receiving transducer
so as to place the target at its focal point.

The receiving transducer is mounted on three translation
stages. So the target can be positioned in the focal zone of
the emitter; it is also oriented perpendicular to the emitter
axis ~two angular adjustments of the PVC ring!.

III. RESULTS

A. Initiation of cavitation

With weak excitation (p'60 kPa! and a target carrying
relatively few bubbles, no cavitation is observed and the
spectrum exhibits only a line corresponding to the emission
frequency@Fig. 3~a!#. To initiate cavitation, a pressure be-
tween 1.5 and 3 MPa is applied to the target during about
10 s. Visible bubbles are produced in the conical field of the
emitting transducer. They gather on equidistant, concentric
shells and can jump from one shell to another in the direction
of the focal point or escape toward the surface. The spectrum
exhibits abundant noise and two principal lines atn0 and 2n0

@Fig. 3~b!#. Loweringp leads to the disappearance of visible
bubbles. The noise level is reduced and two more lines ap-
pear atn0/2 and 3n0/2 @Fig. 3~c!#. Figure 3~d!, obtained with
p'100 kPa, shows an increase of the lines atn0/2 and 3n0/2
and a decrease of the lines atn0 and 2n0 . Reducingp pro-
gressively and adjusting the target’s position on the emitter
axis ~see below! make it possible to attain an ‘‘operating
point,’’ which is defined by two criteria:~1! the intensity of
the line n0/2 is high and stable even in a single~not aver-

aged! spectrum@Fig. 3~e!#; ~2! the received signal~Fig. 4!,
composed of frequenciesn0 andn0/2, shows no fluctuation.

B. Limits of operation

A pressure decrease of only a few kilopascals and/or an
axial shift of the target by as little as 0.2 mm make the line
n0/2 disappear. Therefore the parameters that determine the
operating point have to be chosen very carefully. Observing
the dependence ofmn0/2 andsn0/2 on the target’s position and
on E allows one to define the ‘‘operating domain.’’

The influence ofE is shown in Fig. 5. The operating
domain corresponds to particularly low values ofsn0/2 . The
abrupt decrease ofmn0/2 marks the lower limit even more
precisely. For constantE Figs. 6 and 7 showmn0/2 andsn0/2

as a function of the target’s position on the emitter axis, near
the focal point. In Figs. 6~a!, ~b!, several distinct operating
domains are seen, separated from one another by 1.6 mm
intervals that correspond to half the emission wavelength.
@Figure 6~c! will be explained in Sec. IV.# Figure 7 is a more
detailed view of the principal operating domain around the
focal point. It is clearly delimited by the abrupt decrease of
mn0/2 and the increase ofsn0/2 . Figure 8 shows the depen-
dence ofmn0/2 and sn0/2 on the target’s position on a line

FIG. 1. Experimental setup.

FIG. 2. Microscopic view of the target~10 mm/div!.

FIG. 3. Spectra of the received signal before and after the creation of oscil-
lating bubbles, depending on the applied pressure~ordinate: intensity; ab-
scissa: frequency!.

FIG. 4. Supply voltage (n05473 kHz! and received signal~containing har-
monics! as a function of time. Arbitrary ordinate scales.
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perpendicular to the axes of both transducers. Again, the op-
erating domain is clearly delimited but larger than the one of
Fig. 7.

In all these experiments measurements are carried out,
starting from an operating point~which is indicated by a
vertical line in the figures! and then moving to higher and
lower abscissa values. It is worth mentioning that themn0/2

andsn0/2 values corresponding to the initial operating point
change very little during this procedure, although the system
has momentarily left the operating domain.

Interestingly,mn0/2 increases slightly~1–2 dB! close to
the margins of the operating domain~Figs. 5–7!. The in-
crease is quite small but is always observed in experiments
of these type.

C. Long-term stability

To observe the long-term stability of the system, it is
placed in the principal operating domain andmn0/2 andsn0/2

are measured during several hours~Fig. 9!. mn0/2 increases
slowly by 1–2 dB untilsn0/2 increases too, but abruptly. At
this momentE has to be increased by 0.05 dBm in order to
restore the initial situation. In Fig. 9 a vertical line indicates
every increase ofE. E initially equals220.1 dBm and attains
219.95 dBm after 5 h of uninterrupted operation.sn0/2 lies
between 0.06 and 0.09 dB.

D. Reproducibility

The system is repeatedly placed in an operating domain.
Between successive experiments, there is a waiting time of at
least 5 min, requiring reinitiation. The position of the target
is unchanged. Figure 10 shows thatE varies by 0.3 dBm
only. The variations ofmn0/2 are stronger andsn0/2 lies be-
tween 0.06 and 0.13 dB.

FIG. 5. Dependence of the received signal on excitation.

FIG. 6. Dependence of the received signal~a!, ~b! and of the supply voltage
~c! on the target’s axial position.

FIG. 7. Dependence of the received signal on the target’s axial position
~central operating domain!.

FIG. 8. Dependence of the received signal on the target’s position on a line
perpendicular to the axes of both transducers.

FIG. 9. Long-term stability of the received signal.

FIG. 10. Reproducibility of the received signal.
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IV. DISCUSSION

In a liquid insonified with a frequencyn0 cavitation
manifests itself by the appearance of harmonics, in particu-
lar, the one atn0/2.11 It is attributed to bubble oscillation.
Stable cavitation is obtained when the bubbles attain a radius
corresponding to resonance atn0/2.12,13In this study, bubbles
are produced from seeds or from microbubbles by the action
of high pressure~no effect is found in water containing only
3 mg/l of oxygen, even with a pressure of 3 MPa!. To ob-
serve the phenomena described here, the production of
bubbles alone is insufficient, however. The essential point is
their fixation on a target having particular characteristics.

A. Characteristics of the target

The surface roughness of the target plays a decisive role
for the production and trapping of resonant bubbles. This is
shown by comparing a smooth plastic foil and abrasive foils
of different grain sizes~types 3, 15, and 32!. With a smooth
foil, a pressure of more than 1 MPa is necessary to produce
a signal atn0/2. This implies transient~inertial! cavitation,
which is not the object of this study. For the three rough
targetsmn0/2 is similar if E is similar. However, the signal is
unstable (sn0/2.1.5 dB! with a type 3 abrasive foil and it
persists little with a type 32 foil. Only the type 15 foil pro-
vides simultaneously short-term and long-term stability of
the received signal. One may try to explain these findings in
the following manner.

The abrasive particles are randomly distributed on the
target surface and their dimensions~in mm! correspond to the
type numbers of foils. The spaces between particles, where
bubbles are trapped, have about the same size. In the present
case the diameter of bubbles that exhibit resonance atn0/2 is
approximately 28mm ~calculated according to Ref. 5!. Thus,
on a type 3 foil, the free space is insufficient for bubbles to
oscillate in a unique mode. The frequent change of modes
causes high values ofsn0/2 . A type 32 foil exhibits wider
spaces. Bubbles located there remain relatively mobile and
therefore escape easily from the insonified zone. As a result,
a stable but little persistent signal is observed. The spaces of
a type 15 foil are such that bubbles are trapped efficiently
while oscillating freely.

B. Influence of target reflectivity

In Fig. 6, five major operating domains appear. They are
attributed to pressure maxima. This hypothesis is confirmed
by measuring the pressure with a hydrophone having very
low reflectivity ~25 mm membrane GEC Marconi Y-33-7611!
that replaces the target~Fig. 11, thin line!. As a reference, the
pressure has also been measured in the pulsed mode~repeti-
tion rate: 1 kHz; pulse length: 42ms! with the same hydro-
phone. The distance between consecutive maxima equals
half the emission wavelength~1.6 mm!. To explain the pres-
ence of these maxima and minima one can suppose that the
pressure wave, partly reflected by the hydrophone or the tar-
get, produces an electric signal in the emitter and thus influ-
ences the functioning of the emitter electronics, depending
on the axial position of the reflector.14 The pressure and the
voltageU are modulated in a similar way@Fig. 6~c!#. This

effect is of practical interest because it allows one to place
the target close to an operating domain simply by searching
the maximum ofU. To quantify this amplitude modulation
the ratio of neighboring extreme values ofU is determined
near the focal point. With the hydrophone as a reflector, the
ratio equals 1.2. The type 15 target has higher reflectivity and
consequently produces a higher ratio~1.4!. The ratio even
attains the value 3.2 if stable cavitation occurs because the
presence of numerous bubbles increases reflectivity~Fig. 6!.

The electric reaction, produced by the reflection of the
pressure wave off the target, also causes an alteration of the
absorbed power for a given excitation. ForE5219 dBm,P
equals 19 mW~U53.0 V! in the absence of any reflector, but
33 mW ~U55.8 V! with a type 15 target functioning in its
principal operating domain. The corresponding values ofp
@Eq. ~1!# are 58 and 102 kPa, respectively.

This last value is not far from the threshold pressure of
stable cavitation, i.e., 89 kPa in water, which in turn is pro-
portional to the total damping coefficient of radial bubble
motion.12 The estimation of this coefficient could be an in-
teresting application of the technique described here.

C. Limits of operation

As mentioned above, operating domains exist around
pressure maxima~Fig. 6!. Due to the approximately sinu-
soidal shape of the curve representing pressure~Fig. 11!, the
relative decrease of pressure at the edges of the operating
domain ~Fig. 7! can be calculated. One obtains 2%. Simi-
larly, in Fig. 5, the width of the operating domain corre-
sponds to a variation ofE and therefore to a variation of
pressure. Equation~1! gives a value of 3%.

These estimations show the narrowness of the pressure
range within which the phenomenon can be observed. It is
therefore not surprising that the slightest mechanical or ther-
mal perturbation can throw the system out of its operating
domain. When this occurs, a reinitiation is not necessarily
required. Indeed, if the interruption does not last for more
than one or two minutes, the system can be brought back to
its operating domain by adjustingE or the target’s position
on the emitter axis. In particular, during the scanning neces-
sary to obtain the results shown in Figs. 5–8 the system
leaves the operating domain and reenters it easily. These ob-
servations suggest the present of ‘‘latent’’ bubbles that means

FIG. 11. Pressure amplitude measured on the emitter axis~emitter on the
right!.

1429J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Mestas et al.: Stable cavitation



ones that have been created on the target but do not oscillate
outside an operating domain.

Figures 5 and 7 show an interesting detail: At the edges
of the operating domainmn0/2 increases slightly~1–2 dB!

just before its abrupt decrease if the operating domain is
limited by a decrease of pressure~the left side in Fig. 5 and
both sides in Fig. 7!. One is tempted to conclude that the
increase ofmn0/2 and the decrease of pressure are linked
together; the mechanism, however, remains unclear.

During long-term operation~about 1 h! mn0/2 tends to
increase by 1–2 dB~Fig. 9! until sn0/2 increases abruptly.
The system can be brought back into its initial state by a
slight increase ofE, which indicates a previous pressure de-
crease. Not only can this be considered as a third operating
limit, but it also implies that the mechanism mentioned
above is again at work. In the case of long-term observation,
the pressure decrease may be due to a loss of bubbles~and
consequently a decrease of the target’s reflectivity! or to ther-
mal drift of the electronics. It should be stressed that the
duration of 5 h observed in Fig. 9 was imposed by the op-
erator, not by the system. The experiment could have been
carried on much longer.

D. Reproducibility

Here the variability ofmn0/2 has no geometrical cause
since the position of the target is unchanged. It is not the
result of the varying duration of the strong initiating pressure
either, if this duration is sufficient~about 10 s!. An explana-
tion can rather be found in the variability of the search for
the operating point, because the progressive reduction ofE is
hardly reproducible. Another cause may be the fact that the
operating point is generally situated near the edge of the

operating domain, which means in a region that is character-
ized by a variation ofmn0/2 of 1–2 dB ~Figs. 5 and 7!.
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The performance of an optical multilayer hydrophone for ultrasound measurements is investigated
both in theoretical terms and experimentally. The optical measurement system comprises a thin
high-finesse dielectric interference filter structure that is deposited onto a plane glass plate. An
incident acoustic pressure wave deforms the layer system, and the induced variation of the optical
reflectance is determined. Applying the concept of an optical off-axis detection scheme offers good
sensitivity and a simple and low-cost setup. A primary interferometric calibration technique is
applied to experimentally determine the pressure–voltage transfer function in the range from 1 to 75
MHz. Within the measurement uncertainty a constant transfer factor is obtained for the whole
frequency range. Measurements of broadband ultrasound pulses are influenced neither by acoustic
resonances of the very thin sensing element nor by diffraction phenomena that are known to cause
waveform distortions in small probe hydrophone measurements. High temporal and spatial
resolution is combined with high durability of the probe, which is why the optical multilayer
hydrophone is well suited for use as a reference for secondary hydrophone calibration. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1553457#

PACS numbers: 43.38.Zp, 43.35.Yb, 43.30.Yj@YHB#

I. INTRODUCTION

Optical measurement systems have proved to be useful
tools for the detection of ultrasound, in particular, in the
high-frequency range. The use of thin optical dielectric lay-
ers as a sensor element in both a fiber-optic hydrophone and
an optical detection array configuration has been reported on
previously.1,2 Acoustic measurement here is based on the
elastic deformation of the multilayer system by an incident
ultrasound wave. The thin layer system is designed to yield a
large change in optical reflectance at the operational light
wavelength produced by this mechanical deformation. The
change in reflectance is detected using a simple optical setup,
and high temporal and spatial resolution of the ultrasound
measurement can be achieved. The frequency response of the
fiber-optic version of the multilayer hydrophone is strongly
influenced by the acoustic properties of the fiber end onto
which the layer system is deposited. It can be understood as
the result of the superposition of longitudinal, edge diffrac-
tion, and lateral waves with a resonant vibration mode of the
fiber body representing an elastic rod.3 The pressure wave-
forms of broadband ultrasound pulses measured with such a
fiber-optic multilayer hydrophone are strongly distorted as a
result of the nonuniform frequency response. If a probe is
used that comprises a similar layer system deposited onto a
plane glass plate with a diameter larger than the lateral sound
field dimension, such distortions do not occur since edge and
resonance effects are avoided.2 In addition to the uniform
frequency response, this sensor concept basically offers high
temporal and spatial resolution and high durability of the
probe, which is why the system is well suited for use as a

reference detector for secondary calibrations of hydrophones
and fiber-optic ultrasound sensors, especially for the high-
frequency range.

In this paper, the concept of an optical off-axis detection
scheme for the multilayer hydrophone is investigated theo-
retically and by experiments. It offers both, good sensitivity
and a simple and low-cost setup, and adjustment to the op-
erating point of the optical multilayer resonator can be
achieved by variation of the illumination angle.4,5 A similar
adjustment technique has been demonstrated to be useful for
high-finesse etalon-type ultrasound sensors6 and more re-
cently for low-finesse polymer film Fabry–Perot-type ultra-
sound sensors.7 The acoustic performance of the multilayer
hydrophone is experimentally analyzed. The characterization
given comprises an estimation of the lateral resolution, the
frequency response determined by a primary interferometric
calibration in the range from 1 to 75 MHz, the sensitivity, i.e.
the minimum detectable sound pressure level of the present
system, the directional response, and the stability.

II. SENSOR DESIGN, PRINCIPLE OF OPERATION,
AND THEORETICAL DESCRIPTION

The sensor element of the optical multilayer hydrophone
consists of a dielectric layer system acting as a microinter-
ferometer deposited on a plane glass plate~Fig. 1, insert!.
The high-finesse dielectric interference filter structure is of a
design well suited for use as a pressure sensing element at
ultrasound frequencies.1,5 Two high-reflection subsystems,
both consisting of severallD/4 layers, are connected by a
centrallD/2 spacer layer, wherelD denotes the optical de-
sign wavelength at which the interference filter offers maxi-
mum transmission. This structure combines a high opticala!Electronic mail: Volker.Wilkens@ptb.de
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finesse of the Fabry–Perot interferometer with a very small
overall thickness, and good acoustic sensitivity together with
a large detection bandwidth is obtained.

The principle of ultrasound measurement is based on the
elastic deformation of the layer system by an incident pres-
sure wavepin and the measurement of the induced change in
optical reflectanceDR by an optical detection scheme~Fig.
1!. The optical arrangement for a single element detector can
be considerably simplified if the oblique incidence of light is
utilized instead of perpendicular illumination in the setup
previously described.2 Only very few optical components
comprising the laser source, two lenses, the sensor probe,
and a photodetector are necessary. Focusing of the laser
beam yields high spatial resolution of the ultrasound mea-
surement. Since backreflection into the laser source does not
occur due to the off-axis detection scheme, optical isolation
is not necessary. Backreflections from the rear of the sub-
strate are laterally separated from the light reflected at the
layer system and can easily be masked to avoid parasitic
interference. Furthermore, a beamsplitter needs not to be in-
serted for the detection of the light reflected at the layer
system, which offers highly efficient use of light, and a laser
source with comparatively low output power is sufficient to
achieve good sensitivity of the optical hydrophone. For the
monochromatic light source here a HeNe laser is preferred to
a laser diode because mode competition noise typical of laser
diodes would give reason to increased intensity noise in the
reflected part of light.5

For a theoretical description the system ofN dielectric
layers is assumed to be optically nonabsorbing, homoge-
neous, and isotropic. The optical reflectanceR of the system
for oblique incidence of light with wavelengthl can then be
calculated using the matrix formalism for optical multilayer
systems,8 where the singleith layer with the physical thick-
nessdi , refractive indexni , and angle of light propagation
u i is described by its angle-dependent phase thickness:

f i5
2p

l
nidi cosu i , i 51,...,N, ~1!

and its characteristic matrix:

Mi5F cosf i

A21 sinf i

g i

A21g i sinf i cosf i

G , i 51,...,N. ~2!

Here,g i denotes the optical admittance of the layer that de-
pends on the state of polarization of the incident light:

g i5Ae0

m0
ni cosu i , for perpendicular~s! polarization;

~3!

g i5Ae0

m0
niY cosu i , for parallel ~p! polarization,

with the absolute dielectric constant and permeability of the
free spacee0 andm0 , respectively. The whole layer system
is described by the product of theN individual characteristic
matrices taken in the correct order:

M5)
i 51

N

Mi5Fm11 m12

m21 m22
G . ~4!

The complex amplitude coefficient of reflection is then given
by the four componentsm11,...,m22 of M and the optical
admittance of the fiber substrateg0 and of the surrounding
watergN11 (n051.48,nN1151.329):

r 5
g0m111g0gN11m122m212gN11m22

g0m111g0gN11m121m211gN11m22
. ~5!

The intensity reflectance isR5r •r * , the asterisk denoting a
complex conjugate.

In Fig. 2 the calculated reflectanceR is depicted in de-
pendence on the normalized design wavelengthlD /l for a
19-layer system withn52.30 for the high index (Nb2O5)
and n51.48 for the low index material (SiO2), for three
different angles of light incidence in airu in50°, 25°, and
35°. For normal incidence of light, the high-finesse interfer-
ence filter design produces a narrow transmission peak atl
5lD52n10d1054nidi ( i 51,...,9,11,...,19). An incident
pressure wave causes modulation of the optical thicknesses

FIG. 1. Optical multilayer hydrophone
setup; insert: multilayer system depos-
ited onto a plane glass substrate;i
50: substrate,i 51,...,N: dielectric
layers, i 5N11: surrounding water,
N: total layer number, H, L: high-
index and low-index opticallD/4
layer, respectively,pin : incident pres-
sure wave,I in : incident, andI ref : re-
flected optical intensity,ni , u i : re-
fractive index and light propagation
angle, respectively, in theith medium.
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of the layers and, thus, a modulation of optical reflectance of
the whole layer system. The operating point of maximum
reflectance slopeDR/pin is located at the edge of the trans-
mission peak, where the reflectance is aboutR0'0.25.1,5 An
alteration ofu in gives rise to a change of the light propaga-
tion anglesu i in the substrate, the layers, and the water~cf.
Fig. 1! to be calculated by an appropriate application of
Snell’s law. Due to the changes in the phase thicknessesf i

of the layers@Eq. ~1!#, a shift of both the transmission peak
and the operating point toward higher values oflD /l is
induced. This behavior offers an important advantage over a
setup in which the light incidence is restricted to the perpen-
dicular direction: By choice of the appropriate angleu in that
depends on the laser wavelengthl and the design wave-
lengthlD of the specific interference filter sample used, the
microinterferometer can be precisely adjusted to the operat-
ing point for ultrasound detection without tuning of the laser
wavelength. In general, an adjustment is necessary because
thickness deviations of the central spacer layer that in the
manufacturing process are not completely avoidable cause a
shift of the design wavelength from the desired value.1 In
addition to the spectral shift, a variation of the width of the
transmission peak of the interference filter in dependence on
u in can be seen in Fig. 2, which is caused by the angle- and
polarization-dependent optical admittances@Eq. ~3!#. For p
polarization the finesse decreases with increasingu in due to
decreasing absolute values of the complex Fresnel reflectiv-
ity coefficients for each layer boundary, whereas fors polar-
ization, the finesse increases due to increasing absolute val-
ues of the coefficients.

For a quantitative description of the reflectance slope
DR/pin it is assumed that a perpendicularly incident plane
ultrasonic wave produces a pure longitudinal wave within
the sensor with a displacementw(z) in the layer system and
the substrate in the axial direction only. Negligible radial
displacement can be assumed on the axis of the acoustic field
where the small laser spot is located. Because of the radial
symmetry with respect to thez axis, no torsional component
occurs. Since the layer thicknessesdi ( i 51,...,N) in all
practical cases are small with respect to the acoustic wave-
lengthsL in the layer materials, the axial strain]w(z)/]z
can be assumed constant along thez axis within each layer.

For realistic layer numbersN, the thickness of the whole
layer system is also small compared withL in the system,
and the axial stress can be assumed constant within the
whole layer system and is given by the negative value of the
pressurep in the water in front of the sensor. Because of the
acoustic impedance mismatch at the surface of the sensor, a
reflected acoustic wave occurs and the pressurep in front of
the sensor is about 1.8 times the free-field pressure of the
incident wavepin .

The deformation leads to a changeDdi in the physical
thickness of theith layer:

Ddi5S ]w

]z D
i

di52
p

r iv i
2 di , ~6!

where r i and v i denote the density and longitudinal wave
velocity, respectively, of theith layer. Since no exact material
parameters for the sputtered layers were available, the bulk
parameters are used for approximate calculation instead
(SiO2 : r52250 kg m23, v55800 m s21; Nb2O5: r54500
kg m23, v56220 m s21!.5 However, a modulation of the re-
fraction coefficientni of each layer and the substrate (i
50,...,N) results from the strain according to the elasto-optic
effect:9

Dni52
1

2
ni

3p12i S ]w

]z D
i

5
1

2
ni

3p12i

p

r iv i
2 , ~7!

wherep12i denotes the relevant strain-optic coefficient of the
ith medium. Here the value for optical quartz fibersp12

50.27 taken from Ref. 9 is used for both materials.3 The
effects of strain-induced birefringence are neglected. In ad-
dition to the effects of layer deformation, the modulation of
the refractive indexnN11 in the water by the pressurep in
front of the sensor contributes to a variation of the optical
reflectanceDR of the multilayer system:10

DnN115p31.531024 MPa21. ~8!

However, in the case of the 19-layer system, the latter con-
tribution is very small compared with the interference effect
in the layer system.

In Fig. 3~a! the maximum reflectance slopeD5DR/pin

of the 19-layer system at the operational wavelength is de-
picted in dependence on the angle of light incidenceu in cal-
culated with Eqs.~1!–~8!, where plane optical waves were
assumed within the layer system. With increasing angle the
maximum reflectance slope increases fors polarization and
decreases forp polarization, depending on the variations of
the optical finesse of the multilayer system described above.
Thus, s polarization should preferably be used to achieve
high sensitivity. Figure 3~b! shows the shift in the operational
optical wavelengthl of maximum reflectance slope in de-
pendence on the angle of light incidence. For a given design
wavelengthlD the operational wavelengthl decreases with
increasing angleu in .

Since the thickness modulations are small compared
with the optical layer thicknesses of the undeformed system,
a linear relationship between pressure amplitude and change
in optical reflectance is realized. The calculated change in
reflectanceDR in dependence on the positive peak pressure

FIG. 2. Optical reflectance of the 19-layer system in dependence on the
normalized optical thicknesslD /l for three different angles of light inci-
denceu in for parallel ~p! and perpendicular~s! polarization. Operational
points with maximumDR/pin at the edge of the transmission peaks~d!.

1433J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Volker Wilkens: Optical multilayer hydrophone



of the incident wavepin for u in535° ands polarization using
the same assumptions as before is shown in Fig. 4. Excellent
linearity is found up to 20 MPa. A 5% decrease inD occurs
at 37 MPa, and a 10% decrease at 53 MPa. Using different
total layer numbersN, the linear range of the system can, in
principle, be adjusted to the measurement task. It should be
noted that the absolute values ofD depend on the assump-
tions made for the material parameters that are expected to
depend on the manufacturing process of the layers.

As mentioned above, all calculations were carried out
for plane optical waves within the layer system, i.e., for
single angles of light incidence. The results therefore are
directly applicable to the use of a collimated laser beam in
the optical detection scheme. However, to achieve high lat-

eral resolution in the acoustic measurement, the laser needs
to be focused. In this case the reflectance slope function ob-
tained for a certain range of angles in the vicinity ofu in and
constant operational wavelength has to be weighted with the
angle-dependent profile of the light intensity and integrated
over this range of angles. The effect of this integration is an
increase inR and a decrease inD with increasing divergence,
which becomes significant at largeu in and high optical fi-
nesse, in particular. In the practical realization the maximum
reflectance slope achievable using large layer numbersN is,
therefore, restricted by the oblique and focused illumination
cone used.

III. EXPERIMENTAL CHARACTERIZATION

Experiments were carried out to investigate the acoustic
performance of the optical hydrophone. The multilayer sys-
tem manufactured was made ofN519 layers with alternat-
ing refractive indices of n52.3 (Nb2O5) and n
51.48 (SiO2). The sputtering technique was employed to
obtain a robust coating that can be used in water without
swelling of the layers. The sensor element has an overall
thickness ofdtotal'1.9mm. The design wavelength as mea-
sured by a grating spectrometer was;675 nm, and a HeNe
laser of 633 nm wavelength and;2 mW output power was
used in the optical detection setup. So, the angle of light
incidence was adjusted tou in'35° @cf. Fig. 3~b!#. Perpen-
dicular polarization of light was used and the focal length of
the lens wasf 1550 mm ~cf. Fig. 1!. The measurement time
is restricted to pulse or tone burst lengths up to;2.2 ms,
because after this transit time acoustic reflections from the
rear side of the sensor substrate~thickness: 6.5 mm! may
cause distortions. For longer measurement times a thicker
substrate, a substrate with stronger acoustic absorption, or an
additional, appropriately mounted absorber can be used.

A. Lateral resolution

The lateral resolution capability of the sensor system is
mainly determined by the optical spot size of the focused
light beam within the multilayer system. For an estimation of
the spot dimension, a knife edge was fixed to the layer sys-
tem, which was then moved in the horizontal direction per-
pendicular to the edge. A successive evaluation of the part of
light transmitted in dependence on the edge position in thex
andy directions showed a Gaussian intensity profile with full
widths at 1/e of the maximum of;60 mm in thex direction
and;45 mm in they direction. The increased width in thex
direction is first due to the oblique incidence of light, result-
ing in an elliptical cross section of the illuminating spot. A
further enlargement of the width in thex direction is then
brought about by the multi-interference process in the layer
system.

It should be noted that the lateral distribution of the
acousto-optic transduction efficiency within the focused op-
tical spot depends not only on the Gaussian light intensity
distribution but also on the optical angular spectrum, as de-
scribed in Sec. II, and can be quite inhomogeneous in thex
direction, in particular. Furthermore, in applications of ultra-
sound imaging using the sensor as a two-dimensional detec-
tion array, the lateral resolution may also be restricted by

FIG. 3. Maximum reflectance slopeD5DR/pin ~a! of the 19-layer system at
the appropriate operational wavelength~b! in dependence on the angle of
light incidenceu in for parallel ~p! and perpendicular~s! polarization.

FIG. 4. The calculated change in reflectanceDR of the 19-layer system
in dependence on the acoustic positive peak pressurepin ; the range of
linearity.
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surface acoustic waves~cf. Sec. III D!, a mechanical cross-
talk phenomenon, which is known, for instance, from capaci-
tive micromachined ultrasonic transducer arrays.

B. Frequency response

A technique for primary calibration of hydrophones
based on a Michelson interferometer was applied to experi-
mentally determine the frequency response of the optical
multilayer hydrophone. As a detailed description of the cali-
bration setup and the evaluation procedure is given in Ref.
11, a brief description will be sufficient here. A stabilized
interferometer detected the displacement of a pellicle~thick-
ness: 2mm! mounted on the surface of the water contained in
a tank, while ultrasound bursts from a focusing PVDF source
transducer~diameter: 5 mm, focal length: 12.5 mm, center
frequency: 50 MHz! were incident from the bottom. The
pressure amplitudespin were calculated from the displace-
ment amplitudes measured in the focal plane for discrete
frequencies in the range from 1 to 75 MHz. In a second
course, the known acoustic field at each frequency was mea-
sured using the optical multilayer hydrophone and the same
excitation conditions of the source transducer as in the inter-
ferometric measurements. The transfer functionM ( f )
5U/pin was then calculated by a comparison of the signal
voltage amplitudesU with the reference measurement re-
sults. A data correction was carried out to compensate the
acoustic transmission characteristic of the foil and the fre-
quency response of the photodetector in the interferometric
reference setup. In addition, a correction was performed to
compensate the frequency response of the photodetector~in-
cluding amplifier! of the multilayer hydrophone determined
in a separate optical mixing measurement.11 Since the optical
spot size of the two detection systems was approximately the
same, corrections for the influence of spatial averaging of the
focused sound field could be omitted.

The pressure–voltage transfer function obtained is
shown in Fig. 5. The measurement uncertainties~66% con-
fidence level! depicted for several frequencies are derived
from the uncertainties of the voltage measurements~includ-
ing the signal-to-noise ratio! and sensor positioning, from an
estimation of sound field inhomogeneities, and from the un-
certainties of the different correction procedures referred to

above.11 Within the uncertainty of the calibration, a constant
transfer function ofM ( f )59.0 mV/MPa is obtained for the
whole frequency range investigated. Due to the small thick-
ness of the sensing element (dtotal'1.9mm), no thickness
resonances occur~subresonant mode! that are known to
bring about a strong variation of the transfer function, for
instance, in the case of membrane hydrophones with a typi-
cal foil thickness of 25mm in the frequency range of about
40 MHz.11 Thickness mode resonance distortions are also
known from other optical ultrasound detectors like low-
finesse polymer film Fabry–Perot-type12,13 and high-finesse
etalon-type sensors.6 Although the acoustic frequency re-
sponse has not been investigated as a function of the etalon
thickness in Ref. 6, resonances can be expected according to
the acoustic sensitivity of both the front and the rear face of
the sensor element, which can be observed in the impulse
measurements performed. Since the diameter of the optical
multilayer hydrophone sensor probe is much larger than that
of the sound field, edge diffraction, lateral waves, and radial
resonances within the sensor element do not arise, whereas
these effects are known to cause distortions of the frequency
response of small probe hydrophones like, for instance,
needle-type hydrophones14,15 and, in particular, fiber-optic
multilayer hydrophones.3

It is appropriate to compare the experimentally obtained
transfer factor with the theoretical result according to the
analysis in Sec. II. The maximum reflectance slope atu in

535° for s polarization was determined to beD53.87
31023/MPa @cf. Fig. 3~a!#. The diameter of the Gaussian
profile laser beam incident on the focusing lens (f
550 mm), measured by a procedure similar to that described
in Sec. III A, wasd5550mm ~full width at 1/e of maxi-
mum!. Numerical integration of the reflectance function and
the reflectance slope function, respectively, weighted with
this geometrical illumination cone incident atu in535° yields
Rcone51.063R0 and Dcone50.723D. Using Dcone

5DRcone/pin together with DRcone/Rcone52.83U/U0 ,
where U052.35 V is the direct current~dc! voltage of the
photodetector corresponding to the reflectanceRcone at the
operating point and 2.8 the ratio of electrical amplification of
the dc output to the alternating current~ac! output of the
photodetector, the theoretical pressure–voltage transfer fac-
tor is given by

M th5
U

pin
5

UDcone

DRcone
5

DconeU0

2.8Rcone
58.8 mV/MPa, ~9!

which is in good agreement with the experimental value.
Note that the absolute values given in Fig. 5 on the

ordinate depend on the amplification chosen for the photo-
current and in this sense are arbitrary and cannot be com-
pared with values known from PVDF hydrophones to esti-
mate the sensitivity. This comparison is dealt with in the
following paragraph.

C. Sensitivity

The sensitivity of the optical multilayer hydrophone sys-
tem was determined by measurement of the noise voltage
Unoiseof the photodetector output. From the noise voltage, as

FIG. 5. The frequency response of the optical multilayer hydrophone
as determined by the primary interferometric calibration; measurement
repeated after one year; linear regression; uncertainty bars: standard un-
certainties.
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measured by an oscilloscope, the noise-equivalent pressure
was obtained using the transfer factor from the experimental
calibration: pmin5Unoise/M . The noise-equivalent acoustic
pressure of the multilayer hydrophone for an analog detec-
tion bandwidth of the oscilloscope of;25 MHz ~sampling
rate 250 MS/s! without signal averaging is given in Table I,
in comparison with the corresponding value of a typical 0.5
mm diameter PVDF membrane hydrophone/amplifier sys-
tem. In addition, the value taken from Ref. 13 for a 75mm
diameter PVDF needle-type hydrophone obtained in a simi-
lar way is listed. It should be noted that the noise sources of
the different measurement systems are of a different kind.
While the noise during the PVDF hydrophones measurement
is dominated by that from the amplifier used~separately or
within the oscilloscope!, the noise during the optical mea-
surement is mainly made up of light intensity noise from the
laser source and shot noise from the optical detection pro-
cess. The results show that on the one hand the sensitivity of
the present optical multilayer hydrophone is significantly
lower ~1.5 orders of magnitude! than that of the membrane
hydrophone that is 0.5 mm in diameter. On the other hand,
the PVDF needle-type hydrophone with a sensor diameter
comparable to that of the optical hydrophone shows a sensi-
tivity smaller by approximately a factor of 2. In general, the
sensitivity of smaller diameter PVDF hydrophones is lower
due to the lower capacitance. In principle, this trade-off be-
tween sensitivity and lateral resolution can be circumvented
when using the optical multilayer hydrophone. Here the sen-
sitivity depends on the reflectance slope of the layer system
and on the power and noise characteristics of the light source
but not on the size of the sensing element. This applies simi-
larly to sensitivity versus frequency response: To achieve a
large frequency range with a flat transfer function, it is nec-
essary to use small foil thicknesses for the PVDF hydro-
phones~subresonant mode!, which, in turn, produce low sen-
sitivity. This second trade-off can also be circumvented when
using the optical hydrophone that inherently uses a very
small overall thickness, even for large layer numbers.

D. Directional response

To determine the directional response of the multilayer
hydrophone a focusing source transducer~diameter: 6 mm;
focal length: 20 mm! was turned about the measurement
point at the water surface, since the present detection system
does not allow the detector to be turned. For three different

frequencies~10, 15, 25 MHz! tone bursts were measured in
angular steps of 2° and the voltage amplitudes were related
to the amplitude at normal sound incidence. Measurements
were successively made for turning in thexz plane and in the
yz plane~cf. Fig. 1!. The results obtained are shown in Fig.
6. Obviously, the directional response does not significantly
depend on the ultrasound frequency in the frequency and
angular ranges investigated. This is in contrast to the direc-
tional response known, for instance, from membrane hydro-
phones, which is, with the exception of the impact of Lamb
waves at large angles~;55°! and low frequencies, well de-
scribed by the diffraction theory of a plane rigid circular disk
receiver.16 The directional response of the optical multilayer
hydrophone is not dominated by diffraction but likely by the
impact of Rayleigh waves excited on the sensor surface. In
the range from 20° to 30°, the excitation is most effective
because here the propagation constant components parallel to
the sensor surface of the incident wave and of the surface
wave are matched, which results in a strong increase of the
response in this range. The asymmetric profile found for the
xz plane is a result of the asymmetric variation of the reflec-
tance slope in dependence on the angle of illumination for
the optical cone at oblique incidence~cf. Sec. II!. In contrast,
the variation of the reflectance slope within the cone of illu-
mination in the perpendicular direction is very small and
symmetric to thez axis, leading to a symmetric directional
response in theyz plane.

E. Stability

The short-term stability was investigated by repeated
measurements of ultrasound pulses from a focusing source
transducer~center frequency: 8 MHz, diameter 6 mm, focal
length: 15 mm! driven by a pulse generator~peak voltage:
350 V!. After 60 min of warming up for the laser source, the
sensor, which was at the same temperature as the water, was
positioned at the water surface and the peak voltage of a

TABLE I. Sensitivity in terms of the noise-equivalent peak pressure values
measured for the present optical multilayer hydrophone system, a PVDF
membrane hydrophone/amplifier combination, and a small diameter needle-
type PVDF hydrophone.

Measurement system

Noise-equivalent peak pressurepmin

~25 MHz detection bandwidth;
without averaging!

Optical multilayer hydrophone 30 kPa
0.5 mm diameter PVDF
membrane hydrophone

0.6 kPa

0.075 mm diameter PVDF
needle-type hydrophone~Ref. 13!

55 kPa

FIG. 6. Directional response of the optical multilayer hydrophone measured
perpendicular (yz plane,a!, ~a! and parallel (xz plane,b!, ~b! to the plane
of light incidence~cf. Fig. 1! for different ultrasound frequencies;U: voltage
amplitude,U0 : voltage amplitude at normal incidence.
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20-times-averaged waveform was immediately acquired. The
measurement was randomly repeated over several hours. The
maximum relative deviation of the peak voltage was 2% and
a systematic tendency with time could not be identified. The
deviation of the laser power simultaneously measured was in
the range of 1%. With respect to other statistical deviations
caused, for instance, by the source transducer and the pulse
generator used, better stability could not be expected. Sig-
nificant swelling of the layers that would have changed the
optical reflectance was not observed.

The long-term stability of the optical multilayer hydro-
phone was confirmed when the interferometric calibration
was repeated after one year, and so far no significant devia-
tion due to degradation of the sensor could be observed
~Fig. 5!.

IV. CONCLUSIONS

An optical multilayer hydrophone for broadband ultra-
sound detection was theoretically described and experimen-
tally characterized. The acoustic measurement is based on
the elastic deformation of the very thin optical layer system
deposited onto a glass substrate by an incident pressure wave
and the detection of the induced change in optical reflec-
tance. Using an oblique incidence of light to detect the re-
flectance variation yields good sensitivity and a very simple
and low-cost setup. For the theoretical description some sim-
plifying assumptions and material parameter estimations
were made to study the sensor performance and the opportu-
nity to adjust the operational optical wavelength of a given
layer system by variation of the angle of light incidence.
From this several design criteria for the detection arrange-
ment could be derived.

A concrete optical multilayer hydrophone arrangement
was experimentally characterized. The lateral resolution, the
frequency response, the sensitivity, the directional response,
and the stability were determined. Because of the very small
sensor element thickness and the absence of edge and radial
effects, the frequency response obtained is constant in a re-
markably broad frequency range, which was confirmed for
the range from 1 to 75 MHz. A comparison of the experi-
mental pressure–voltage transfer factor with the theoretical
estimation showed very good agreement. The directional re-
sponse is dominated by the impact of Rayleigh waves that
are excited when the sound wave obliquely strikes the sensor
surface. The sensitivity of the present system is comparable
to that of available PVDF hydrophones with similar lateral
dimensions of the sensor element.

The results, in particular, the constant response in a wide
frequency range, show that the optical multilayer hydro-
phone meets very well the demands placed on a reference
measurement system for secondary calibrations. By measure-
ment of single broadband ultrasound pulses~wave fields rich
in harmonics! with the optical hydrophone and in a second
step with a measurement system to be calibrated, the fre-
quency response can be determined by a comparison of the
relevant frequency spectra of the measured pulses. The
complex-valued frequency response is obtained with high-
frequency resolution in a very fast and efficient way and can
be used for correct data evaluation and impulse deconvolu-

tion. This technique has already been successfully applied to
the calibration of fiber-optic multilayer hydrophones using a
focused source transducer with a center frequency of 8 MHz,
and evaluation up to the fifth harmonic provided the fre-
quency response up to 40 MHz.5,17 The technique may be
extended also to the calibration of PVDF hydrophones using
broadband pulses.18–21 Furthermore, a direct comparison
with the constant frequency response of the optical
multilayer hydrophone would eliminate the need for ex-
tended sound field calculations, including idealized assump-
tions for the source transducer, in broadband calibration tech-
niques without a reference receiver using nonlinear sound
propagation.22 The optical multilayer hydrophone may also
be regarded as a possible independent method to confirm the
existing interferometric calibration techniques, in particular,
as regards their extension to the high-frequency range re-
cently developed.11,23 From the metrological perspective, the
comparison of piezoelectric hydrophones with the acoustic
pressure detecting optical hydrophone is more advantageous
than a comparison with interferometers detecting particle
displacement, since for a given acoustic pressure, the particle
displacement for a plane wave is reciprocally related to the
frequency, which imposes more severe requirements for an
acceptable signal-to-noise ratio at high frequencies.23

Another application field for the detection system pre-
sented may lie in high-frequency ultrasound imaging, where
detection arrays with a small element size are called for.2,24,25

A promising concept in this field of nondestructive testing is
the application of broadband optical ultrasound detection
systems in combination with laser-induced photoacoustic
pulse generation.7,26,27
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A new modeling method is developed in this paper for the active minimization of noise within a
three-dimensional irregular enclosure using distributed lead zirconate titanate piezoelectric~PZT!
actuators, and the control mechanisms for irregular enclosure are analyzed. The irregular enclosure
is modeled with four rigid walls and two simply supported flexible panels, and PZT actuators are
bound to one of the flexible panels. The process of the new modeling method is as follows. First,
the modal coupling method is used to establish the motion equations, which contain important
coefficients such as modal masses and modal coupling coefficients, etc., of acoustic–structural–
piezoelectric coupling system. Then, the acoustic modes and the modal masses of irregular
enclosure are calculated by numerical methods. Last, the modal coupling coefficients in motion
equations are calculated according to the numerical results of the acoustic modes of irregular
enclosure and the modes of two panels. The validity of this modeling method is verified by a regular
hexahedron enclosure. Two cost functions are applied to this model. With the two cost functions,
good results are obtained in minimizing the sound-pressure level~SPL! within irregular enclosure
according to numerical investigations. By comparing the results obtained under controlled and
uncontrolled states, the control mechanisms of the system are discussed. It is found that the control
mechanisms vary with disturbance frequencies. At most disturbance frequencies, the SPL within
enclosure is reduced by restructuring the modes of two panels simultaneously. When the disturbance
frequency comes close to one of the natural frequencies of panela, the dominant mode of panela
is suppressed, while the modes of panelb are reconstructed. While the disturbance frequency is near
one of the natural frequencies of panelb, the modes of two panels are restructured at the same time.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1543585#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

An important problem in systems such as automobile,
aircraft, and rotorcraft, etc. is the control of interior noise
with low frequencies, which is generated by the vibration of
elastic structures. Passive noise-control approaches such as
sound absorption and damping treatment, etc. have been
deemed as the main attenuation methods in the past decades.
However, the effectiveness of passive noise control is limited
due to the variations of damping material properties with
temperature and frequencies, and the sound energy in low
frequencies is difficult for absorption because the wavelength
of sound is relatively large compared with the thickness of
absorbing materials. Hence, the active noise-control technol-
ogy, which is proven to be more effective in low frequencies,
has been gaining rapid development in recent years.1

In general, the active noise-control approach involves
two branches. In one branch, a number of secondary acoustic
sources are arranged around primary noise source to cancel
out the radiated sound.2–5 In another branch, a number of
actuators are applied directly to structures themselves.6,7 Pi-

ezoelectric materials are used as actuators and/or sensors8–15

in most cases.
Both the analytical modeling and numerical modeling

method are used in minimization of noise within enclosures.
A cubic cavity model with five rigid walls and one flexible
thin plate cover is most frequently discussed. Piezoelectric
materials are bound to the plate cover to control structure-
borne radiations. The analytical modeling method is based
on classic wave motion equation and elastic structure vibra-
tion theory. Using this method and the above model, Sam-
pathet al.,8 Bankset al.,9 and Koshigoe10,11 investigated the
transmission of noise from an external source into cavity and
their controls. Green’s functions were used to establish the
equations for coupling plate–acoustic interaction. A similar
work but with a point primary source inside the cavity has
also been presented by Baoet al.,12 in which the reduction of
SPL is 15–22 dB. The numerical modeling method was dis-
cussed in the works of Pohet al.,13 Shields et al.,14 and
Kawamuraet al.15 In these studies, motion equations were
established by finite element and boundary element methods,
and the actuators and/or sensors made of smart materials
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were described by discrete elements. In general, the numeri-
cal modeling method can be used to deal with an enclosure
with rather complicated boundaries. However, it is difficult
to be used in real time control. The analytical modeling
method is restricted to application in regular hexahedron en-
closures, because up to the present only in these regular en-
closures can acoustic modes be described with theoretical
expressions. As mentioned above, the two modeling methods
do have their inherent defects. Finding a new modeling
method for irregular enclosures is a challenging task.

In this paper, a new modeling method for an irregular
enclosure is proposed. An irregular enclosure with four rigid
walls and two flexible panels is considered, in which several
point forces are applied on one of the panels and a number of
piezoelectric actuators are bound to the other. In system
modeling, modal coupling method is applied to derive mo-
tion equations, provided that the acoustic modes of irregular
enclosure exist. The modal coupling method has been proven
to be one of the well-established analytical methods for ac-
curately evaluating the response of acoustic–structural cou-
pling system.16,17 Numerical method is used to calculate the
acoustic modes and acoustic modal masses of irregular en-
closure. Modal coupling coefficients are crucial for this new
modeling method, and they are calculated based on the nu-
merical results of the acoustic modes of irregular enclosure
and the analytical mode shapes of two simply supported pan-
els. That is to say, the values of the modal coupling coeffi-
cients and the acoustic modal masses in motion equations are
substituted by their relative numerical results. The motion
equations established in this paper can be used to investigate
the characteristics of the active noise control equally as that
of regular enclosures, and is not subject to the limitation of
enclosure boundaries.

In addition to modeling studies there has been a large
number of papers analyzing the control mechanisms of en-
closures. Through analytical and experimental studies, Pan
et al.18,19 obtained two different control mechanisms. If the
system response is dominated by panel modes, the sound
energy in the cavity is minimized by suppressing the panel
modes~modal suppression!. If the system response is domi-
nated by cavity modes, the control force is used to change
the panel velocity distribution and thus adjust the radiation of
each panel mode~modal restructuring!. Qiu et al.20 discussed
the same model further, and concluded that these two control
mechanisms usually coexist. It is further pointed out that
when the cost function of the minimization is chosen as
^pp* &, in which p is the sound pressure within cavity, and
one point force at the panel center is used as active control
source, the control mechanism is different from what is given
in Refs. 18 and 19 at some resonance frequencies.

In this paper, the control mechanisms for irregular en-
closure are also elucidated when a disturbance point force is
applied at the center of panelb and one pair of PZT patches
is bound to panela. Results obtained demonstrate that for
this irregular enclosure, the control mechanisms are more
complex than that given in Ref. 18. At most disturbance
frequencies, the SPL within the enclosure is decreased by
restructuring the modes of two panels simultaneously. When
the control frequency is near one of the natural frequencies

of panela, the SPL within the enclosure is reduced by sup-
pressing the dominant mode of panela and restructuring the
modes of panelb, respectively. When the control frequency
is near one of the natural frequencies of panelb, the SPL
within enclosure is reduced by restructuring the modes of
two panels simultaneously.

II. SYSTEM MODELING

Figure 1 shows the irregular enclosure used in this pa-
per. The irregular enclosure has four rigid boundaries and
two simply supported elastic panels. The two panels, labeled
as panela, panelb, and located atz5Lz and z50, respec-
tively, form the flexible boundaries of the irregular enclosure.
These panels are assumed to be thin and isotropic.K pairs of
PZT patches are bound symmetrically to the top and the
bottom of panela to form actuators, and the patches are
assumed to have the same geometric and material character-
istics.L external disturbing point forces are applied vertically
on the bottom of panelb.

A. In enclosure

The inhomogeneous wave equation inside the enclosure
is given by

¹2p2
1

c0
2

]2p

]t2
52r0

]q

]t
, ~1!

where p is the sound pressure within enclosure,¹2 is the
Laplacian operator,r0 andc0 are the equilibrium fluid den-
sity and the sound velocity within the enclosure,q is the
distribution of sound source volume velocity per unit vol-
ume. The vibrations of panel surfaces may be represented as
two volume velocity distributions confined to related infini-
tesimally thin layers situated on surfacesja and jb just in-
side two rigid wall boundaries. Assume that normal struc-
tural displacement is positive outward, then we have

q52
]wa

]t
d~j2ja!2

]wb

]t
d~j2jb!, ~2!

wherewa and wb are the displacements of panelsa and b,
respectively,d(•) is the one-dimensional Dirac function in

FIG. 1. Geometry and coordinate system of an irregular enclosure with two
elastic panels.
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the direction normal to surface. Expandingp in terms of the
time-dependent acoustic modal coordinatespn and the
acoustic mode shapescn for the fluid volume with rigid
boundaries, we have

p5(
n

pncn , ~3!

with the following properties

¹2cn1~vn /c0!2cn50, ~4a!

E
V
c icn dV5H 0, iÞn

Mn , 5n
, ~4b!

wherevn is thenth acoustic natural frequency,V represents
the volume of enclosure. Using Eqs.~2!, ~3!, and~4! in Eq.
~1!, and integrating over the fluid volume, we obtain

p̈n1vn
2pn5

r0c0
2

Mn
E

Aa

cnF ]2wa

]t2 GdA

2
r0c0

2

Mn
E

Ab

cnF ]2wb

]t2 GdA, ~5!

where Aa and Ab refer to the areas of surfacesa and b,
respectively.

Expanding the panels’ displacements in terms of their
modal coordinatesqr

a , qs
b , and in vacuonormal modesw r

a ,
ws

b as

wa5(
r

qr
aw r

a , wb5(
s

qs
bws

b , ~6!

with the properties

Da¹4~w r
a!2v r

a2
maw r

a50

Db¹4~ws
b!2vs

b2
mbws

b50,
~7a!

E
Aa

maw i
aw r

a dA5H 0, iÞr

Mr
a , i 5r

, ~7b.1!

E
Ab

mbw i
bws

b dA5H 0, iÞs

Ms
b , i 5s

, ~7b.2!

in which r refers to therth mode of panela ands the sth of
panel b, v r

a and vs
b are therth and sth in vacuo natural

frequencies of panela and panel b, respectively. ¹4

5¹2¹2, Da5Eaha
3/12(12na), Db5Ebhb

3/12(12nb); ma ,
ha , Ea , na andmb , hb , Eb , nb represent the mass per unit
area, thickness, Young’s modulus, and Poisson’s ratio of pan-
els a and b, respectively. Substituting Eqs.~6! and ~7! into
Eq. ~5!, we can get the motion equations for fluid in enclo-
sure

p̈n1vn
2pn52

r0c0
2Aa

Mn
(

r
Cnr

a q̈r
a2

r0c0
2Ab

Mn
(

s
Cns

b q̈s
b ,

~8!

whereCnr
a andCns

b are dimensionless modal coupling coef-
ficients

Cnr
a 5

1

Aa
E

Aa

wnw r
adA, Cns

b 5
1

Ab
E

Ab

wnfs
bdA. ~9!

B. For panel a

The motion equation of panela, excited by PZT patches
with input control voltagesVk(t) can be expressed as21

reheẅa1Da¹4~wa!1DaaRE3(
k

H ]2

]x2 FxkS ]2wa

]x2

1na

]2wa

]y2
1

]2

]y2 FxkS na

]2wa

]x2
1

]2wa

]y2 D G
12~12na!

]2

]x]y
S xk

]2wa

]x]y
D

5p~ja ,t !2(
k

~ha1hp!Epd31

~12np!
~¹2xk!Vk~ t !, ~10!

where rehe5raha(112(k51
K rpjhxk /ra), jh5hp /ha , a

56jh112jh
218jh

3, RE5Ep /Ea . The subscriptp stands for
PZT patches and subscripta for panela; rp , hp , Ep , np ,
and d31 represent the density, thickness, Young’s modulus,
Poisson’s ratio, and dielectric constant of PZT patches, re-
spectively. The functionxk is unity, where thekth PZT
patches exist and is zero otherwise, andK is the number of
PZT pairs. The termp(ja ,t) is the acoustic pressure on the
low surface of panela, andVk(t) is the control voltage ap-
plied to thekth PZT pair. Now, we assumed that the thick-
ness of the PZT patches is negligible compared with that of
panels, the density of two materials is approximately the
same, and the size of the actuators is small compared with
the wavelengths considered. Therefore, the stiffness term on
the left-hand side of Eq.~10! can be ignored, andrehe is
replaced byraha(5ma). Hence, we obtain

maẅa1Da¹4~wa!

5p~ja ,t !2(
k

~ha1hp!Epd31

~12np!
~¹2xk!Vk~ t !. ~11!

Using Eqs.~3!, ~6!, and ~7! in Eq. ~11!, followed by multi-
plication byw r

a and integration over the surface of panela,
we get the coupling motion equations of panela

q̈r
a1v r

a2
qr

a5
Aa

Mr
a (

n
pnCnr

a 2
1

Mr
a (

k
e rkVk , ~12!

where

e rk5
~ha1hp!Epd31

~12np!
E

Aa

w r
a~¹2xk!dA. ~13!

C. For panel b

Assume that theith external exciting point force is ap-
plied at positions i on panelb with a direction towards en-
closure. Note that the normal displacementwb is positive
outward; we can express the motion equation of panelb as

mbẅb1Db¹4~wb!5p~jb ,t !2(
l

F~s,t !d~s2s l !,

~14!
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whered(•) is the two-dimensional Dirac function,F(s,t) is
applied force distribution. Via the same processing procedure
as before, the coupling motion equation of panelb is ob-
tained as

q̈s
b1vs

b2
qs

b5
Ab

Ms
b (

n
pnCns

b 2
1

Ms
b (

l
sslFl , ~15!

where

ssl5ws
b~s l !. ~16!

The internal dissipation mechanisms in panels and en-
closure fluid can be taken into account by including viscous
damping terms in the modal Eqs.~8!, ~12!, and~15!. Hence,
we can get the following equations:

p̈n12znvnṗn1vn
2pn5

r0c0
2Aa

Mn
(

r
Cnr

a q̈r
a

2
r0c0

2Ab

Mn
(

s
Cns

b q̈s
b , ~17!
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a1v r
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qr
a5

Aa
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a (

n
pnCnr

a 2
1
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a (

k
e rkVk ,

~18!

q̈s
b12zs

bvs
bq̇s

b1vs
b2

qs
b5

Ab

Ms
b (

n
pnCns

b 2
1

Ms
b (

l
uslFl ,

~19!

wherezn , z r
a , andzs

b are modal damping ratios of fluid and
panels, respectively, which are usually determined based
upon empirical data.

Considering the case for a harmonic external disturbance
with frequencyv, we can express Eqs.~17!, ~18!, and~19! in
the form of matrices and time-independent complex ampli-
tude vectors

$P%5 bZac$Qa%1 bZbc$Qb%, ~20!

$Qa%5 bHac$P%2 bHVc$Vcon%, ~21!

$Qb%5 bHbc$P%2 bHFc$F%. ~22!

Combining Eqs.~20!, ~21!, and ~22!, the time-independent
complex amplitude of sound pressure then can be obtained as

$P%5$PF%1@B#$Vcon%, ~23!

where$PF% is the modal complex amplitude of sound pres-
sure in the uncontrolled case, and

$PF%5@G#21@Zb#@HF#$F%, ~24!

@B#5@G#21@Za#@HV#, ~25!

where

@G#5~ bZac bHac1 bZbc bHbc2I !, ~26!

in which I is an identity matrix. Then, the acoustic pressure
in enclosure can be written as

p~v!5$C%T$PF%1$C%T@B#$Vcon%

5pF~v!1$C%T@B#$Vcon%, ~27!

wherepF(v) is the sound pressure in the uncontrolled case.

III. CONTROL SCHEMES

In this section, two different cost functions are pre-
sented, along with the associated optimal control inputs and
the system responses. Each of the schemes presented below
can be used as a basis for a feedforward control scheme.

A. Scheme 1

The temporal and spatial average of the sound pressure
squared in enclosure is given by

^ p̄2&gl5
1

2VEV
pp* dV, ~28!

where the subscript gl denotes global control, and asterisk
denotes complex conjunction. From Eq.~27!, we can obtain

^ p̄2&gl5$Vcon%
H@a1#$Vcon%1$Vcon%

H@b1#

1@b1#H$Vcon%1@c1#, ~29!

where

@a1#5@B#H@D#@B#, ~30!

@b1#5@B#H@D#$PF%, ~31!

@c1#5$PF%H@D#$PF%, ~32!

in which the superscriptH indicates complex conjugate
transpose,@D# is a diagonal matrix with theith element be-
ing (1/2V)*Vc i

2dV. Equation~29! shows that the cost func-
tion is a quadratic function of control inputs. Hence, the
optimal values for control voltage amplitudes and mean-
square pressure are given by

$Vcon%52@a1#21@b1#, ~33!

^ p̄2&gl
opt5@c1#2@b1#H@a1#21@b1#. ~34!

B. Scheme 2

In order to implement a global sound-pressure control,
an infinite number of error microphones is needed inside the
enclosure. This is obviously impractical. Hence, for intended
practicality, an alternative is to useN number of sensors to
perform a local minimization. Thus, we define the local op-
timal objective function as

^ p̄2& loc5
1

2N
$P%H@CN#@CN#T$P%, ~35!

whereT denotes transpose,@CN# is a matrix of mode shapes
at theN sensor locations, and the subscript loc denotes local
control. We can see that whenN tends to infinity, the control
will tend to global control. The optimal values for control
voltage amplitudes and mean-square pressure are found to be

$Vcon%52@a2#21@b2#, ~36!

^ p̄2& loc
opt5@c2#2@b2#H@a2#21@b2#, ~37!

where

@a2#5~1/2N!@B#H@CN#@CN#T@B#, ~38!

@b2#5~1/2N!@B#H@CN#@CN#T$PF%, ~39!
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@c2#5~1/2N!$PF%H@CN#@CN#T$PF%. ~40!

IV. CALCULATIONS OF MODAL COUPLING
COEFFICIENTS

The calculations of modal coupling coefficients are cru-
cial for an irregular three-dimensional enclosure. As for
regular enclosures, we could theoretically determine the cou-
pling coefficients and modal masses according to the mode
expressions of enclosures. But, for the enclosure shown in
Fig. 1, the acoustic modal shapes can only be determined by
numerical calculations. The numerical results of the modal
shapes can then be used to calculate the modal coupling co-
efficients and modal masses, which are used as substitutes of
theoretical values in the above motion equations. In order to
verify the numerical calculations, a regular cavity with di-
mensions of 60034003700 mm is considered. Thenth
modal frequencies, mode shapes, and modal masses of this
regular cuboid can be expressed, respectively, as

f n5
c0

2
AS nx

Lx
D 2

1S ny

Ly
D 2

1S nz

Lz
D 2

, ~41!

cn5cos
nxp

Lx

cos
nyp

Ly

cos
nzp

Lz

, ~42!

Mn5E
V
cn

2 dV. ~43!

According to the above three expressions we can get the
modal parameters by analytical calculations, whereas the
corresponding numerical data of modal parameters are pos-
sible as well. Figures 2 and 3 illustrate the comparisons of
modal masses and modal frequencies obtained by the two
methods, respectively. It can be found from the two figures
that the numerical results are the same as that obtained by
analytical equations, i.e., the numerical method used here to
determine the modal parameters is credible.

Using the same numerical calculation procedures used in
the above section, we now consider the irregular enclosure
shown in Fig. 1 with the dimensions ofLxa5600 mm,Lxb

5750 mm, Ly5450 mm, andLz5750 mm. The first 17
modal frequencies and modal masses are calculated. The two
panels’ materials are aluminum with the same thickness of 1
mm. The first 52 modes for panela and first 61 modes for

panelb are also calculated, respectively, according to theo-
retical mode expressions. Then, the modal coupling coeffi-
cients can be calculated based on these results. Table I illus-
trates the first several modal frequencies of enclosure and
two panels. They may be referred in the following mecha-
nisms analyses.

V. RESULTS AND DISCUSSIONS

For numerical simulation predictions, the sound-
pressure level in enclosure is characterized by

SPL520 log10S A^ p̄2&

2031026D , ~44!

where the reference pressure is taken as 20m Pa. In Fig. 1,
two panels are made from 1-mm-thickness aluminum plate
with the material properties of Young’s modulusE57.1
31010 N/m2, mass densityr52.73103 kg/m3, and Poisson’s
ratio n50.3. The PZT patches, each having the dimensions
of 50338 mm and thickness of 0.25 mm, with material prop-
erties of Young’s modulusEp57.2431010 N/m2, mass den-

FIG. 2. Comparisons of modal masses of cuboid. FIG. 3. Comparisons of natural frequencies of cuboid.

TABLE I. The modal indices and modal frequencies of two panels and the
first five acoustic natural frequencies of enclosure.

Panela Panelb Enclosure

Mode f ~Hz! Mode f ~Hz! Mode f ~Hz!

1,1 18.81 1,1 16.37 1 0.00
2,1 39.12 2,1 29.37 2 225.54
1,2 54.92 3,1 51.04 3 256.19
3,1 72.98 1,2 52.48 4 345.62
2,2 75.23 2,2 65.48 5 382.40
3,2 109.10 4,1 81.37
1,3 115.11 3,2 87.15
4,1 120.37 1,3 112.67
2,3 135.42 4,2 117.48
4,2 156.49 5,1 120.37
3,3 169.28 2,3 125.67
5,1 181.31 3,3 147.34
1,4 199.37 5,2 156.49
4,3 216.67 6,1 168.04
5,2 217.42 4,3 177.67
2,4 219.68 1,4 196.93
3,4 253.54 6,2 204.15
6,1 255.79 2,4 209.93
5,3 277.61 5,3 216.67
6,2 291.91 7,1 224.37
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sity rp52.683103 kg/m3, Poisson’s rationp50.3, and di-
electric constant d3152.7310210 m/V are bound
symmetrically to the top and bottom of panela. In simulation
and mechanism analyses, one pair of PZT patches, one point
force, and two sensors within enclosures are considered. The
locations of point force and PZT patches are chosen close to
the centers of two panels, respectively. One sensor is at the
central part of the enclosure and the other is close to one
corner of the enclosure. The center of PZT pair is located on
panela at ~300,220! mm. The point force on panelb is lo-
cated ats15(370,220) mm, and the two sensors are located
at s15(360,270,375) mm ands25(520.83,375,625) mm
within the enclosure, respectively. The mass density of air
and speed of sound arer051.21 kg/m3 and c05344 m/s,
respectively.

The modal damping ratios of fluid in enclosure and pan-
els are taken to bezn50.005 andz50.002, respectively.
According to modal coupling theory, the number of enclo-
sure modes and panel modes should be taken in such a way
that the highest modal frequencies of both enclosure modes
and panel modes within the frequency range of interest are
equal or close, and within one-third of frequency range the
results are more acceptable. Hence, they are taken to be 17,
52, and 61, respectively, and the corresponding highest
modal frequencies are 695.75, 689.14, and 698.17 Hz, re-
spectively. In the following analyses, the amplitude of point
force is 0.3N, and the disturbance frequencies are chosen as
73, 87, 100, 120, and 225 Hz, respectively. The predictions
of SPL within enclosure under these frequencies are illus-
trated in Fig. 4. Referring to the definitions of two cost
schemes, we know that the global control scheme is the tem-
poral and spatial average of the sound pressures for all the
points within the enclosure, and the local control scheme is
the average ofN points within the enclosure. They are dif-
ferent cost functions; therefore, the reductions of SPL in en-
closure are different as shown in Fig. 4.

Figure 5 shows the amplitudes and the relative phases of
the modal coordinates of panela, panelb, and the enclosure
when the disturbance frequency is chosen as 73 Hz for the
two cost functions. The disturbance frequency corresponds to
the~3,1! natural frequency of panela. It can be seen from the
Fig. 5 that when the panelb is disturbed at 73 Hz and there
is no control voltage applied to the PZT patches on panela,
the fourth mode of panela is excited, and the amplitude of

this dominant mode is much greater than any other modes of
two panels before control. From Eqs.~20!, ~21!, and~22!, we
can obtain

$Qa%5$QF
a%1$Ra%Ṽcon, ~45!

$Qb%5$QF
b%1$Rb%Ṽcon, ~46!

where$QF
a% and$QF

b% are the values without control, and

$QF
a%5 bHac$PF%, ~47!

$QF
b%5 bHbc$PF%, ~48!

$Ra%5 bHac$B%2$HV%, ~49!

$Rb%5 bHbc$B%2$HF%. ~50!

It can be seen from Eqs.~47!, ~48! that when the disturbance
frequency is near the fourth natural frequency of panela, the
values of the elements in the fourth row in matrixbHac must
be much greater than any others in matrixesbHac and bHbc;
as a result, the fourth mode of the panela becomes the domi-
nant mode. When control voltages are applied, the amplitude
of the fourth mode of panela is suppressed under each of the
two control schemes. At the same time, several mode ampli-
tudes of panelb become much greater than before control
and their relative phases vary. Although many modal ampli-
tudes of panelb increase after control, most acoustic modes
of enclosure are suppressed, especially the first one. Recall-
ing Eq. ~20!, we can obtain thejth modal coordinate of en-
closure

p̃ j5( Zji
a q̃i

a1( Zji
b q̃i

b . ~51!

It can be seen from above equation and the definitions of
$Qa% and $Qb% that when the control voltages are applied,
the variations of the amplitudes and phases ofq̃i

a and q̃i
b

result in the variations of acoustic mode coordinates. It can
be seen from Fig. 4 that at this frequency the SPL within
enclosure is reduced by 20.6 and 22.4 dB with global and
local control, respectively. Obviously the control mechanism
for panela is modal amplitude suppression and for panelb is
modal restructuring at this frequency.

Figure 6 shows the modal coordinate responses when
the disturbance frequency is chosen as 87 Hz, which corre-
sponds to the~3,2! natural frequency of panelb. Before con-
trol, the seventh mode of panelb is the dominant mode,
though it is not remarkable in the figure. After the control,
the amplitude of this mode becomes much greater, noticing
the coordinate scale, and the phase is changed. Meanwhile,
the amplitudes of several modes of panela become much
greater than before the control, especially the fourth and sev-
enth modes. It can be seen from Fig. 6 that their phase also
changes greatly, as do several modes of enclosure. In this
situation, the variations of amplitudes and phases of two pan-
els cooperate in the system, and more acoustic modes would
contribute sound pressure within the enclosure with the re-
sult of noise attenuation. At this frequency, it can be con-
cluded that the modal restructuring plays a main role in both
panels.

FIG. 4. SPL within enclosure at five selected frequencies.
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The mode coordinate responses are shown in Fig. 7
when the disturbance frequency is 100 Hz, which is a fre-
quency that does not correspond to any of the natural fre-
quencies of two panels and the enclosure. Several modes are
increased after control both for panela and for panelb, and
their phases likewise are changed. After the control voltages
are applied, the first acoustic mode is suppressed and the
second increased. The SPL within enclosure is reduced as

shown in Fig. 4. It can be elucidated that the noise attenua-
tion is caused by modal restructuring for two panels at 100
Hz.

However, only one dominant panel mode is increased in
panelb at 120 Hz@corresponding to~4,1! natural frequency
of panela and~5,1! natural frequency of panelb at the same
time# after control voltages are applied, as shown in Fig. 8,
which is the resonant mode of the panelb. The amplitude of
this mode is remarkable. It can be seen from the figure that

FIG. 5. Modal coordinate responses at 73 Hz~a! amplitudes and phases of
panela; ~b! amplitudes and phases of panelb; ~c! amplitudes and phases of
enclosure.

FIG. 6. Modal coordinate responses at 87 Hz~a! amplitudes and phases of
panela; ~b! amplitudes and phases of panelb; ~c! amplitudes and phases of
enclosure.
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the phase and amplitude of dominant mode of panela are
changed as well. In this situation, the appliance of control
voltages excites the movements of two panels further. But,
the SPL within the enclosure is also decreased by 2.9 and 7.3
dB with the global control and local control scheme, respec-
tively. Therefore, the SPL within the enclosure is reduced by
modal restructuring for two panels at this disturbance fre-
quency.

When the disturbance frequency is chosen at 225 Hz,

which corresponds to the second acoustic natural frequency
of enclosure, the system responses are shown in Fig. 9. After
controlling, many modal amplitudes of panela are increased,
only one panel mode in panelb is increased, and the phases
of the dominant modes of two panels are changed at the
same time. Within the enclosure, the second acoustic mode is
excited before control and is suppressed after control. There-
fore, the modal restructuring also works at this disturbance
frequency for two panels.

FIG. 7. Modal coordinate responses at 100 Hz~a! amplitudes and phases of
panela; ~b! amplitudes and phases of panelb; ~c! amplitudes and phases of
enclosure.

FIG. 8. Modal coordinate responses at 120 Hz~a! amplitudes and phases of
panela; ~b! amplitudes and phases of panelb; ~c! amplitudes and phases of
enclosure.
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VI. CONCLUSIONS

This paper has developed a new modeling method for
active minimization of noise within an irregular enclosure,
which is proven credible and not subject to the limitation of
enclosure boundaries. Numerical investigations demonstrate
that good results are obtained in minimizing SPL within ir-
regular enclosure with this method and two cost functions.

It is found that there are different control mechanisms at

different disturbance frequencies. Two control mechanisms
are demonstrated in this paper. When the disturbance fre-
quency is chosen close to one of the natural frequencies of
panela, the amplitude of the dominant mode of panela is
suppressed, and the modes of panelb are restructured at the
same time. When the disturbance frequency is chosen close
to one of the natural frequencies of panelb, the modes of two
panels are all restructured and the SPL in enclosure is re-
duced.
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A hybrid SEAÕmodal technique for modeling structural-acoustic
interior noise in rotorcraft
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This paper describes a hybrid technique that combines Statistical Energy Analysis~SEA! predictions
for structural vibration with acoustic modal summation techniques to predict interior noise levels in
rotorcraft. The method was applied for predicting the sound field inside a mock-up of the interior
panel system of the Sikorsky S-92 helicopter. The vibration amplitudes of the frame and panel
systems were predicted using a detailed SEA model and these were used as inputs to the model of
the interior acoustic space. The spatial distribution of the vibration field on individual panels, and
their coupling to the acoustic space were modeled using stochastic techniques. Leakage and
nonresonant transmission components were accounted for using space-averaged values obtained
from a SEA model of the complete structural-acoustic system. Since the cabin geometry was quite
simple, the modeling of the interior acoustic space was performed using a standard modal
summation technique. Sound pressure levels predicted by this approach at specific microphone
locations were compared with measured data. Agreement within 3 dB in one-third octave bands
above 40 Hz was observed. A large discrepancy in the one-third octave band in which the first
acoustic mode is resonant~31.5 Hz! was observed. Reasons for such a discrepancy are discussed in
the paper. The developed technique provides a method for modeling helicopter cabin interior noise
in the frequency mid-range where neither FEA nor SEA is individually effective or accurate.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1548157#

PACS numbers: 43.40.At, 43.20.Tb, 43.40.Rj@JHG#

I. INTRODUCTION

The prediction and control of interior noise levels in
helicopters is an important problem. The principal sources of
noise are the rotor~low frequency aerodynamically gener-
ated noise!, gearbox~strongly tonal gear clash noise!, turbu-
lent boundary layer excitation~broadband noise due to air-
flow past the helicopter in forward flight!, and miscellaneous
sources~engine, hydraulic systems, etc.!.1 The modeling of
these sources is a complex undertaking and much work has
been performed in this area.

Once the sources have been quantified, the transmission
path must be modeled accurately in order to predict the ra-
diated sound levels inside the cabin. In a typical helicopter,
the vibrating trim panels that enclose the cabin generate a
large component of the noise field. The transmission path to
these panels is via the airframe structure and the trim cavities
of the helicopter. The modeling of this transmission path can
be performed using various techniques, depending on the
frequency range of application. In the low frequency domain,
popular methods for modeling cabin interior noise include
Finite Element Analysis~FEA!, and modal expansion type of
techniques. Modal expansion techniques work well for
simple geometries, are easy to implement, and are numeri-
cally efficient. Their use of eigenfunctions helps retain the
physics of the problem in the solution process, facilitating a
better understanding of the system behavior. FEA relies on
using simpler basis functions for determining the response of

systems with complex geometry. However, both techniques
can get computationally extremely expensive and also some-
what inaccurate with increasing frequency as the mode count
goes up.

At higher frequencies, Statistical Energy Analysis~SEA!
is a powerful numerical solution procedure. SEA tracks the
energy balance in a system and provides frequency and space
averaged measures of the response.2 A major advantage of
SEA results from grouping resonant modes together and
treating their response statistically. This allows for a signifi-
cant reduction in the number of degrees of freedom in the
model. The disadvantage is that it is not possible to predict
spatial variations in the response. By its very nature, the
technique relies on averaging in the space and frequency
domains to derive a solution. SEA has been used in the past
for modeling the high frequency structural dynamics and in-
terior noise of rotorcraft.3–6

FEA or SEA may be chosen for modeling a system de-
pending on whether the response of the components is modal
or diffuse. In a helicopter, however, this choice is not very
clear. Even at low to mid frequencies~50–400 Hz!, the in-
terior panels can have high modal densities. SEA models
have been shown to perform very well in predicting the
structural response of these helicopter subsystems to very
low frequencies. On the other hand, the mode count of the
large interior acoustic space can be quite low in this fre-
quency range. The high modal densities of the panels,
coupled with the low modal density of the interior acoustic
space, makes it difficult to use a purely FEA or SEA based
technique for predicting the complete structural-acoustic re-
sponse of the system. Of course, once the excitation fre-

a!Author to whom correspondence should be addressed; electronic mail:
bonilhmw@utrc.utc.com, Tel: 860-610-7528.

1448 J. Acoust. Soc. Am. 113 (3), March 2003 0001-4966/2003/113(3)/1448/7/$19.00 © 2003 Acoustical Society of America



quency is well above the interior acoustic space’s Schroeder
frequency, the whole system can be modeled using SEA. It
has been shown that an exclusively SEA-based model breaks
down below 400 Hz in modelingacoustic noiseinsidestruc-
turally excited helicopter cabin systems.7 This will also be
shown to be true~in a later section! for the system being
modeled in this paper. Hence it is important to investigate a
mid-frequency model that can bridge the gap between pre-
dictions that may be accurately obtained from purely FEA
and SEA based models.

If the results from an SEA-based structural response
model can be somehow coupled with a modal technique for
predicting the interior acoustic response, then the resultant
hybrid model would be able to bridge the aforementioned
gap in analysis techniques. Bonilha and Fahy developed such
a hybrid technique and demonstrated it on a very simple
system.8 This paper presents an extension of their methodol-
ogy to more complex situations along with an actual indus-
trial application.

Hybrid models have been investigated recently by a
number of other researchers. Specifically, in the structural-
acoustic modeling domain, Shorter9 and Langley and
Bremner10 have been working to develop general hybrid
modeling software in which subsystems can be classified as
deterministic or fuzzy in different frequency bands depend-
ing on their mode counts. The key problem in their analysis
is similar to ours—that of classifying the subsystems and
specifying the coupling at their interfaces. References 11–14
describe some other work that combine SEA and FEA tech-
niques for different types of problems, including rotorcraft
and aircraft interior noise.

The current work extends the methodology in the article
by Bonilha and Fahy8 to the rotorcraft interior noise prob-
lem. The problem considered in Ref. 8 was that of a rectan-
gular enclosure excited by one vibrating wall. The current
paper further develops the methodology to consider partially
vibrating boundaries~baffled sources, which may be off cen-
ter!, multiple boundary sources, and possible relative phasing
between sources. Vibrating panels with cut out sections~e.g.,
trim panels in helicopters with cut-outs for windows! have
been treated in a simple manner by using rectangular panels
with equivalent radiating areas. The results presented in this
paper coupled SEA models for the vibrating interior panels
with a modal model of the interior acoustic space. The space
and frequency averaged panel vibration amplitudes were
used as primary inputs to the interior acoustic system model.
Nonresonant transmission and leakage contributions were
accounted for by using simple frequency and space averaged
corrections obtained from a SEA model of the complete sys-
tem. The model was validated by comparing its predictions
with those measured in a laboratory test under structural ex-
citation. All numerical programming and computations were
performed inMATLAB . The following sections of the paper
detail the mathematical development of the problem and the
results obtained from the study.

II. MATHEMATICAL DEVELOPMENT

The system studied in this paper was the interior panel
system and the enclosed acoustic space of the S-92 Helibus

in its North Sea Offshore~NSO! configuration~Fig. 1!. It
measures 18 ft 7 in.~5.67 m! in length, 6 ft 7 in.~2.0 m! in
width and 6 ft~1.83 m! in height. The S-92 also has a lug-
gage compartment with 110 cu ft.~3.1 m3! volume behind
the interior aft bulkhead.

The aircraft interior was modeled as a rectangular enclo-
sure with dimensionsl x , l y , and l z in the fore/aft, port/
starboard, and vertical directions, respectively. The speed of
sound in the acoustic medium and its density are mathemati-
cally denoted byc0 and r0 , respectively, in the following
analysis. The interior acoustic eigenfunctions were obtained
assuming hard wall boundary conditions. Let the natural fre-
quencies and modal damping factors be represented byvn

andhn , respectively. Then the pressure field at any location
r may be obtained through a modal summation of the form

p~r ,t !5r0c0
2(

n
pn~ t !cn~r !, ~1!

where the dynamics of thenth mode are given by

p̈n1hnvnṗn1vn
2pn5

Fn~ t !

Ln

. ~2!

Here, Fn(t) is a generalized source term,cn(r ) is the nth
acoustic eigenfunction, andLn is a modal normalization co-
efficient. Hence, the complex pressure can be written as

p~r ,v!5
r0c0

2

V
(
j 51

NPanels

(
n

cn~r !

Ln

Xn2 iYn

Xn
21Yn

2

3b jE
Sj

Aj~r j ,v!cn~r j !dSj , ~3!

wherev is the frequency,V is the volume of the enclosure,
Aj (r j ,v) and Sj are the surface acceleration field and the
surface area of thejth panel, Xn5(vn

22v2) and Yn

5vnvhn . Note thatb j conveys the relative phase informa-
tion between the different panels, i.e., this parameter may be
used to allow the panels to vibrate with relative phase. This
can be important at very low frequencies where opposite
panels vibrating in phase can cause a very different acoustic
response as compared to two panels working 180 degrees out
of phase with each other.

We can now derive the squared pressure magnitude at
any location as

FIG. 1. Sikorsky S-92A Helibus.
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~4!

where p* is the complex conjugate ofp. Also, m and n
represent themth andnth mode number, whilei and j are
panel indices. We can rewrite the above formula as

Sp~r ,v!

5
~r0c0

2!2

V2 (
j 51

NPanels

(
i 51

NPanels

(
n

(
m

SjSi

cn~r !

Ln
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3FXn2 iYn

Xn
21Yn

2 GFXm1 iYm

Xm
2 1Ym

2 GCnm ji
2 ~vc!, ~5!

whereCnm ji
2 represents a structural-acoustic coupling coeffi-

cient given by

Cnm ji
2 ~v!5

b jSa j~vc!

Sj

b iSai~vc!

Si

3E
Sj

E
Si

Aj* ~r j ,v!

Sa j~vc!

Ai~r i ,v!

Sai~vc!

3cn~r j !cm~r i !dSj dSi . ~6!

In the above formula,Sa j(vc) is the power spectral density
of the space and frequency averaged acceleration field on the
jth panel, in the band centered atvc . The formula for the
squared pressure assumes that the coupling coefficients and
the space averaged panel vibration velocities vary slowly
with frequency; hence ifv lies in a frequency band centered
at vc , we set Cnm ji(v)>Cnm ji(vc) and Aj (r j ,v)
>Aj (r j ,vc).

If we assume that all the panels are in phase, thenb i

5b j51. If we also assume that the vibration field on differ-
ent panels is uncorrelated, thenCnm ji

2 50 when i and j are
different. This can be justified at high frequencies where the
global modes of the aircraft are not expected to propagate
and the local modes on the plates dominate the response.
This has also been shown to be true at significantly lower
frequencies via flight test measurements in rotorcraft. A pos-
sible reason is that the panels are not directly connected to
each other~all the panels attach separately to the stiff com-
posite frame members via quarter turn fasteners!. Hence
there is no direct path for the flexural energy to pass from
panel to panel. Note that this is an assumption of significant
importance—if the vibration field of different panels was as-
sumed to be correlated, then the size of this problem would
grow extremely large since cross coupling coefficients would

be needed for every pair of panels. If the system contained
only two or three panels, this may not have been a big issue.
In the current application, we had 43 panels and without the
above assumption, this method would have become compu-
tationally too expensive. Also note that this assumption is
valid for rotorcraft only and may not be valid for other sys-
tems enclosed by vibrating panels. Proceeding with the
above assumption, we now get a simplified expression for
the pressure field given by

Sp~r ,v!5
~r0c0

2!2

V2 (
j 51

NPanels

(
n

(
m

Sj
2 cn~r !

Ln

cm~r !

Lm

3FXn2 iYn

Xn
21Yn

2 GFXm1 iYm

Xm
2 1Ym

2 GCnm j
2 ~vc!, ~7!

where the new structural-acoustic coefficient for thejth
panel,Cnm j

2 , is given by

Cnm j
2 ~vc!5

Sa j
2

Sj
2 ESj

E
Sj8

ga j~xj ,yj ,xj8 ,yj8 ,vc!

3cn~xj ,yj !cm~xj8 ,yj8!dSj dSj8 . ~8!

The functionga j(xj ,yj ,xj8 ,yj8 ,v) represents the normalized
cross power spectral density function on thejth panel.

All the expressions derived to this point have retained
the panel vibration fields as completely known variables.
However, in the current study, only space and frequency av-
eraged values for the panel accelerations were available
~which were computed using an SEA model!. The spatial
variation of the vibration field on the panels was not avail-
able in closed form. Following the approach used by Bonilha
and Fahy,15 the vibration response of any panel can be as-
sumed to consist of a continuous spectrum of structural
modes that lie in the wave number space demarcated by the
limits of the frequency band under consideration. All the
modes are assumed to have the same amplitude, and the
wave number space is assumed to be fully populated with
modes~this assumption breaks down at very low frequencies
where the panel will have very few, discrete modes!. We also
assumed earlier that each panel vibrates independently from
its neighbors and therefore the global modes of the system
are not included. Based on these assumptions, we can derive
an expression for the normalized cross power spectral den-
sity function as

ga j~xj ,yj ,xj8 ,yj8 ,v!

5
*Dk*0

p/2Xj~xj !Yj~yj !Xj~xj8!Yj~yj8!du dkB

1/Sj*Sj
*Dk*0

p/2Xj
2~xj !Yj

2~yj !du dkB dxj dyj

. ~9!

In the above expression,kB and u represent the bending
wave number for the panel in polar coordinates,Dk is the
wave number range corresponding to the frequency range
under consideration, whileX(x) and Y(y) are functions
based on Bolotin’s dynamic edge effect method for a rectan-
gular plate which are unique for a given boundary
condition.16 Equations~7!, ~8!, and~9! were programmed as
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a numerical tool inMATLAB . The experiment as well as
model are described next.

III. EXPERIMENTAL SETUP

A mock-up of the S-92 interior panel system was as-
sembled inside the Sikorsky reverberation chamber for vali-
dating the SEA model of the interior panel system developed
at UTRC and Sikorsky.7 The experimental data gathered
were used to derive the SEA parameters of the actual interior
so that assumptions in creation of the predictive SEA model
could be validated. The development effort for the hybrid
model was a result of this validation study where SEA was
found to be inaccurate below 400 Hz for predicting structur-
ally excited interior noise. The experimental data from the
above validation study was also used for validating the hy-
brid model.

The S-92 interior uses a modular construction with the
panels attached to a hoop frame so that most panels can be
easily removed after disengaging a few connectors. This al-
lows easy access to the space between the interior and air-
frame for repairs or maintenance. In the experimental
mockup, the interior panels were attached to the lightweight
hoop frame made of composite materials which were in turn
connected to a supporting unistrut frame by vibration isola-
tors. The unistrut framing took the place of the airframe in
supporting the interior structure. Structural excitation in the
form of a shaker attached to the unistrut was applied to the
mock-up. Details of the panel system are shown in Figs. 2
and 3. Three sections of the interior mockup were tested in
order to verify the dynamic behavior of the various panels,

beams, and the connections between them. Each section cen-
tered on one panel and all connecting beams and neighboring
panels were instrumented. Accelerometer data was collected
from the panels, whereas, interior noise levels were mea-
sured at ten different locations using microphones. A detailed
SEA model of the system was developed~in AutoSEA, a
commercial software from Vibro-Acoustic Sciences, Inc.!,
and panel vibration levels were predicted for the different
subsystems that were studied. The SEA model was found to
perform quite well in predicting the structural response of the
system. The model was also used for predicting the interior
noise level. The predicted values were observed to be inac-
curate below 400 Hz~this is shown in a later figure!. Another
shortcoming was that the SEA model only provided a space
and frequency averaged value for the acoustic pressure and
could not be used for studying spatial variations in the sound
field at lower frequencies.

IV. NUMERICAL MODEL IMPLEMENTATION

The hybrid model was written usingMATLAB . The panel
velocity vectors obtained from the SEA model of the interior
panel system driven by structural excitation were provided as
vibration inputs to the model. Other inputs to the program
included the definition of one-third octave bands; an experi-
mentally measured acoustic damping spectrum; material
properties, location and size of all the trim panels~made of
sandwich composite materials!, and windows ~made of
plexiglass!. Nonresonant transmission and leakage contribu-
tions to the sound field were added into the hybrid model as
simple frequency averaged corrections. These were obtained
from the SEA model of the complete structural-acoustic sys-
tem. The SEA model divided the interior airspace into four
sections and hence four sets of correction values were avail-
able. However, since these were frequency and space aver-
aged, they did not account for local variations in the sound
field within a particular section of the aircraft. To accurately

FIG. 2. The S-92 interior panel system mockup at Sikorsky.

FIG. 3. Different components of the S-92 interior panel system.
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model such variations, one would have to study the source
and response mechanisms due to acoustic leaks in detail; this
was not attempted in the present study.

Figure 4 shows the interior panel geometry of the S-92
aircraft as input into theMATLAB program. The panels were
classified into five sets:upper-sidepanels,lower-sidepanels,
endpanels,ceiling panels, andwindows. In all, there were 43
interior panels that were included in the model. Equivalent
dimensions for the panels were used in the model, i.e., panels
with cutouts were replaced by continuous members centered
at the same locations, but with equivalent radiating areas.
Some of the panels were slightly curved—for the current
study, they were included as flat radiating surfaces. Note that
the system boundaries also had a lot of surfaces that did not
radiate.

Prior to running the main computation loop to determine
the interior acoustic response, the coupling coefficientsCnm j

between the different panels and acoustic modes were com-
puted using Eqs.~8! and~9! and stored as matrices. This was
done because the computation of these coefficients is time-
consuming and these values do not change with response
location. The first step in the main analysis program was to
compute the acoustic modes of the interior space up to a
given upper frequency limit and the generation of a modal
damping vector for the different modes~using the experi-
mental values!. The number and indices of the modes in all
the one-third octave bands were determined and stored.
These would be used later for summing up the response in
each band. The program then ran through a loop over the
different one-third octave bands. In each band, the squared
pressure at the specified response locations was predicted at
2 Hz intervals using Eq.~7! ~for the bands with less than four
modes, the response was computed at 1 Hz intervals!. This
involved computing the modal summation of all the acoustic
eigenfunctions at each response location due to all the 43
panels in the system. The squared pressures for all frequency
bins within a band were summed to obtain a final one-third
octave band value for the acoustic response. The program
was used for determining the noise at the ten microphone
locations where the data was measured. The results obtained
from this procedure are described in the next section.

V. RESULTS

The numerical predictions for the acoustic response
were compared with the experimentally measured micro-

phone data in different sections of the aircraft. Figure 5
shows a plan view of the locations where microphone data
was measured in the S-92 mockup~port5left, starboard
5right, fore5front, aft5rear!. Figures 6–10 show the ex-
perimentally measured versus numerically computed one-
third octave band sound pressure levels. The first four figures
show the mean of the values obtained from the microphones
located in individual sections of the aircraft. Figure 10 shows
the mean of the values for all the ten microphone positions.

As can be observed, the model grossly overpredicts the
response in the 31.5 Hz one-third octave band in the fore and
aft locations. This could be because the model assumes hard-
walled boundary conditions, whereas the actual S-92
mockup has light walls and large holes in the front and back
due to the presence of doors and hatches. Around 30 Hz, the
lone dominant longitudinal mode imposes a strong pressure
buildup near the ends of the enclosure and hence the model
predicts a higher response level. Another possible reason for
this inability to correctly predict the response at the first
acoustic mode has been reported in the literature. Franchek

FIG. 4. S-92 interior panel geometry input into theMATLAB program: front
view.

FIG. 5. Plan view of interior microphone locations in the S-92 mockup.

FIG. 6. Mean one-third octave band spectrum for microphones 1 and 2.
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and Bernhard17 employed a FEA model to predict the re-
sponse inside an acoustic space due to a single vibrating
plate using a very fine mesh. A difference of more than 30
dB in the acoustic pressure near the first acoustic resonance
between experimental and FEA results was obtained and
they observed that slight changes in the model could drasti-
cally change the FEA results in the region around the first
acoustic mode. This agrees with Pan and Bies18 conclusion
that the overall nature of the coupling in the region of a
cavity mode resonance frequency is governed by the average
number of plate resonance frequencies available in this re-
gion. Therefore, in regions of low plate modal density, small
changes in the plate resonance frequencies will lead to sub-
stantial changes in the coupling between both systems. Bon-
ilha and Fahy reported a similar phenomenon in their appli-
cation of the hybrid model.8 Based on the overall dimensions
of all the modeled panels it is expected that only one or two
plate modes are interacting with the first longitudinal acous-
tic mode. Hence the above reasoning could explain the pre-
diction error.

At frequencies above 40 Hz, the predicted pressure lev-
els were typically within 3 dB of the experimentally mea-
sured values. A possible source of error in this frequency

range is the inaccuracy in the SEA model’s prediction of the
panel vibration velocities. This arises from the global modes’
contributions that are not included in the standard SEA for-
mulation; only local modes of each subsystem are accounted
for. Some current research efforts9,10 are dedicated to the
incorporation of global modes in the SEA framework. Errors
can also arise if the acoustic modal damping values used in
the model are inaccurate. For instance, if the damping is too
low, this can lead to the prediction of a stronger response.

An increase in frequency leads to an increase in the
modal densities of the acoustic and structural domains and
also to an increase in the modal overlap factor. This makes
the approach described herein computationally expensive
and a purely probabilistic approach is the most appropriate
solution. A comparison between the experimental results, hy-
brid SEA modal, and SEA approach results for the spatial
average given by ten microphones is shown in Fig. 10. It is
observed that as the frequency increases, the method sug-
gested in this paper starts to approach the SEA results. Above
400 Hz, the SEA model is preferable over the hybrid model

FIG. 7. Mean one-third octave band spectrum for microphones 3 and 4.

FIG. 8. Mean one-third octave band spectrum for microphones 5 and 6.

FIG. 9. Mean one-third octave band spectrum for microphones 7, 8, 9, and
10.

FIG. 10. Mean one-third octave band spectrum for all the microphones in
the S-92 mockup. The SEA model results are based on the true space aver-
age.
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for this application. The SEA model used for this calculation
is described in detail in Ref. 7.

The ability of the current approach in predicting the cor-
rect spatial response variation was verified by comparing 3D
contour plots obtained through the current approach to con-
tour plots obtained from a Green’s function approach based
on Ref. 19. These contour plots were obtained for the case in
which a single plate radiated into the acoustic space and the
comparison was done on a qualitative basis.

VI. CONCLUSIONS

This paper describes a mid-frequency technique for
modeling structurally excited helicopter cabin interior noise.
The model was applied to the Sikorsky S-92 helicopter’s
interior panel system which has a large cabin enclosed by 43
significant sized panels. Considering the complexity of the
system, the results obtained from the simulations were en-
couraging; the pressure levels in most of the one-third octave
bands were found to lie within 3 dB of the experimentally
measured values. It must be noted that the accuracy of the
results depends strongly on the accuracy of the inputs, which
were obtained from a SEA model of the airframe and panel
system. SEA has already been shown to be an accurate tech-
nique for modeling complex vibrating systems with high
modal densities. The hybrid technique combines the
strengths of its two individual components to provide results
that could not be obtained individually from either technique.
The ability of the hybrid model to simulate spatial variations
of the interior noise field provides an enabling tool, which
could guide the design of active and passive interior noise
control systems for rotorcraft.

ACKNOWLEDGMENTS

Technical tasks described in this document include tasks
supported with shared funding by the U.S. rotorcraft industry
and the Government under the RITA/NASA cooperative
agreement number NCCW-0076, Advanced Rotorcraft Tech-
nology, August 16, 1995.

1C. A. Yoerkie, J. A. Moore, and J. E. Manning, ‘‘Development of rotor-
craft interior noise control concepts. Phase 1: Definition study,’’ NASA
Contractor Report 166101~1983!.

2R. H. Lyon and R. G. DeJong,Theory and Application of Statistical En-
ergy Analysis~Butterworth-Heinemann, Newton, MA, 1995!.

3C. A. Yoerkie and P. J. Gintoli, ‘‘Helicopter cabin noise—Actual vs sta-
tistical energy predictions,’’41st Annual Forum of the American Helicop-
ter Society, Fort Worth, TX ~1985!.

4M. Dussac and A. Morvan, ‘‘Evaluation of helicopter internal noise by
enhanced statistical energy analysis,’’19th European Rotorcraft Forum,
Como, Italy~1993!.

5J. S. Pollard, ‘‘Helicopter gearcase structure-borne noise studies using
statistical energy analysis modelling,’’1st IME International Conference,
Cambridge, England~1990!.

6G. P. Mathur, J. E. Manning, and L. R. Quartararo, ‘‘Analytical prediction
and flight test evaluation of Bell ACAP helicopter cabin noise,’’44th
Annual Forum of the American Helicopter Society, Washington, DC
~1988!.

7M. W. Bonilha and D. Young, ‘‘Application of predictive and experimen-
tal SEA to S-92 interior panel system,’’ United Technologies Research
Center Report #6.200.0037-2~1999!.

8M. W. Bonilha and F. J. Fahy, ‘‘A hybrid model for vibro-acoustic stud-
ies,’’ Acust. Acta Acust.85, 312–324~1999!.

9P. J. Shorter, ‘‘Resound: A full spectrum modeling method,’’Proceedings
of the First International AutoSEA Users Conference, San Diego, CA
~2000!.

10R. S. Langley and P. Bremner, ‘‘A hybrid method for the vibration analysis
of complex structural-acoustic systems,’’ J. Acoust. Soc. Am.105, 1657–
1671 ~1999!.

11J. O’Connell, ‘‘Predicting rotorcraft transmission noise,’’48th Annual Fo-
rum of the American Helicopter Society, Washington~1992!.

12A. E. Landmann, H. F. Tillema, and G. R. MacGregor, ‘‘Application of
analysis techniques for low frequency interior noise and vibration of com-
mercial aircraft,’’ NASA Report number NASA-CR-189555~1992!.

13M. A. Wilson and B. L. Josefson, ‘‘Combining FEA and SEA in mechani-
cal intensity analysis,’’ AIAA Paper 97-1035.

14T. K. Hasselman, M. C. Anderson, and Y-C Lai, ‘‘Linking FEA and SEA
by principal component analysis,’’16th International Modal Analysis
Conference, Santa Barbara, CA~1998!.

15M. W. Bonilha and F. J. Fahy, ‘‘On the vibration field correlation of
randomly excited flat plate structures, I: Theory,’’ J. Sound Vib.214, 443–
467 ~1998!.

16V. V. Bolotin, Random Vibration of Elastic Systems~Martinus Nijhoff
Publishers, The Hague, 1984!.

17N. M. Franchek and R. J. Bernhard, ‘‘Analytical, numerical, and experi-
mental comparisons of structure-borne noise in a rectangular acoustic en-
closure,’’Proceedings of Noise-Con 94, Ft. Lauderdale, FL~1994!.

18J. Pan and D. A. Bies, ‘‘The effect of fluid-structural coupling on sound
waves in an enclosure—Theoretical part,’’ J. Acoust. Soc. Am.87, 691–
707 ~1990!.

19E. H. Dowell, G. F. Gorman III, and D. A. Smith, ‘‘Acoustoelasticity:
General theory, acoustic natural modes and forced response to sinusoidal
excitation, including comparisons with experiments,’’ J. Sound Vib.52,
519–542~1977!.

1454 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 V. Jayachandran and M. W. Bonilha: Hybrid statistical energy analysis



Predicting the vibroacoustic response of satellite
equipment panels

S. C. Conlona)

Graduate Program in Acoustics, The Pennsylvania State University, P.O. Box 30, State College,
Pennsylvania 16804

S. A. Hambric
Applied Research Laboratory, The Pennsylvania State University, P.O. Box 30, State College,
Pennsylvania 16804

~Received 14 September 2001; revised 27 September 2002; accepted 2 December 2002!

Modern satellites are constructed of large, lightweight equipment panels that are strongly excited by
acoustic pressures during launch. During design, performing vibroacoustic analyses to evaluate and
ensure the integrity of the complex electronics mounted on the panels is critical. In this study the
attached equipment is explicitly addressed and how its properties affect the panel responses is
characterized. FEA and BEA methods are used to derive realistic parameters to input to a SEA
hybrid model of a panel with multiple attachments. Specifically, conductance/modal density and
radiation efficiency for nonhomogeneous panel structures with and without mass loading are
computed. The validity of using the spatially averaged conductance of panels with irregular features
for deriving the structure modal density is demonstrated. Maidanik’s proposed method of modifying
the traditional SEA input power is implemented, illustrating the importance of accounting for
system internal couplings when calculating the external input power. The predictions using the SEA
hybrid model agree with the measured data trends, and are found to be most sensitive to the assumed
dynamic mass ratio~attachments/structure! and the attachment internal loss factor. Additional
experimental and analytical investigations are recommended to better characterize dynamic masses,
modal densities and loss factors. ©2003 Acoustical Society of America.
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PACS numbers: 43.40.Qi@RLW#

I. INTRODUCTION

Over the past decade there has been significant renewed
interest in mathematically describing and experimentally
evaluating the effects of complex attachments on master
structures. There have been many published works describ-
ing mostly theoretical research on the subject with applica-
tions primarily in the marine and aerospace industries. Ex-
amples have been cited by Soize,1 where the response of a
master structure was evaluated computationally considering
its attachments as pure mass and its behavior compared to
experimental results from the structure with complex ‘‘struc-
tural fuzzy’’ attachments. The two datasets compared well
below about 250 Hz, but from 250 to 3000 Hz the complex
structure response peaks were 10–20 dB below the simple
predictions, which did not consider the dynamic characteris-
tics of the attachments. As cited by Soize,1 ‘‘...the rates of
dissipation which would correspond to such smoothing are
much too high to allow this phenomenon to be explained by
mechanical damping alone.’’ Indeed, the potentially high lev-
els of master structure-induced damping have recently been
explored in numerous works on coupled systems.2–4 In addi-
tion, recent satellite equipment panel damping measurements
by Smith5 made both in air andin vacuoclearly illustrate this
effect. The results showed, for a single 1.6 kg electronics box
mounted on a 650 mm3700 mm sandwich panel, an
in vacuoloss factor value exceeding 0.03 at 1000 Hz. Smith

summarizes: ‘‘The box causes an increase in damping at all
frequencies, and particularly at low frequencies where it is
increased by a factor of ten.’’ Based on Smith’s results, one
could anticipate that a fully loaded panel with many elec-
tronic components could reach levels ofin situ or induced
damping that far exceed this already high~with respect to
inherent material damping! level of 0.03.

The effect of the attachments can be viewed as added
impedance terms to the master structure primarily contribut-
ing both resistive~damping! effects as well as reactive
~mass! effects. Previous researchers6 have found that the~re-
active! effect of the equipment is predominantly mass-like or
inertial loading rather than local stiffening~although many of
the equipment chassis are very stiff, they are attached to the
panels via inserts embedded in the panels that have limited
stiffness!. This was concluded from observing that laser vi-
brometer obtained displacement contours are only slightly
affected by the presence of the equipment. In addition, FEA
evaluations modeling the equipment as mass correlated well
with measured mode shapes. One could speculate that the
added impedances could have significant resulting effects on
the master structure’s apparent mass, damping, and the total
power injected from an external source.

These concepts are illustrated in Fig. 1, which compares
individual and spatially averaged acceleration measurements
made on two ‘‘identical’’ satellite equipment panels: one
having actual flight equipment~electronics! mounted on it
and the second having the equipment represented with
lumped mass~approximating in the test frequency range-a!Electronic mail: sconlon@sabine.acs.psu.edu
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nonresonant/very low modal density attachments!. The pan-
els are portions of one side of a large enclosed box-like sat-
ellite structure with the equipment mounted on the interior.
Note that the subsequent analysis simulates this by assuming
the panel to be simply supported and baffled with one-sided
excitation~on the side without the equipment.! The response
of these types of panels tends to be dominated by the direct
acoustic excitation and the equipment response has been
shown to be dominated by the panel vibration. This is true
even when the equipment side of the panel is directly ex-
posed to the external acoustic field.6 The equipment loaded
test panel is shown in Fig. 2. Both test panels were excited
by reverberant acoustic fields, with the response measure-
ments shown normalized to the same input amplitude. As can

be seen in Fig. 1~c!, the two response spatial averages are
nearly the same at low frequencies~below 100 Hz!, where
both sets of attachments are contributing mainly in a reactive
sense or as a lumped mass addition. The mid-frequency
range~;100–400 Hz! shows varying degrees of difference
between the measurements, where the flight equipment be-
gins to resonate and the lumped mass simulators are still
approximately ‘‘nonresonant.’’ At higher frequencies~.400
Hz! the two measurements rapidly diverge with that of the
real equipment loaded panel being approximately 20 dB be-
low that of the lumped mass loaded panel at 2000 Hz.

The data shown illustrates the significant effects on the
panel responses due to the vibration characteristics of the
attachments. Typical analytical modeling techniques would

FIG. 1. A comparison of response measurements:~a! panel with lumped masses,~b! panel with complex equipment,~c! a comparison of spatial averages.
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not address or account for these measured differences in re-
sponse explicitly, since the equipment or attachments are of-
ten accounted for via estimations or ‘‘guesses’’ as to their
induced damping effects and added mass to the master struc-
ture. Based on the measured data it is clear that more insight
and better predictive/modeling techniques are required to ex-
plicitly account for how the complex equipment affects the
master structure to which it is attached. In addition, explicit
modeling of the attachments will allow the estimation and
evaluation of their responses, which may be of utmost im-
portance and can be quite different than the master structure
response.

Many methods have been used for developing Statistical
Energy Analysis ~SEA! predictions of equipment-loaded
panel responses. To model coupling between panels and
acoustic spaces, the aerospace industry typically applies
some form of panel radiation efficiency formulation based on
work by Maidanik7 on rib-stiffened~unloaded! panels. The
equipment, which often has a total mass many times greater
than the panel mass, is typically either smeared into the panel
as limp mass and/or used for scaling down an unloaded
structure response prediction. Thin plate formulations are of-
ten used for the panel wave properties and considering the
typical sandwich panel designs used for space applications,
this often leads to estimates that vary significantly from those
considering panel transverse shear effects. The predictions
based on these methods are often inconsistent with measured
data, usually due to the mathematical models not encompass-
ing the significant features of the problem at hand.

A large compendium of useful information related to the
vibroacoustic characterization of satellite responses is pre-
sented in the European Space Agencies Structural Acoustics
Design Manual.8 The manual discusses the need for account-
ing for equipment-loading effects, but no clear systematic

approach is presented. However, the manual does indicate
that this area is not yet ‘‘fully researched.’’

The overall objective of this study is to develop im-
proved procedures for the modeling and analysis of light-
weight equipment-loaded panels. A critical aspect of the
study will focus on explicitly addressing the panel nonhomo-
geneous features and attachments and developing methods
that will predict the significant differences observed between
the equipment versus mass loaded panels shown in Fig. 1~20
dB at high frequencies!. Industry standard methods do not
explicitly address the nature of the attachments and thus can-
not predict the significant differences shown in Fig. 1. In
addition, the standard methods use generalized procedures
for estimating the vibration characteristics of the panels that
do not account for the unique nonhomogeneous nature of
most satellite equipment panels. Current methods are exam-
ined and improved upon utilizing the specific test data pre-
sented and through additional computational investigation
with Finite Element Analysis~FEA! and Boundary Element
Analysis ~BEA! methods.

II. SEA MODEL FOR PANEL WITH MULTIPLE
ATTACHMENTS

A. Model description

Figure 2 shows a typical communications satellite equip-
ment panel and is the specific design to be investigated. The
basic structure is a sandwich/honeycomb core flat panel with
various stiffeners. The attached equipment are complex elec-
tronics and associated hardware. These types of equipment
are mounted to the panel via inserts embedded in the panel
core. The insert core interface is of limited stiffness, thus the
reactive effect of the equipment on the master panel is ex-
pected to be predominantly mass-like. The measured panel
transverse vibration data, from reverberant chamber acoustic
testing are acceleration spectral density spectra of two basic
types:

~i! panel responses for the panel with ‘‘nonresonant’’
lumped mass attachments~replacing the electronic
equipment overall mass distribution!, and

~ii ! panel responses for the panel with complex equipment
attachments~as shown in Fig. 2!.

The actual mass loadings of these two panels are com-
pared in Table I with the structural properties.~Note the total
lumped mass loading is somewhat greater than the equip-
ment mass loading in total mass.! Additional panel structural
detail is given in Fig. 3. Clearly, the panel assembly is a
lightweight stiff structure with many complex attachments to
be considered.

In this section a new SEA model is established that will
serve as the baseline utilized for all subsequent refinements
presented in this investigation. In the new model, the reso-
nant attachment modes are addressed explicitly and each rep-
resented as single degree of freedom systems coupled to a
finite plate. The associated nonresonant mass of the attach-
ments now becomes part of the panel ‘‘effective mass,’’
which this new model framework also explicitly addresses.
The new model is then exercised to help identify modeling

FIG. 2. Complex equipment-loaded panel layout.
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parameters that require a more detailed investigation. This
model will serve as a backbone for incorporating the subse-
quent detailed parameter investigation results. The basic ap-
proach focuses on adding modeling flexibility and allowing
response predictions for both panel and attachments.

The equipment-loaded panel is schematically repre-
sented in Fig. 4, with the subsystem parameters defined as
pea(v), the acoustic volume external power input;E1(v),
E2(v), E3(v), the subsystem temporally and spatially aver-
aged total energies;n1(v), n2(v), n3(v), the subsystem
modal densities; andh i j (v), for i 5 j the subsystem damp-
ing loss factors, foriÞ j , the coupling loss factor from sub-
systemi to subsystemj.

Note,pea , h, n, andE are all functions of frequencyv.
Frequency dependence is implied for these quantities
throughout the analysis.

B. Acoustic volume response energy and modal
density

The temporally averaged energy of the acoustic volume
is specified/known through its relationship to the mean
square spatial average pressure:9

^p1
2&5

r0C0
2E1

V1
, ~1!

where ^p1
2&5measured acoustic volume-averaged mean

square pressure given in Table II:V15acoustic system vol-
ume,r05density of acoustic medium, andC05the speed of
sound in an acoustic medium.

The acoustic volume modal density can be approximated
as9 ~considering the volume term only!

n15
v2V1

2p2C0
3 . ~2!

TABLE I. Panel properties.

Property

Loaded panel

Value Units~In. lb. s! Value Units~m kg s!

Panel face sheets
Material ~Al alloy!
Thickness 0.01 in. 2.540E204 m
E, modulus of elasticity 1.05E107 psi 7.239E110 P~N/m2!
Density 0.101 lb./in.3 2.796E103 kg/m3

Poisson’s ratio 0.33 ¯ 0.33 ¯

Panel core
Material ~Al alloy!
Thickness 0.75 in. 1.905E202 m
G ~ribbon, shear modulus! 27,000 psi 1.862E108 P
G ~warp, shear modulus! 13,000 psi 8.963E107 P
Density 1.157E203 lb./in.3 3.204E101 kg/m3

Panel width/height dimensions
Width 90.0 in. 2.286E100 m
Height 72.5 in. 1.842E100 m

Panel face sheets and core~weight or mass! 18.84 lbs. 8.546E100 kg
Misc. struct.~stiffeners, heat pipes, corefill, etc.! 92.00 lbs. 4.173E101 kg
Tot. structure 110.84 lbs. 5.028E101 kg
w/complex equipment (estimated values)

Equipment & Misc.~weight or mass! 106.62 lbs. 4.836E101 kg
Total ~Loaded Panel! weight or mass 217.5 lbs. 9.864E101 kg

w/‘‘non-resonant’’ attachments (estimated values)
Lumped Masses & Misc.~weight or mass! 131.87 lbs. 5.981E101 kg
Total ~loaded panel! weight or mass 242.7 lbs. 1.101E102 kg

FIG. 3. Panel structure details.
FIG. 4. SEA system model of panel with multiple complex equipment at-
tachments.
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C. Complex panel and equipment mass and modal
densities

The partitioning of the equipment and panel dynamic or
effective mass over frequency is uncertain since the panel
subsystem has an added mass that is based on the nonreso-
nant portion of the attachments. The added equipment mass
alters the vibration properties of the panel. At low frequen-
cies ~below any of the attached equipment resonances! the
total mass of the panel and equipment will be associated with
the modes of the ‘‘built-up’’ panel. There will be some tran-
sition region through the mid-frequencies with some poten-
tial limit reached at higher frequencies, as more equipment
mass becomes associated with equipment resonances. The
loaded panel modal density is calculated using the panel
mass/area as the effective mass including the panel structure
and some fraction of the attachment mass.

The sandwich panel transverse or effective bending
wave speed is10 ~which accounts for transverse shear ef-
fects!:

CB eff5F 1

CB
3 1

1

CS
3G21/3

. ~3!

This approximation from Rindell is based on earlier work by
Kurtze and Watters,11 but does not encompass the high-
frequency region of single-face sheet bending-dominated
waves. The bending and shear waves speeds in Eq.~3! are

CB5F D

mS
G1/4

Av ~4!

and

CS5FGH

mS
G1/2

, ~5!

where D5Etf S(H1t f S)2/2(12n2), the section bending
stiffness,E5the face sheet modulus of elasticity,t f S5the
face sheet thickness~single face sheet!, H5the core thick-
ness or depth,n5the face sheet Poisson’s ratio,mS

52r f St f S1Hrc1(nonresonant equipment), the built-up
panel mass/area,r f S5the face sheet density,rc5the core
density, andG5the core shear modulus5AGRGW, the geo-
metric mean of the ribbon and warp direction values.

The bending wave speed is dispersive and the shear
wave speed is not. In addition, when the bending wave-
lengths are large compared to the thickness; thenCB eff re-
duces to thin plate theory givingCB eff;CB .

The panel effective modal density can be written as10

~whereA2 is the panel surface area!,

n25
A2v

2pCB eff
2

S 12

F 1

CB
3 1

1

CS
3G24/3

2CB effCB
3

D . ~6!

The attached resonant equipment is estimated to have a
total constant modal density of approximately 0.043 modes/
~rad/s! that comes from an estimated mode count of 5.0
modes in the 80 Hz one-third octave band. This modal den-
sity estimate is based on the attached equipment design cri-
teria ~most of the equipment is designed to have no reso-
nances below 75 Hz; some are higher! and the assumption
that the equipment modes are predominantly plate-like. The
sensitivity of the overall response prediction with respect to
the assumed resonant equipment modal density will be
evaluated later in the investigation.

D. Damping loss factors and loss factor definitions

The built-up panel structure damping loss factor is esti-
mated to be

h2250.050 up to 500 Hz;

then 0.050S 500

f D 1/2

above 500 Hz.

The attached resonant equipment average damping loss
factor is estimated to be approximately 0.066~0.033 percent
critical damping!. This average value is based upon measure-
ments made on similar types of equipment bothin situ ~on
the panels! and isolated~in a fixed base configuration on a
shaker table!.

The definitions and notations of the various measures of
loss factor used in the analysis are now reviewed. Definitions
and notations adopted follow recent works by Maidanik
et al.12–16 The panel and equipment subsystems are shown
for an uncoupled system~panel only! and coupled system
~panel and attachments! in Fig. 5. The ‘‘0’’ superscript indi-
cates power input and response energy levels for the un-

TABLE II. Reverberant test chamber acoustic pressures.

1/3 octave
band center
frequency

~Hz!

Acoustic chamber
Average of four microphones

SPL
~dB re 20 mPa!

25 121.9
31.5 125.3
40 126.6
50 129.5
63 130.8
80 134.3

100 136.9
125 136.2
160 136.9
200 137.8
250 139.2
315 139
400 136.8
500 133.4
630 132.6
800 130.5

1000 129
1250 127.8
1600 126.5
2000 125.2
2500 123.7
3150 122.5
4000 121.1
5000 120.1
6300 119.4
8000 118.5

10000 116.2
Overall SPL 147.4
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coupled system. This same uncoupled system input power is
also traditionally used in SEA for the coupled system input
power, which ignores the effects of the attachments. This
work will show that the power input and resulting energy
levels for equipment-loaded lightweight panels must con-
sider the effects of the attachments when calculating the ex-
ternal ~panel! input power.

The master structure~panel! damping loss factor in iso-
lation is

h225
pe

0

vE2
0 , ~7!

wherepe
0 and E2

0 are the master structure uncoupled input
power and total energy. The adjunct structure~attached
equipment! damping loss factor in isolation is similarly de-
fined and noted simply ash33.

The apparent added damping to the master structure~re-
lating thein situ effects of the adjunct structure on the master
structure with respect to the external input power! for the
coupled systems of Fig. 5 is

hs5h32

n3

n2
H 12

h32

h331h32
J . ~8!

The induced damping of the master structurein situ is

h t5h01hs5h221hs5
pe

vE2
, ~9!

where pe and E2 are the master structure coupled input
power and total energy.Note: Both hs andh t are meaningful
ratios of dimensionless dynamic quantities and can take on
values significantly greater than unity, however, they are not
true loss factors.16 The true effective loss factor of the system
relates thein situ external input power to the total system
energy:

he5
pe

v~E21E3!
. ~10!

Unlike the induced loss factorh t , the effective loss factorhe

is bounded with asymptotic limits of the ‘‘in isolation’’ loss
factors of the master structure (h22) and the adjunct structure
(h33). These defined loss factors will be contrasted and com-
pared later in the investigation of specific subsystem param-
eters as applied to equipment-loaded panels.

E. Resonant equipment oscillator model

The model chosen for the resonant equipment, the con-
ceptually simplest available, is that of a simple single degree
of freedom system applied to each equipment mode of vibra-
tion. Using this description, the coupling from a single oscil-
lator to the panel is given by Lyon9 as

hcoup5v0M ^Gp&, ~11!

where^Gp& is the average panel conductance. Applying Eq.
~11! to a distribution of oscillators~resonant equipment
modes! leads to the average equipment to panel coupling loss
factor,

h325v
M3

N3
^G2&, ~12!

where M3 is the total resonant equipment mass,N3 is the
total mode count in the analysis band for the resonant equip-
ment, and^G2&5(p/2)(n2 /M2) is the average panel con-
ductance.

F. Response analysis

The complex equipment-loaded panel is now modeled
using SEA~Fig. 4!. The panel structure is coupled to a dis-
tribution of oscillators representing the resonant equipment.
The acoustic volume pressure is specified leaving two SEA
power balance equations9 describing the panel and equip-
ment responses:

vh12E11vh32E32vh22E22vh21E22vh23E250,
~13!

vh23E22vh33E32vh32E350. ~14!

The panel-induced damping now becomes

h t5h221
vM3

Dn2
^G2&F12H 1Y S h33Dn3

vM3^G2&
11D J G .

~15!

The SEA power balance equations can now be solved to
obtain the subsystem responses.

G. Prediction results

The formulations developed for a panel with multiple
attachments are now applied to the equipment-loaded panel.
For now, the resonant fraction of equipment mass is assumed
to be 1.0 for all frequencies~nonresonant equipment mass
would be associated with the panel subsystem!. The equip-
ment panel and acoustic volume properties are as given in
Tables I and III. The panel and equipment responses are pre-
dicted with the input acoustic volume pressures given in
Table II. The total structure mass is used here for the panel
mass, that is, the miscellaneous structure mass from Table I
has been evenly distributed on the panel as a limp mass. The
added mass affects the panel radiation efficiency, for now
computed via a generalized form4 of the NASA Lewis

FIG. 5. Uncoupled and coupled SEA system models:~a! uncoupled system,
~b! coupled system.
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method,17 by reducing the wave speed~also increasing the
modal density! as well as raising the panel critical frequency.
The higher critical frequency results in a lower panel radia-
tion efficiency over much of the frequency band of interest.
Figure 6 shows the various system loss factors. In Fig. 6~a!
the oscillator damping loss factor is compared to the oscilla-
tor to panel coupling loss factor. The coupling loss factor
greatly exceeds the damping loss factor, which indicates
strong coupling where the oscillator and panel modal ener-
gies are nearly equalE3 /n3>E2 /n2 ~the equipartition of
modal energy!. Figure 6~b! compares the subsystem loss fac-
tors. Although the induced panel loss factor reaches a level
greater than 0.2, the true system effective loss factor is
bounded by the in isolation panel and oscillator levels.

The panel and oscillator predicted average responses are
compared with the measured data in Fig. 7. Although the
panel and oscillator predictions are somewhat representative
of the measured data, significantly better correlation is de-
sired, especially with respect to the panel average. Less cre-
dence is given the measured equipment response since it is a
single measurement and is included only for rough compari-
sons. Various iterations of the assumed parameter values
~i.e., oscillator/panel mass and modal density ratios, panel
radiation efficiency, damping loss factors, etc.! show the re-
sponse to be dependent~to varying degrees! on these values.
In addition, the SEA model does not address the nonhomo-
geneous stiffness and mass features of the equipment-loaded

TABLE III. Acoustic volume properties.

Property

Acoustic volume

Value Units~in. lb. s! Value Units~m kg s!

Acoustic volume
Media ~air @20 °C!
Volume ~55 000 ft3 test chamber! 9.504E107 in.3 1.557E103 m3

Density 4.371E205 lb./in.3 1.210E100 kg/m3

Speed of sound 1.350E104 in./s 3.429E102 m/s

FIG. 6. Loss factors:~a! oscillator
coupling and damping loss factors,~b!
a comparison of system, panel, oscil-
lator, panel apparent, and panel-
induced loss factors.
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panel, and thus any of their potential effects on the critical
parameters listed.

H. Parameters for detailed investigation

Many of the parameters identified in the previous sec-
tions require further investigation in order to enhance the
accuracy of the complex structure response predictions. A
parametric response sensitivity analysis was performed pre-
viously for equipment-loaded lightweight panels.2 The sensi-
tivity analysis began by first modifying the standard SEA
power input based on recent work by Maidanik and
Dickey,12 to account for internal system couplings. The
coupled system response parameter sensitivities were then
assessed. The key results of the modified input power param-
eter sensitivity analysis were as follows.

~i! Internal couplings of strongly coupled systems can
significantly affect the external input power.

~ii ! The panel response is very sensitive to the effective

dynamic mass ratio of the equipment/panel
~attachments/master structure! and the equipment in-
ternal damping.

~iii ! With strongly coupled equipment and an equipment/
panel modal density ratio greater than unity, the re-
sponse prediction is weakly sensitive to the panel in-
ternal damping and equipment/panel modal density
ratio.

The modified SEA power input results2 are presented
and applied in Sec. IV of this paper. The nonhomogeneous
nature of the panel structure can also significantly affect its
radiation coupling, equipment coupling and modal density.
These specific parameters are investigated in Sec. III of this
paper.

III. REVISED MODELING OF HARDWARE

A. Background on hybrid SEA

The SEA predictions developed in this section are often
referred to as ‘‘Hybrid SEA’’ applications in that they incor-

FIG. 7. Predicted versus measured re-
sponses:~a! panel spatial average, and
~b! equipment.
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porate the formulations of traditional SEA as well as deter-
ministic results from FEA and BEA. When applied to the
analysis of complex structural acoustic systems, SEA is often
associated with high frequencies and FEA with low frequen-
cies. This segregation often results from balancing practicali-
ties in implementation versus desired confidence in the pre-
dictions. Another product of the typical implementation of
SEA and FEA is what is commonly referred to as ‘‘The Mid-
Frequency Gap’’—the overlapping frequency region, where
it is often believed that confidence in both methods sepa-

rately is low. In recent years several mid-frequency and hy-
brid or combination approaches have been proposed. Of note
are works by Soize,1 Lu,18 Langley and Bremner,19 Shorter,20

and Manning.21,22 The readily tractable approach taken in
this chapter using the complex panel vibration characteristics
from detailed finite element analyses is analogous to the ap-
proach taken by Manning22 and the utilization of the BEA
modal radiation efficiency results also draws from previous
work by Manning.21 In essence, using the FE/BE results to
enhance the SEA analysis puts information and detail back

FIG. 8. Unloaded panel FEA results:
~a! unloaded panel FEA drive point
conductance,~b! unloaded panel aver-
age FEA versus SEA conductance,~c!
unloaded panel FEA~via mode count!
versus SEA modal densities,~d! un-
loaded panel FEA~via conductance!
versus SEA modal densities.

TABLE IV. FEA panel configurations.

No.
Configuration

title Comments
Total model

Weight ~lbs.!/Mass~kg!

1 Unloaded Panel face sheets and core only 18.84/8.546
2 Total panel structure Panel face sheets/core, external stiffeners,

center strut, internal heat pipes, thermal
doubler plates, adhesive, core fill, inserts, etc.

110.8/50.28

3 Total panel structure
1equipment mass

Total panel structure with equipment mass
~as limp mass! distributed locally

217.5/98.64

4 Total panel structure
1lumped masses

Total panel structure with lumped masses
in appropriate locations

242.7/110.1
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into the analysis that was inherently sacrificed by using the
SEA method. Once the FE/BE results are obtained, they will
be used in a revised SEA model with the goal of better pre-
dicting the response trends of equipment and lumped mass-
loaded panels similar to those shown in Fig. 1.

B. Panel finite element analyses

In this section the commercial finite element code
MSC/NASTRAN23 is used to analyze the detailed models that
accurately characterize the nonhomogeneous panel vibration
characteristics. The baseline panel~Fig. 3, 90 in.372.5 in.! is
modeled using approximately 1870 QUAD4 elements with
the properties from Table I to properly characterize the sand-
wich panel bending and shear characteristics. QUAD ele-
ments are also used to model the thermal doublers and BAR
elements are used to represent the beam-like features, as
shown in Fig. 3. The finite element analyses are used to
compute the panel spatial average conductance and modal
density for the four configurations listed in Table IV, which
are then compared with asymptotic results obtainable
through SEA approaches. The FEA results are obtained by
performing modal frequency response analyses~SOL11123!
using unit input point forces, thus obtaining the panel drive

point mobilities. Although the response analyses are only
performed up to 2500 Hz, the panel modes up to 3500 Hz are
included to ensure adequate convergence of the modal sum-
mation solution~based on convergence studies performed!.
Twelve ‘‘randomly’’ distributed points are analyzed, assum-
ing the panel perimeter to have pinned boundary conditions.
These same drive points and the baseline panel finite element
mesh are used for all the configurations analyzed.Note: pre-
vious iterative studies varying the damping used in the FEA
response analyses have shown that the computed spatially
averaged one third octave band conductance is relatively in-
sensitive to the assumed loss factor for typical values of ap-
proximately 0.01–0.05. The panel average conductance^G&
is estimated by spatially averaging the real part of the drive
point mobilities. The panel modal density is calculated in
two ways for comparison~which is of special interest for the
configurations with nonhomogeneous features!. The first
method is by counting the modes per band from the finite
element analysis,

n~ f !5
ND f

D f
. ~16!

FIG. 9. Total panel FEA results:~a!
total panel structure FEA~via mode
count! versus SEA modal densities,~b!
total panel structure FEA~via conduc-
tance! versus SEA modal densities,~c!
total panel1lumped masses structure
FEA ~via mode count! versus SEA
modal densities, ~d! total panel
1lumped masses structure FEA~via
conductance! versus SEA modal den-
sities.
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The second method is through the modal density relationship
with the average conductance,

n~ f !54M ^G&. ~17!

Equation~17! has been derived by Cremeret al.24 for a ho-
mogeneous plate, i.e., with constant surface mass density.
Norton25 has suggested that Eq.~17! is also applicable to
nonhomogeneous plates, where the mass is the total mass of
the structural elements, although this is a topic currently un-
der debate in the SEA community. In this work the mass in
Eq. ~17! is assumed to be the total mass for the uniform as
well as nonhomogeneous structures. Figure 8~a! shows the
FE computed conductances for the 12 random locations on
the panel. Figure 8~b! shows the good comparison for the
uniform panel between the FE spatial and frequency average
compared to the typical SEA value~note that both formula-
tions include transverse shear effects that become significant
above approximately 1000 Hz!. Figures 8~c!–9~d! compare

the FE and typical SEA results for configurations 1, 2, and 4
from Table IV.

C. Boundary element analyses

In this section the panel radiation characteristics are in-
vestigated. In a SEA analysis the panel radiation efficiency
s rad is typically used to calculate the panel to acoustic vol-
ume coupling via the relation9

h rad5
r0C0Ap

vM p
s rad, ~18!

whereAp and M p are the panel area and mass andr0C0 is
the acoustic medium characteristic impedance~and the
acoustic volume to panel coupling is calculated usingh rad

along with the consistency relationship!. The radiation effi-
ciency is thus a critical parameter in the response prediction
since it is indicative of the power input to the panel system.
The finite element analysis determined panel mode shapes

FIG. 10. BEA results:~a! unloaded
panel BEA computed modal versus
average theoretical radiation effi-
ciency, ~b! total panel structure BEA
computed modal radiation efficiencies
versus unloaded panel average theoret-
ical radiation efficiency,~c! total panel
structure1lumped masses BEA com-
puted modal radiation efficiencies ver-
sus unloaded panel average theoretical
radiation efficiency.

1465J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 S. C. Conlon and S. A. Hambric: Equipment panel vibroacoustic response



from the previous section are input to the commercial vibroa-
coustic analysis codeSYSNOISE26 to compute their radiation
efficiencies. The panel is assumed baffled and the FEA mode
shapes are used to define a velocity boundary condition for
BEA in SYSNOISE using the acoustic properties from Table
III. The calculation results from the BEA are of the input
power (p i), output power (p0) and the radiation efficiency
(s rad) and are given as26

p i5r0C0 R
S
un i 2rms

2 udS, ~19!

p05~1/2! R
S
p•n* dS, ~20!

and

s rad5
p0

p i
, ~21!

wheren are the defined panel surface normal velocities~in-
put!, p are the solved for surface pressures~computed by
SYSNOISE!, S is the panel radiating surface area, andr0 and
C0 are the acoustic medium density and sound speed.

The same approach as was taken in the finite element
analyses is repeated here when computing the panel modal
radiation efficiencies, starting with the simple spatially ho-
mogeneous panel and adding in increments the nonhomoge-
neous complex features. These calculations are made using
the mode shapes from the configurations in Table IV. For
comparison purposes, calculations are made for Maidanik’s7

well-known result for baffled unloaded panels. Figure 10~a!
shows the good comparison between the BE calculated
~baffled! unloaded panel radiation efficiency and Maidanik’s
result, with the peak occurring at the critical frequency. Fig-
ures 10~b! and~c! compare the total nonhomogeneous panel
~111 lbs.! and the total panel with lumped masses~243 lbs.!.
The BEA modal results sets are used to develop approximate
curve fits for a subsequent analysis. The computed modal

FIG. 11. Equipment panel BEA com-
puted radiation efficiencies versus
curve fit from Eq.~40!: ~a! total panel
structure, ~b! total panel structure
1equipment mass,~c! total panel
structure1lumped masses.
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results appear to approximately follow a simple linear~on
the log–log scale! relationship. A regression analysis is per-
formed on the pertinent portions~up to radiation efficiency
values of approximately 1.0! of the data from Table IV con-
figurations 2 and 4. A simple equation~for the baffled com-
plex panel, loaded and unloaded! representing the curve fit
results for the radiation efficiency is

s rad50.47S ka

kp
D 2.24

, for ka,1.5kp ,

~22!
s rad51.0, for ka>1.5kp ,

whereka5acoustic wave number, andkp5~unloaded! panel
wave number.

The simple fit given in Eq.~22! will be used in subse-
quent SEA analyses. The Eq.~22! results are compared to the
computed modal values in Fig. 11. Note this result is for a
baffled panel and approximates the equipment panel use as
part of a ‘‘closed box’’ satellite structure. Additional results
have also been reported,27 evaluating the panel radiation ef-

ficiency in both baffled and unbaffled conditions. These re-
sults showed below the critical frequency the baffled com-
plex panel radiation efficiency~both the total panel structure
and lumped mass-loaded panels! increases approximately
proportional to the frequency where the unbaffled complex
panels increase approximately proportional to the frequency
squared. Also of note are the results that showed the removal
of the baffle for the complex panels results in much less of a
radiation efficiency reduction than for the uniform panel
~more than 6 dB at 30 Hz!.

D. Summary of FE ÕBE results

The results of the finite element analysis show the non-
homogeneous features of this type of complex loaded panel
have very significant effects on the built-up panel vibration
characteristics. These effects are not readily approximated at
all frequencies of concern with any of the SEA asymptotic
approaches. However, at high frequencies~above approxi-
mately 1000 Hz! for all the configurations evaluated, the

FIG. 12. Lumped mass loaded panel
SEA hybrid prediction: ~a! average
predicted versus average measured,
~b! average predicted versus individual
measurements.
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FEA computed one-third octave modal density approaches
the SEA value, which considers the stiffness of the panel
face sheets and core loaded with the balance of the mass as
limp ~nonstructural!. The results also show good agreement,
for both the uniform as well as nonhomogeneous panels,
between the actual mode count derived modal densities and
the modal densities derived via the spatial average conduc-
tance.

The results from the BE analysis have characterized the
baffled radiation efficiencies for the uniform and complex
panel designs. The complex panel results show an approxi-
mate linear on log–log slope up to approximately 1000 Hz
and a shift-up of the apparent critical frequency. The radia-
tion efficiency peaks at about the same frequency for both
the complex panels, even though the lumped mass-loaded
panel has more than twice the mass of the total panel struc-
ture. Below the critical frequency the baffled complex panel
radiation efficiency ~both the total panel structure and
lumped mass-loaded panels! increases approximately propor-
tional to the frequency.

The results presented clearly show that for complex
equipment-loaded panels traditional SEA methods must be
augmented with other methods such as FEA/BEA to properly
characterize the effects of nonhomogeneous features on vi-
bration and radiation characteristics.

E. Panel with lumped masses

The lumped mass-loaded panel SEA model and response
equations are developed in the same fashion as was done for
the equipment loaded panel, except now there are no reso-
nant attachments and all the attached mass is additional mass
associated with the built up panel, as listed in Table I. It is
assumed in this case that the stiffness/mounting preload ten-
sion of the lumped mass mounting fasteners are adequate to
prevent resonances associated with the masses from occur-
ring below 2000 Hz. Following analogous steps as for the
equipment-loaded panel, the lumped mass loaded panel re-
sponse is

^v2
2&5S h21

h221h21
D S n2

n1
D S V1

r0C0
2D S ^p1

2&
M2

D , ~23!

wheren1 is calculated in Eq.~2!: V1 , r0 , C0 are from Table
III, ^p1

2& are one-third octave experimental values shown in
Table II,h22 is the panel damping loss factor that is assumed
to be 0.025 up to 250 Hz, then 0.025(250/f )1/2 above 250
Hz, h215(r0C0A2 /vM2)s rad is the panel radiation loss fac-
tor, A2 is the panel area,M2 is now the total~lumped mass-!
loaded panel mass in Table I,s rad is now the new equipment
panel radiation efficiency approximation developed via FEA/
BEA, andn2 is now the total~lumped mass-! loaded panel
modal density developed via the FEA computed^G&.

FIG. 13. Modal coupling strength ver-
sus coupling and damping loss factors.

1468 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 S. C. Conlon and S. A. Hambric: Equipment panel vibroacoustic response



Figure 12 shows the SEA hybrid prediction along with
the measured data for comparison. Overall, the results com-
pare well. At higher frequencies the predicted average is
somewhat lower than the measured data. This discrepancy is
possibly due to biasing in the measured average~high! due to
the limited acceleration measurements made and their posi-
tioning with respect to the attached masses. Many of the
accelerometers may have been positioned locally away from
the masses, thus at high frequencies sensing the motion of a
‘‘locally unloaded’’ panel. Another contributor to the high-
frequency observation could be that the actual damping loss
factor is significantly lower at high frequencies than the one
utilized in the analysis. More data is required to fully resolve
this discrepancy at high frequencies.

F. Panel with complex equipment

The results from the parameter investigation are now
applied to the SEA model developed for the panel with mul-
tiple attached oscillators. As was done for the lumped mass-
loaded panel, the modifications to the SEA model consist of
incorporating the FEA/BEA results for the built-up panel
modal density/conductance and radiation efficiency. In addi-
tion to these modifications, the external input power is also
modified to account for the system internal couplings~panel
to oscillators!. Recent work2 has shown the importance of

addressing changes in the external input power due to inter-
nal couplings when dealing with equipment-loaded light-
weight panels. The modified to standard input power ratio is

pe

pe
0 5S 11

n3

n2
0 j2

3D S 11
M3

M2
0 j2

3D 21

, ~24!

where n2
0 and M2

0 are the modal density and mass of the
master structure in isolation,n5n2

01n3j2
3 is the effective

modal density12 of the master structurein situ due to cou-
pling to the adjunct structure,M5M2

01M3j2
3 is the effective

mass12 of the master structurein situ due to the coupling to
the adjunct structure, andj2

35E3 /n3 /E2 /n25e3 /e2

5h32/(h331h32) is the ratio of modal powers~or modal
energy ratios! defined as the modal coupling strength.

The modal coupling strength is plotted in Fig. 13 for a
typical range ofh32 and h33. The modal coupling strength
approaches unity as the coupling becomes very large relative
to the damping in the adjunct structure and approaches zero
as the coupling becomes very small relative to the adjunct
structure damping. Maidanik12 refers to Eq.~24! as ‘‘the
bridge between weak and strong coupling.’’ For similar
coupled structures, wheren3 /n2'M3 /M2 , the input power
ratio is independent of the modal coupling strengthj2

3 and
equal to unity~this is the assumption made in traditional

FIG. 14. Input power ratio modified/
standard versus coupling and damping
loss factors.
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SEA!. For a modally rich coupling, wheren3 /n2

.M3 /M2 , the input power ratio can be substantially more
than unity when the modal coupling strength approaches one.
Conversely when the coupling is mass rich, wheren3 /n2

,M3 /M2 , the input power ratio can take values substan-
tially less than unity. The modified to standard input power
ratio is plotted in Fig. 14 for modally rich coupling. These
results illustrate the need to address internal coupling when
estimating the external input power to strongly coupled dis-
similar structures.

Applying the formulations developed to address the sys-
tem internal couplings, the modified to standard input power
ratio is as given in Eq.~24!. Combining this with the expres-
sion for the standard input power9 ~plate power input from a
diffuse acoustic field! gives the modified input power,

p12
mod5S 2p2C0

2s rad̂ p1
2&n2

0

v2~M2
0/A2!

D S 11
n3

n2
0 j D S 11

M3

M2
0 j D 21

.

~25!

The complex equipment panel response ratio~modified/
standard! can be written as

E2
mod

E2
std 5

S h21
mod

h t1h21
modD S n2

n1
DE1

S h21

h t1h21
D S n2

0

n1
DE1

. ~26!

Equation~26! reduces to

E2
mod

E2
std 5

n2

n2
0

~M2
0h t1c!

~M2h t1c!
, ~27!

wheren2 andM2 are the effective panel modal density and
mass from Eq.~24!. The superscript0 indicates the panel in
isolation values, where the modal density is calculated via
the FEA computed̂G& ~configuration 2 from Table IV!. The
apparent panel dampingh t is as defined in Eq.~15! ~also
using the FEA computed̂G&) and c is a convenience pa-
rameter defined as

c5
r0C0A2s rad

v
. ~28!

Note that the modified and standard formulations are as-
sumed to have the same band-averaged panel radiation effi-
ciency s rad. For relatively small and large values ofc, the
panel response ratio in Eq.~27! reduces to

E2
mod

E2
std '

n2

n2
0

M2
0

M2
5

p12
mod

p12
std , for c!M2

0h t , M2h t

and

E2
mod

E2
std '

n2

n2
0 , for c@M2

0h t , M2h t .

Computation results show, for the parameters utilized in this
analysis, that the first limit holds for the entire frequency
range of interest. The modified panel response is now calcu-
lated as

^v2
2&mod5

E2
mod

M2
0 . ~29!

The loaded equipment panel-induced loss factor is as given
in Eq. ~15!. The effective system loss factor is given in Eq.
~10!, where the modified power input is used along with the
modified panel and oscillator energies.

The first condition run with the SEA hybrid~panel with
coupled oscillators! model utilizes 100% of the equipment
mass as resonant oscillator mass. Although unrealistic, this
represents an upper limit and is evaluated first. Figures 15
and 16 show the modal coupling strength, input power ratio,
and loss factors calculated for this configuration. Figure 15
shows that accounting for the internal couplings does signifi-
cantly modify the input power over much of the frequency
span of interest, particularly at the mid- to lower-frequencies,
where the modal density ration3 /n2 is highest. Figure 17
shows the individual portions of the SEA hybrid response
predictions. The low-frequency~up to 125 Hz! prediction is
based on applying the results from configuration 3 from
Table IV ~no equipment resonant! and the broadband results
for the panel with oscillators come from configuration 2 from
Table IV ~all equipment resonant!. Figure 18 combines the
two panel predictions for a composite prediction and also
shows the average oscillator response. The panel response is
higher than the measured data above 200 Hz.

Since all the equipment mass is certainly not resonant

FIG. 15. SEA hybrid predictions:~a! modal coupling strength and~b! input
power ratio.
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for the frequencies of interest, a scenario was evaluated
where 25% of the equipment mass was assumed to be reso-
nant. The final result for this case is shown in Fig. 19. The
SEA hybrid result in Fig. 19 shows an improved correlation
to the measured data, indicating the importance of the ratio
of resonant to nonresonant attachment mass in the panel re-
sponse. It should be noted that the portion of equipment mass
assumed not to be resonant is now included with the effec-
tive panel mass when calculating the oscillator to panel cou-
pling and panel response. The FEA computed total panel
structure~case 2 from Table IV! modal density is utilized.
The effects of the residual~nonresonant! part of the compo-
nents on this modal density is an area for further investiga-
tion. As with the lumped mass-loaded panel, there is some
discrepancy at the high frequencies. For the equipment-
loaded panel the limited measurements were all made di-
rectly under critical electronic components; thus at high fre-
quencies the residual mass of the component on the panel
could significantly reduce the measured acceleration relative
to a true spatial average. Therefore, as with the lumped mass-
loaded panel, more measured data could aid in sorting out
this apparent high-frequency discrepancy.

The SEA hybrid method predicted responses show good
comparison to the measured data trends for both the lumped
mass-loaded panel and the complex equipment-loaded panel.
Figure 20 summarizes the SEA hybrid predictions and com-
pares them to the measured data. The significant response

trends between the two panels match well with the measured
data. This has been accomplished by addressing explicitly
the panel vibration, radiation, and attachment coupling in the
analysis. Further experimentation will help to better charac-
terize the measured mean levels and evaluate other critical
parameters required to improve the models/predictions.

IV. CONCLUSIONS AND RECOMMENDATIONS FOR
FUTURE WORK

The current design trends for communications satellites
are toward higher power and physically larger structures.
This results in more payload in the form of complex elec-
tronics mounted on large lightweight panels. These larger
panels become more susceptible to acoustically induced high
vibration responses during launch. Performing vibroacoustic
analyses on these systems to evaluate and ensure design in-
tegrity during development is a necessity and the need to
include the equipment explicitly in the analysis becomes
more important. Typical industry standard methods utilize
broad empirical generalizations for the equipment panel
properties for incorporation into the SEA analysis and thus
cannot discriminate between various types of attachment
loading. Measurements for panels loaded with lumped
masses~that have no modes! attached have been shown to be
drastically different than those for the same panel loaded
with complex equipment~that have many modes! attached.
In this study we explicitly address the attachments and char-

FIG. 16. SEA hybrid predictions loss factors:~a! oscillator coupling and
damping loss factors,~b! a comparison of system, panel, oscillator, panel
apparent, and panel-induced loss factors.

FIG. 17. SEA hybrid response predictions:~a! high frequency;~b! low fre-
quency.
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acterize how their properties affect the panel responses. An
improved understanding of the vibration response mecha-
nisms of lightweight complex equipment-loaded panels has
been developed through the results of this study.

A SEA model for panels with multiple attachments was
developed establishing the framework for further SEA hybrid
model improvements. This SEA model also illustrated the
significant effects of coupled or attached subsystems in terms
of induced panel system damping. FEA and BEA methods
were used to derive procedures for determining realistic pa-
rameters to input to the SEA hybrid models. Specifically,
conductance/modal density and radiation efficiency for non-
homogeneous panel structures with and without mass load-
ing were computed. The validity of using the spatially aver-
aged conductance of panels with irregular features for
deriving the structure modal density was also demonstrated.
Maidanik’s method of modifying the traditional SEA input
power was implemented that illustrates the importance of
accounting for system internal couplings when calculating
the external input power. The modified input power/
sensitivity analysis results showed the response prediction to
be most sensitive to the dynamic mass ratioMequipment/Mpanel

and the attachment internal loss factor. The final response
prediction results using the SEA hybrid models developed
here show good agreement with the measured data trends.

In this study we have identified several key areas requir-
ing further investigation. More rigorous measurements, from

controlled experiments, of the loaded panel vibrations are
required to evaluate/reduce any potential spatial bias errors
in the averaged data. This is of special importance at the
higher frequencies~above approximately 500 Hz for the
panel considered here!. This should also be done for panels
with different attachment loadings~equipment spatial distri-
bution and total mass! for analysis correlation and the estab-
lishment of empirical loading/response trends. Further ex-
perimental and analytical investigation is required to
characterize the very critical dynamic mass ratio
Mequipment/Mpanel as well as the modal density ratio
nequipment/npanel. The initial decay rate methods used by
Lalor28 and Wu and Agren29 may be useful for experimen-
tally determining the equivalent or effective masses. Direct
experimental determination of the in isolation damping loss
factors for the panel and attachments as well as thein situ
induced damping of the panel when coupled to the attach-
ments would help to further validate the predictive approach
derived here and are measurements that could be readily per-
formed using the power injection method, as demonstrated
by Bies and Hamid.30 These loss factors would provide not
only the separate subsystem loss characteristics but also the
induced losses could be used to derive/infer the coupling loss
characteristics of the attachments to the panel. Additional
investigation/validation should be performed on the modified
input power theory implemented in the analysis. A determin-
istic analysis or experiment utilizing much simpler attach-

FIG. 18. SEA hybrid predictions versus measurements:~a! panel composite
prediction, case 2 from Table IV with all equipment resonant at high fre-
quencies;~b! attachment prediction.

FIG. 19. SEA hybrid final composite prediction:~a! panel composite pre-
diction, case 2 from Table IV with 25% equipment resonant at high frequen-
cies, and~b! attachment prediction.
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ments could help to validate the modified input power imple-
mentation. Drive point mobility measurements made on
uniform and complex built-up panels would be useful for
verifying the modal density results developed in this work.
Not only are the built-up structure nonhomogeneous features
of concern, the effects of which have been reported in the
literature inconsistently, but, in addition, the effects of the
honeycomb core cell structure reducing the anticipated mea-
sured modal density trends at high frequencies as touched
upon by Clarkson and Ranky31 and more recently by Renji.32

Additional investigation should be performed with re-
spect to the oscillator model used for representing the reso-
nant equipment. This model is of the simplest form and a
more detailed evaluation may yield a more accurate way to
describe the resonant attachments. One potential method for
addressing the attachments may be as an empirically based
‘‘fuzzy’’ impedance term to add to the built-up panel system.
Future planned experimentation will show whether this type
of approach would be feasible.

Finally, one topic that has not been addressed in this
work but nonetheless is of great interest and warrants signifi-
cant future work is predicting the variability or confidence
limits about the SEA predicted average responses. A study on
the hardware evaluated in this investigation is currently
underway33 and is focusing on two important aspects of the
response variability. Experimentally the ensemble complex
panel response variability is being investigated as well as a

computational evaluation of the band-averaged panel input
power variability.
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Active boundary surfaces intended to control reverberation or other characteristics of enclosed
sound fields have often been investigated using plane wave tubes. This paper presents an analysis
of actively terminated semi-infinite and finite-length plane wave tubes to provide needed
clarification of the effects of these surfaces. By considering relationships between complex
pressure-amplitude reflection coefficients and acoustic energy quantities, the investigation reveals
that increases in reflection coefficient moduli at terminations do not always produce corresponding
increases in total energy or energy flux in adjacent fields. These relationships are shown to depend
upon physical properties of the acoustic spaces, sources, and source positions. The investigation also
demonstrates how the impact of reflection coefficients with moduli exceeding unity may be easily
misinterpreted. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1550924#

PACS numbers: 43.50.Ki, 43.20.Tb, 43.20.Mv@MRS#

I. INTRODUCTION

The concept of utilizing active devices~e.g., electroa-
coustic transducers driven by electronic controllers! as
acoustically responsive elements of enclosure boundaries has
been investigated by many authors.1–14 In contrast to ele-
ments of artificial reverberation systems, which attempt to
recreate or synthesize desired acoustical signatures in rooms,
these elements are intended to directly alter acoustical prop-
erties of enclosure boundaries or interact with primary sound
sources to control specific sound field quantities.

Individual active boundary elements have frequently
been evaluated as terminations to plane wave tubes.3,5–9,11,14

Unfortunately, certain physical characteristics of these sys-
tems have been overlooked and capabilities of active bound-
ary surfaces have consequently been misconstrued. In par-
ticular, complex pressure-amplitude reflection coefficients
produced by active terminations and their relationships to
acoustic energy quantities have been misunderstood, and im-
plications of reflection coefficients with moduli exceeding
unity (uRu.1) have largely been left to supposition. Because
their characteristics are germane to extended enclosures with
active boundary surfaces and fully three-dimensional fields,
a concrete exploration of basic plane wave systems is impor-
tant as a basis for further investigation.

One interpretation ofuRu.1, from an exploration of ac-
tive boundary elements, indicates that it connotes an increase
in intensity in the adjacent field.5 Another interpretation,
from a study involving adaptive control of acoustic imped-
ance, indicates that it connotes a supply of energy to the
field.8 ~This notion agrees in part with the thinking of Morse
and Ingard, who inauspiciously suggest that an active bound-
ary surface ‘‘feeds’’ energy into an adjacent medium contain-
ing sources, independent of its reflection coefficient.15! A

third interpretation, from a study of active surfaces intended
for use in reverberant rooms, suggests that it connotes a
super-reflection that increases reverberation in the field.11 On
the surface these interpretations may appear unobjectionable.
However, further analysis reveals that they either inad-
equately or inaccurately characterize this attribute of active
boundary surfaces—in both the plane wave tube arrange-
ments used by their authors and in more general applications.
They may have been based upon extrapolations from prop-
erties of passive materials, a hypothetical condition of con-
stant incident pressure, or other preconceptions.

The problem of establishing effects of active boundary
surfaces involves three interrelated facets. First, motion of an
active boundary in the presence of impinging sound waves
can produce a wide range of reflection coefficients, far
greater than that of passive materials. Second, if another
source exists in an adjacent finite space, vibration of an ac-
tive boundary surface causes interactions with this source
and consequently affects the field in a way that influences
acoustic pressure incident upon itself—and its own reflection
coefficient. Third, active boundary surfaces have acoustic
impedances and reflection coefficients that are functions not
only of their own vibrations, but vibrations of other sources
within the adjacent space. Because these characteristics are
not generally considered in the evaluation of common pas-
sive boundary materials, they are easily overlooked or mis-
understood. Clearly, active boundary surfaces cannot be
judged in the same context as passive boundary surfaces—
particularly when their reflection coefficient moduli exceed
unity.

To explore these matters further, this paper presents an
analysis of two actively terminated plane wave tubes: a semi-
infinite tube and a finite-length tube. Each incorporates a
uniformly vibrating cross-sectional piston as an active
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boundary surface. Various sound field quantities are derived
and relationships between their reflection coefficients and
certain energy-related acoustic quantities are carefully exam-
ined. A few previously investigated aspects of the systems
are briefly summarized in the analysis because of their per-
tinence.

II. ACTIVE PISTON TERMINATING A SEMI-INFINITE
PLANE WAVE TUBE

Figure 1 depicts a lossless semi-infinite plane wave tube
of cross-sectional areaS terminated by an active uniformly
vibrating piston. The piston vibrates freely but snugly with
velocity up(t)5Re$ûp exp(j vt)%ex inside the end of the
tube.16 This arrangement yields a convenient condition of
constant incident pressure on the piston while precluding the
need to address acoustic interaction with a primary source.
The piston oscillates at the same angular frequency (v
52p f ) as the plane wave incident from the left, which is
lower than the cutoff frequency of the first tube cross mode.
The characteristic fluid impedance in the tube isr0c, where
r0 is the ambient fluid density andc is the speed of sound.

The specific acoustic impedance and pressure–
amplitude reflection coefficient posed to the sound field by
the vibrating piston may be represented as

ZS5
p̂B

ûp

2r0c ~1!

and

R512r0c
ûp

p̂i

, ~2!

wherep̂B52p̂i is the blocked surface pressure on the piston
face. The piston velocity accordingly controls both the im-
pedance and the degree of sound reflection, easily producing
values ofuRu.1.

Active acoustic intensityI in the tube may be expressed
in terms of incident and reflected intensities or equivalently
in terms of the incident intensity and the reflection
coefficient:17

I 5I i2I r5I i~12uRu2!. ~3!

Total time-averaged energy densityw, with potential and ki-
netic energy density components, may likewise be expressed
using the reflection coefficient:

w5wp1wk5
u p̂i u2

2r0c2
~11uRu2!5

I i

c
~11uRu2!. ~4!

The intensity, the related sound power, and the energy den-
sity are all independent of distance from the piston.

III. ACTIVE PISTON TERMINATING A FINITE-LENGTH
PLANE WAVE TUBE

A lossless finite-length tube with uniformly vibrating
pistons at either end extends the analysis of the active bound-
ary surface to include its interaction with another source and
a completely enclosed sound field. Although this model has
been used elsewhere for analytical studies,18–23 it is used
here with a different emphasis. Figure 2 depicts the system,
which involves a tube of lengthL and cross-sectional areaS.
The termination is controlled to respond in various ways to
the primary source. If the velocities of the two pistons are
known, several interesting aspects of the system may be con-
sidered, including basic acoustic quantities and sound field
control.

A. Basic acoustic quantities

If pistons 1 ~left! and 2 ~right! vibrate with velocities
u1(t)5Re$û1 exp(j vt)%ex and u2(t)52Re$û2

3exp(j vt)%ex , respectively,24 the boundary conditions yield
the following relationships for acoustic pressure and particle
velocity:

p̂~x!52 j r0cû1Fsin kx1S cot kL1
û2

û1

csckLD coskxG ,

~5!

û~x!5û1Fcoskx2S cot kL1
û2

û1

csckLD sin kxGex ~6!

or

p̂~x!5
2 j r0c

2 sin kL
@~ û1ejkL1û2!e2 jkx1~ û1e2 jkL1û2!ejkx#,

~7!

û~x!5
2 j

2 sin kL
@~ û1ejkL1û2!e2 jkx

2~ û1e2 jkL1û2!ejkx#ex , ~8!

FIG. 1. Active vibrating piston terminating a semi-infinite plane wave tube.
Constant incident pressure plane waves impinge upon the piston from a
hypothetical source located at infinite distance to the left.

FIG. 2. Finite-length plane wave tube with active vibrating pistons at either
end. The system behaves as an impedance tube driven by a primary source
~piston 1! and terminated by an active boundary surface~piston 2!.
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where k5v/c is the acoustic wave number. These results
may be used to show that the specific acoustic impedance
posed to the field by the active termination~piston 2! de-
pends not only upon its own velocity, but upon the velocity
of the primary source~piston 1!:

ZS,25 j r0cS cot kL1
û1

û2

csckLD ~9!

~compare Ref. 22!.
The reflection coefficient atx5L may be obtained in a

straightforward manner from this impedance or by using Eq.
~7! with the relationshipR5 p̂r / p̂i :

Rux5L5
û11û2ejkL

û11û2e2 jkL
. ~10!

BecauseR also depends upon bothû1 and û2 , one may
modify its value to achieve a desired degree of reflection or
absorption at the termination by adjustingeither piston ve-
locity. For example, if total absorption (R501 j 0) is re-
quired, the velocity condition is simply û252û1

3exp(2 jkL).20,21 If R is constrained in this fashion, the
condition eliminates steady-state pressure reflected from the
termination. Steady-state pressureincidentupon the termina-
tion is eliminated if the velocities satisfy the conditionû2

52û1 exp(jkL).
Equations~5!–~8! also lead to a relationship for inten-

sity. The components incident upon and reflected from the
active termination are

I i5
r0c

8 sin2 kL
uû11û2e2 jkLu2, ~11!

I r5
r0c

8 sin2 kL
uû11û2ejkLu2 ~12!

which satisfy the relationshipI r /I i5uRux5L
2 . The total inten-

sity is

I 5I i2I r5
r0c

2 sin kL
uû1u2 ImH û2

û1
J

5
r0c

2 sin kL
~u1,Iu2,R2u1,Ru2,I !, ~13!

where the subscriptsR andI denote real and imaginary com-
ponents, respectively. Notably, each of these intensity ex-
pressions depends upon both piston velocities and is inde-
pendent of positionx. However, total intensity is nonzero
only if both piston velocities are nonzero and the velocity
ratio û2 /û1 has an imaginary component. The corresponding
sound power quantities, related by the tube cross-sectional
areaS, behave similarly.

Energy density in the tube is given by the expression

w5wp1wk

5
u p̂~x!u2

4r0c2
1

r0uû~x!u2

4

5
r0

4 sin2 kL
@ uû1u21uû2u212~u1,Ru2,R

1u1,Iu2,I !coskL#. ~14!

Because of its spatial uniformity, total acoustic energy in the
tube is simply

E5Ep1Ek5
r0SL

4 sin2 kL
@ uû1u21uû2u2

12~u1,Ru2,R1u1,Iu2,I !coskL#. ~15!

Another quantity of special interest is the potential energy
component of total energy

Ep5SE
0

L u p̂~x!u2

4r0c2
dx

5
r0SL

8 sin2 kL
F ~ uû1u21uû2u2!

3S coskL
sin kL

kL
11D12~u1,Ru2,R1u1,Iu2,I !

3S coskL1
sin kL

kL D G . ~16!

B. Sound field control

Because active boundary surfaces may be used to con-
trol specific sound field quantities,21,25 a few pertinent ex-
amples are discussed here as a basis for later discussion of
how these control schemes relate to termination reflection
coefficients. To minimize total pressure at a positionx in the
tube, the required relationship betweenû1 and û2 may be
determined by settingp̂(x)50 in Eq. ~5!:

û252û1~ tan kx sin kL1coskL!. ~17!

At very low frequencies, this relationship produces substan-
tial pressure reduction throughout the entire tube, but at
higher frequencies it can lead to pressure increases at other
positions. A more useful objective might then be to achieve
consistentglobal control of the field. A common approach to
this problem for enclosed fields involves the minimization of
total potential energyEp .21 Another advantageous approach
is to minimize total energy densityw at discrete
positions.26,27

Given a fixed velocityû1 , the total potential energy in
the enclosure is minimized by the termination piston velocity

û252û1S coskL1sin kL/kL

coskLsin kL/kL11
D ~18!

~compare Ref. 20!. The velocity required to minimize total
energy density at any point within the enclosure is
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û252û1 coskL ~19!

which is the same as that required to control total energyE
within the tube.20,21 The solutions to controlEp andw con-
verge whenkL→np, wheren is a non-negative integer, and
more generally whenkL@p. Several other energy control
schemes could also be investigated using the model.14

IV. ENERGY-RELATED EFFECTS OF REFLECTION
COEFFICIENTS PRODUCED BY ACTIVE
TERMINATIONS

Having considered several fundamental characteristics
of active terminations and adjacent plane wave tube sound
fields, the discussion now turns to the central focus of the
paper: the significance of reflection coefficients generated by
these active surfaces. The preceding sections have demon-
strated that reflection coefficient moduli of active boundary
surfaces can easily exceed unity~i.e., uRu.1), the common
upper bound for passive materials. On the other hand, they
can easily replicate moduli of passive materials~i.e., 0
<uRu<1). This section interprets this wide range of reflec-
tion coefficients and its relationships to acoustic energy
quantities in adjacent fields. It also reviews the past interpre-
tations of uRu.1, demonstrating how their seemingly intui-
tive descriptions can be misleading.

A. Semi-infinite tube

When a piston terminating a semi-infinite tube~Fig. 1! is
controlled to produce a reflection coefficient modulus of
uRu50, it produces no reflected intensity. From Eq.~3!, it is
clear that the total intensity becomesI 5I i and from Eq.~4!,
the energy density becomesw5I i /c. In contrast, when the
piston is controlled to produce a reflection coefficient modu-
lus of uRu51, the reflected intensity magnitude equals the
incident intensity magnitude (I r5I i), so from Eq.~3! the
total intensity vanishes. From Eq.~4!, the total energy den-
sity becomes double that present under the prior condition,
i.e.,w52I i /c. Thus, in comparison to an anechoic condition
(R501 j 0), the imposition of a rigid termination (R51
1 j 0) increases energy in the field. Yet it simultaneously
eliminates total sound-energy flux. This simple example
demonstrates an important point: when one discusses bound-
ary surfaces and their energy-related effects in an adjacent
space, one must explicitly state both the specific energy
quantity being considered and a comparative boundary con-
dition. Because the two extreme passive conditions men-
tioned here provide useful benchmarks to compare active
boundary surfaces, energyratios that involve them are quite
useful. Specifically, ratios of total intensity, reflected inten-
sity, and total energy density~with arbitraryR) to the respec-
tive quantities determined under anechoic or rigid termina-
tion conditions merit consideration.

The useful intensity ratios for the semi-infinite tube are
total intensity to that present under the anechoic condition
and reflected intensity to that present under the rigid condi-
tion

I

I an

512uRu2, ~20!

I r

I r ,rg

5uRu2. ~21!

The ratios involving total energy density are

w

wan

511uRu2, ~22!

w

wrg

5
1

2
~11uRu2!. ~23!

A number of conclusions may be drawn from these simple
expressions and the related expressions of Sec. II. First,
when 0,uRu,1, total intensity remains positive. Sound-
energy flux is directed toward the termination so that the
piston absorbs at least a portion of the incident energy. En-
ergy density in the field is greater than in the purely anechoic
case, but less than in the purely rigid case. WhenuRu.1, the
reflected intensity magnitude exceeds the fixed incident in-
tensity magnitude and therefore the reflected intensity mag-
nitude encountered under the rigid boundary condition. Total
intensity becomes negative so sound-energy flux is directed
away from the piston into the adjacent space. Both the vector
magnitude of the total intensity and the energy density be-
come greater than in either the anechoic or rigid case, grow-
ing in proportion touRu2. The active boundary withuRu.1
thereforeincreasesboth energy flow back to the field and
total energy per unit tube length.

The past interpretations foruRu.1 mentioned in the in-
troduction coincide well with this model and follow trends of
passive materials. The first interpretation suggests that large
reflection coefficient moduli create an increase in intensity.
Its authors specifically indicate thatuRu.1.5 provides ‘‘more
than@a# doubling@of# acoustic intensity.’’5 Significantly, this
assertion appears plausible only if the indicated intensity re-
fers to reflected intensity relative to that present under a rigid
boundary condition@see Eq.~21!# or relative to incident in-
tensity~from I r /I i5uRux5L

2 ). The second and third interpre-
tations are also plausible. Nevertheless, the following section
reveals deficiencies of the interpretations under more general
conditions.

B. Finite-length plane wave tube

Energy-related quantities and ratios for the two-piston
plane wave tube model~Fig. 2! may also be expressed in
terms of the active termination reflection coefficient. How-
ever, a few general characteristics of the reflection coefficient
modulus uRux5L should first be considered.28 As shown in
Eq. ~10!, the complex reflection coefficient is a function of
both the primary and secondary piston velocities. Its modu-
lus may be expressed in terms of the complex velocity ratio
û2 /û1 :

uRux5L5S 11~ û2* /û1* !e2 jkL1~ û2 /û1!ejkL1uû2 /û1u2

11~ û2* /û1* !ejkL1~ û2 /û1!e2 jkL1uû2 /û1u2D
1/2

.

~24!

From this relationship, it can be demonstrated thatû2 /û1

must have an imaginary component as a necessary condition
for uRux5LÞ1. This result is reminiscent of the condition for
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nonzero active intensity discussed in Sec. III A. Interestingly,
as demonstrated in Sec. III B, there are many control condi-
tions that simply do not satisfy this requirement. For ex-
ample, whether one controls acoustic pressure at a point,
energy density, total energy, or total potential energy, the

resulting reflection coefficient modulus remains the same:
uRux5L51.

Total intensity in the tube, expressed in terms of the
termination reflection coefficient, is obtained from Eqs.~10!
and ~13!:

I 5
r0c

2
uû1u2H 12uRux5L

2

uRux5L
2 1122@~RRux5L!cos 2kL1~RI ux5L!sin 2kL#

J . ~25!

As with the semi-infinite tube, the useful intensity ratios are
total intensity to that present under the anechoic condition
and reflected intensity to that present under the rigid condi-
tion:

I

I an

5
12uRux5L

2

uRux5L
2 1122@~RRux5L!cos 2kL1~RI ux5L!sin 2kL#

,

~26!

I r

I r ,rg

5
4uRux5L

2 sin2 kL

uRux5L
2 1122@~RRux5L!cos 2kL1~RI ux5L!sin 2kL#

.

~27!

These expressions demonstrate that in the limit of large
Rux5L , i.e., uRux5L@1, the ratioI /I an→21 while the ratio
I r /I r ,rg→4 sin2 kL. These results are important departures
from the analogous results for the semi-infinite plane wave
tube. Total intensity magnitude approaches that encountered
under theanechoicboundary condition, but its sense is re-
versed~i.e., sound-energy flux is directed away from the ter-
mination and toward the enclosure and primary piston!. Re-

flected intensity differs by a frequency-dependent factor
4 sin2 kL when compared to that present under the rigid
boundary condition.

Figure 3 shows a surface plot ofI /I an as a function of
RRux5L and RI ux5L for the frequencyf 59c/16L. The rise
between consecutive contour lines represents a ratio incre-
ment of 0.1. As the plot indicates, the ratio diverges both
positively and negatively on either side of a single point on
the complexRux5L plane. At several other points, including
those for whichuRux5L@1, it approaches a value of21, as
evidenced by the superposed mesh representing theI /I an

521 plane.~The divergences are truncated in the figure to
focus attention on the behavior of the ratio near this plane.!
Figure 4 provides additional insight through a closer over-
head view of the contours. The heavy dashed circle indicates
the values for whichuRux5L51. Notably, the eccentric con-
tour rings become progressively smaller and closer together
in the divergent regions with centers gradually approaching a

FIG. 3. Surface plot showing the ratio of total intensity in the two-piston
plane wave tube to that present under an anechoic termination condition.
The ratio is plotted as a function of the real and imaginary parts of the
termination reflection coefficient,RRux5L and RI ux5L , for the frequencyf
59c/16L. Contour lines are shown at increments of 0.1. The superposed
mesh represents theI /I an521 plane.

FIG. 4. Contour plot showing the ratio of total intensity in the two-piston
plane wave tube to that present under an anechoic termination condition.
The ratio is plotted as a function of the real and imaginary parts of the
termination reflection coefficient,RRux5L andRI ux5L , for f 59c/16L. Con-
tour lines are shown at increments of 0.1 with truncation atI /I an51 and23
~see Fig. 3!. The heavy dashed circle delineatesuRux5L51.
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single point on this unit circle. Rings accumulating inside the
circle correspond to the positive divergence, whereas those
accumulating outside the circle correspond to the negative
divergence. The series of rings are truncated atI /I an51 and
I /I an523, respectively, corresponding to the surface plot
truncations of Fig. 3. Otherwise, they would become pro-
gressively smaller and closer together until they converged to
the point Rux5L5A2/21 jA2/2. This point and the diver-
gence pair rotate counterclockwise around the unit circle
with increasing frequency.

Further inspection of these figures and Eqs.~25! and
~26! reveals that as long asuRux5L,1, any value ofRux5L

yields a value ofI /I an.0; net sound-energy flux is directed
toward the termination for all values ofkL so that the vibrat-
ing piston consistently absorbs at least a portion of the
steady-state incident intensity. Interestingly, ifRux5L is held
constant in this range, the frequency-averaged total intensity
~averaged over integer multiples ofkL/p or over an intermi-
nably wide bandwidth! remains identical to that encountered
under the anechoic boundary condition. In contrast, if

uRux5L.1, total sound-energy flux is consistently directed
away from the termination, toward the enclosed sound field
and the primary piston. IfRux5L is held constant in this
range, the frequency-averaged total intensity is equal in mag-
nitude, but opposite in direction to that present under the
anechoic boundary condition.

As uRux5L→1, the total intensity ratio in Eq.~26! con-
verges to zero for mostkL, but periodically diverges with
dependence upon complexRux5L . WhenRux5L is held con-
stant with a modulus of unity, the frequency-averaged inten-
sity ratio tends to zero. The behavior of the reflected inten-
sity ratio in Eq.~27! also depends upon complexRux5L as
uRux5L→1. If the coefficient contains an imaginary compo-
nent, the ratio diverges periodically overkL. However, if the
coefficient is purely real, it coincides with a rigid surface
which must produce a ratio of unity.

An examination of total acoustic energy within the en-
closure reveals further differences between the two-piston
and semi-infinite plane wave tube models. Equations~10!
and ~15! yield the following relationship for total energy:

E5
r0SL

2
uû1u2H uRux5L

2 11

uRux5L
2 1122@~RRux5L!cos 2kL1~RI ux5L!sin 2kL#

J . ~28!

The ratios of total energy with arbitraryRux5L to the total
energies present under anechoic and rigid boundary condi-
tions are then

E

Ean

5
uRux5L

2 11

uRux5L
2 1122@~RRux5L!cos 2kL1~RI ux5L!sin 2kL#

,

~29!

E

Erg

5
2 sin2 kL~ uRux5L

2 11!

uRux5L
2 1122@~RRux5L!cos 2kL1~RI ux5L!sin 2kL#

.

~30!

In the limit of largeRux5L , i.e., for uRux5L@1, the ratio
in Eq. ~29! tends to unity. Thus, the total acoustic energy in
the enclosure approaches that present under the anechoic
boundary condition; there is no significant increase. One ex-
ample of such behavior is mentioned in Sec. III A, wherein
the termination is controlled to eliminate steady-state pres-
sure incident upon it. Under this condition, the reflection
coefficient modulus at the termination tends to infinity for all
values ofkL, except askL→np. The termination velocity is
adjusted relative to the primary source velocity in a manner
that effectively causes the primary source to behave as an
anechoic absorber. The total energy is therefore equal to that
of the complementary condition in which the termination
acts as the anechoic absorber. In addition, it is clear from Eq.
~29! that for uRux5L!1, total energy in the enclosure consis-
tently approaches that present under the anechoic condition.
Hence, large relative changes~either increases or decreases!
in total enclosed energy occur only when the termination
reflection coefficient modulus roughly approaches unity.

Some of the control examples discussed in Sec. III B are
representative of this behavior for energy decreases.

Enclosed energy characteristics are further clarified in
Fig. 5. A surface plot of the energy ratioE/Ean is shown for

FIG. 5. Surface plot showing the ratio of total energy in the two-piston
plane wave tube to that present under an anechoic termination condition.
The ratio is plotted as a function of the real and imaginary parts of the
termination reflection coefficient,RRux5L andRI ux5L , for f 59c/16L. Con-
tour lines are shown at increments of 0.1. The superposed mesh represents
the E/Ean51 plane.
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the frequencyf 59c/16L with a superposed mesh represent-
ing theE/Ean51 plane. The rise between consecutive con-
tour lines again represents a ratio increment of 0.1. The plot
shows that the ratio diverges around one point on the com-
plex Rux5L plane and converges to a minimum value of 0.5
at another. At several other points, including those for which
uRux5L@1, it approaches a value of 1. Figure 6 provides
additional insight through a closer overhead view of the con-
tours. The eccentric rings accumulating in the divergent re-
gion of the upper-right quadrant are truncated atE/Ean53 to
correspond to the surface plot truncation of Fig. 5. Other-
wise, they would become progressively smaller and closer
together until they converged to a single point encircled by
the small ring on the unit circle:Rux5L5A2/21 jA2/2. The
eccentric rings accumulating less conspicuously in the lower-
left quadrant correspond to the ratio minimum of 0.5. The
inner-most contour ring shown for the region has a value of
E/Ean50.6. With finer contour increments, additional rings
would become apparent that converge to the minimum point
indicated by the black dot on the unit circle:Rux5L5
2A2/22 jA2/2. Accordingly, both the point of divergence
and the ratio minimum fall on theuRux5L51 circle, 180
degrees from each other. This pair rotates counterclockwise
around the circle with increasing frequency.

It is important to recognize that under some conditions,
reflection coefficients with moduli less than unity, i.e.,
uRux5L,1, can relatively increase total energy in the en-
closed field. Purely real reflection coefficients in the range
0,RRux5L,1 increase energy relative to that encountered
under the anechoic boundary condition but not relative to

that encountered under the rigid boundary condition. How-
ever, purely imaginary or complex reflection coefficients,
even with very small imaginary components in the range 0
,RI ux5L,1, can produce significant increases to total en-
ergy in comparison to that encountered undereither bench-
mark condition. As these imaginary components become
larger within this range, the increases may become particu-
larly dramatic, even when averaged over frequency.

With these developments in mind, it is instructive to
revisit the past interpretations foruRu.1 mentioned in the
introduction—each coming from studies involving physical
arrangements similar to the two-piston plane wave tube
model.29 It is clear from the present results that such large
reflection coefficient moduli donot necessarily connote~1!
an increase in an intensity quantity or~2! an addition of
energy to the field in comparison to that encountered under
anechoic or rigid benchmark conditions. While it is true that
sound-energy flux is directed toward the adjacent field for
uRu.1, energy is not supplied to the field in the sense that it
necessarilyaugments or maintainsthe field energy relative to
a benchmark condition. In essence, direction of flux is extra-
neous to the total enclosed energy. In some cases, values of
uRu.1 relativelydiminish total enclosed energy, whereas in
other cases, values ofuRu,1 relatively increase total en-
closed energy. Furthermore, neither sound-energy flux nor
total enclosed energy is generally proportional touRu or uRu2.
In fact, the analysis indicates that the most dramatic swings
in these quantities occur asuRu→1. Thus, the concept of
uRu.1 connoting a supply of energy to the adjacent field
loses relevance. The interpretation thatuRu.1 connotes a
super-reflection that increases reverberation within the adja-
cent sound field does not generally hold if the term ‘‘super-
reflection’’ describes reflected intensity magnitude exceeding
that reflected from a rigid termination. However, if it de-
scribes reflected intensity magnitude exceeding incident in-
tensity magnitude, the discussion in Sec. III A suggests that
the concept does hold. Nevertheless, the total steady-state
energy in the enclosure, which involves reflected energy, cer-
tainly doesnot always increase for values ofuRu.1.

V. CONCLUSIONS

This work has demonstrated that reflection coefficients
of active boundary surfaces and their effects on adjacent one-
dimensional sound fields may be misinterpreted when impor-
tant physical properties of the systems are overlooked. In the
past, conclusions about these surfaces have coincided osten-
sibly with constant incident pressure models and behaviors
of passive materials. This analysis has demonstrated several
distinctions that broaden understanding of the surfaces and
their potentially large reflection coefficients~i.e., uRu.1).

Investigation of a finite-length plane wave tube with a
primary piston source and an active piston termination has
produced several important results that clarify relationships
between reflection coefficients and pertinent time-averaged
energy quantities. First, for the active termination to create a
value ofuRu greater or less than unity, or to allow a net flow
of sound energy, its velocity must have an imaginary com-
ponent relative to that of the primary source. Second, to un-
derstand the impact of reflection coefficients upon energy

FIG. 6. Contour plot showing the ratio of total energy in the two-piston
plane wave tube to that present under an anechoic termination condition.
The ratio is plotted as a function of the real and imaginary parts of the
termination reflection coefficient,RRux5L andRI ux5L , for f 59c/16L. Con-
tour lines are shown at increments of 0.1 with truncation atE/Ean53 ~see
Fig. 5!. The heavy dashed circle delineatesuRux5L51. The small ring on the
unit circle marks the point of maximum divergence, whereas the small black
dot marks the point of the ratio minimum (E/Ean50.5).
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flux or total enclosed energy in the tube, one must not only
know the reflection coefficient modulus at the termination,
but its real and imaginary components. Third, increases in
reflection coefficient moduli at the terminationdo notneces-
sarily indicate corresponding increases in sound-energy flux
back toward the enclosed space or total enclosed energy.
Fourth, energy-related effects of reflection coefficient moduli
at the termination are frequency-dependent functions of the
adjacent space and vibration of the primary source. Fifth,
while reflection coefficient moduli exceeding unity may not
produceabsorptionof energy at the termination, they can
relatively reducethe vector magnitude of total intensity and
total energy within the enclosed space. Sixth, very large re-
flection coefficients~i.e., uRu@1), produce both a vector
magnitude of total intensity and total enclosed energy ap-
proaching those present under an anechoic boundary condi-
tion ~i.e., uRu50). Seventh, large relative changes~either
increases or decreases! in total intensity and total enclosed
energy occur only as active termination reflection coefficient
moduli roughly approach unity.

From these findings one may conclude that sound-
energy-related effects of active boundary surfaces are
frequency-dependent functions of the spaces they bound and
the acoustic field generated by one or more additional
sources operating within the same spaces. One may not gen-
erally conclude that active boundary surfaces operating with
given reflection coefficient moduli in one space or with cer-
tain interacting sources necessarily produce the same energy-
related effects in another space or with dissimilar interacting
sources or source positions. Because active boundary sur-
faces are secondary sources that interact with other sources,
relationships between their reflection coefficient moduli and
energy-related effects in adjacent fields are not necessarily
straightforward. Further analysis is required to develop addi-
tional relationships and more extensive understanding for
three-dimensional systems.
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In this paper, a new control system in which the acoustic impedance of an electro-acoustic
transducer diaphragm can be actively varied by modifying design parameters is presented and its
effectiveness is theoretically investigated. The proposed control system is based on a state-space
description of the control system derived from an electrical equivalent circuit of an electro-acoustic
transducer to which a differentiating circuit is connected, and is designed using modern control
theory. The optimal quadratic regulator is used in the control system design, with its quadratic
performance index formulated for producing desired acoustic impedance. Computer simulations
indicate that the acoustic impedance of the diaphragm can be significantly varied over a wide
frequency range that includes the range below the resonance frequency of the electro-acoustic
transducer. A computer model of the proposed control system is used to illustrate its application to
semi-active noise control in a duct. It is demonstrated that the proposed control system provides
substantial reductions in the noise radiating from the outlet of the duct, both in the stiffness control
range and in the mass control range. ©2003 Acoustical Society of America.
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I. INTRODUCTION

In general, it is difficult to control a sound field at low
frequencies by conventional methods such as installing
sound absorbers or changing room shape. Furthermore, such
solutions are large and typically heavy, and there are often
architectural design restrictions on their use. In such cases,
the use of electro-acoustic transducers to actively control the
sound field is a viable option. The development of technol-
ogy for the active control of sound fields has been the focus
of a number of studies.

To date, most of the research on the active control of
sound fields has been centered around methods that are based
on the inverse filtering of the transfer functions from sound
sources to receiving points in a sound field, and simulating
the desired transfer functions as strictly as possible. How-
ever, in some cases, it is sufficient to alter dynamic proper-
ties of a sound field appreciably.

Dynamic properties between a sound source and a re-
ceiving point in a sound field are significantly affected by the
poles of the transfer function between them. The poles of a
transfer function can be controlled by introducing a feedback
loop to the system under study. Olson and May’s ‘‘electronic
sound absorber’’1,2 is one of the most notable methods of
applying feedback control to the active control of sound
fields. In their system, the sound pressure at a microphone
collocated with a loudspeaker is fed back through an electro-
acoustic transducer. By choosing an appropriate feedback
gain, the local sound pressure near the microphone can be
reduced. This control method is sometimes referred to as an
acoustic virtual earth method.

Many investigations based on Olson and May’s device
have been published since then. Swinbanks proposed another
configuration using two or three sources for active noise con-
trol in a duct, and verified its stability using the Nyquist
stability criterion.3 Ross presented a convenient algorithm to
calculate a closed loop active noise controller.4 Eghtesadi
et al.developed a modified control system into which a com-
pensating circuit was introduced to prevent the instability
due to acoustic feedback.5 Trinder et al. reintroduced the
acoustic virtual earth method into active noise control in a
duct.6 Hong et al. proposed a tight-coupled tandem attenua-
tor composed of a cascade of two simple monopole
attenuators.7 Nelsonet al.described the basic principle of the
feedback control approach used in the area of active control
of sound.8 In the principle, the transfer function from loud-
speaker input to microphone output, called the secondary
path, corresponds to the control plant in a general feedback
control problem. If the frequency response of the secondary
path is relatively flat and free from phase shift, then a simple
feedback controller that is an inverting amplifier with a high
gain can be adopted to attenuate the sound near the micro-
phone with the stability of the closed loop system. However,
in general, the frequency response of the secondary path is
not flat and free from phase shift, because it contains the
electro-acoustic response of the loudspeaker, the acoustic
characteristics of the path between the loudspeaker and mi-
crophone, and the electro-acoustic response of the micro-
phone. In that case, compensating filters can be introduced
into the feedback controller to correct for the phase shift in
the secondary path for the stability. Thus, the feedback con-
troller designed for one sound field may not work well in
another sound field. Nelsonet al. also developed the method
to implement the feedback controller using adaptive digitala!Electronic mail: samejima@kyushu-id.ac.jp
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filters.9 In their method, the feedback control problem is
transformed into a feedforward problem, and a part of the
feedback controller is adapted using an estimate of the pri-
mary disturbance as a reference signal. Consequently, the
feedback controller depends on not only the control plant
response but also the statistical properties of the primary dis-
turbance.

In the context of active control of acoustic impedance
rather than active control of sound, several control systems
based on Olson and May’s system were proposed. Nishimura
et al. proposed an ‘‘active acoustic treatment’’10 in which
the acoustic impedance on the surface is actively controlled
using a configuration similar to that of Olson and May. Yagi
et al. developed an active sound absorption control system
that feeds back not only the sound pressure near the loud-
speaker but also the vibration velocity of the diaphragm in
order to control the mechanical impedance of the loud-
speaker diaphragm as seen from the sound field.11 Furstoss
et al. presented a control system involving direct active con-
trol of the acoustic impedance of a loudspeaker, via the si-
multaneous processing of both vibration velocity of the dia-
phragm and sound pressure in its close vicinity, although
their experiment used a feedforward technique.12 They also
studied Olson and May’s feedback control system for control
of surface impedance by a hybrid active/passive method. A
further theoretical analysis was given for the case that both
frequency and incidence angle are allowed to vary. Lacour
et al. reported experiments on active noise control in enclo-
sures using the active impedance changes developed by
Furstosset al.13 Okdaet al.presented an active noise control
system that uses a motional feedback loudspeaker and can
control the internal impedance of an electro-acoustic trans-
ducer without microphones.14 Laneet al. also applied a mo-
tional feedback technique to active control of sound fields.
At first they developed a method to compensate loudspeakers
in order to approximate constant volume velocity behavior.15

Then, this compensated loudspeaker was used as an actuator
in direct rate feedback control for active damping of enclo-
sures, which required a constant volume velocity source in
its theory.16 These previous studies influenced by Olson and
May’s work utilized classical control theory, which is based
on transfer function analysis.

Several studies on the application of modern control
theory based on the state-space method for active control of
sound fields have been published and have shown attractive
results.17–19 Compared with classical control theory, modern
control theory has a number of advantages, as follows.~1! It
is assured that the designed controller is causal because a
control system is analyzed and designed in the time domain
on the basis of the concept of state variables.~2! More ef-
fective control is expected because not only the outputs of a
control object, but also the state variables that express the
internal state of the control object are fed back for control
inputs.~3! The controller is optimized by minimizing a cost
function quantizing the objective of control, i.e., the concept
of optimization is easily introduced.

In the present study, the control system proposed by Ol-
son and May is reformulated using modern control theory
based on the state-space description of a control object, i.e.,

an electro-acoustic transducer, and a new control system ca-
pable of controlling the acoustic impedance of the diaphragm
is developed. The control system is constructed so as to al-
low the effectiveness of the control to be optimized in a wide
frequency range. Since only an electro-acoustic transducer is
treated as a plant, the design of the controller is independent
of the sound field into which the control system is to be
introduced. Only the dynamics of an electro-acoustic trans-
ducer are altered so that the acoustic impedance of its dia-
phragm becomes the desirable value for an acoustic objec-
tive. Such control is classified into the semiactive control
scheme, to which little attention has been paid for sound field
control. The theoretical formulation of the proposed control
system is confirmed by computer simulations. In addition,
the proposed control system is shown to be suitable for use
as acoustic material with actively enhanced actions through
its application to semiactive noise control in a duct.

II. STATE FEEDBACK CONTROL OF AN ELECTRO-
ACOUSTIC TRANSDUCER

A. State-space description of an electro-acoustic
transducer

Figure 1 shows the electrical equivalent circuit of an
electro-dynamic electro-acoustic transducer, whereE0 is the
electrical source voltage,I is the current,A is the force fac-
tor, Ze0 is the internal impedance of the power source,Zed is
the electrical impedance of the voice coil,F0 is the vibro-
motive force,v is the vibrating velocity of the diaphragm,
Zm0 is the radiation impedance,Zmd is the mechanical im-
pedance of the diaphragm, andZa is the acoustic impedance
of the cabinet.Ze0 , Zed, andZmd are given by

Ze05 j vL01Re01
1

j vC0
, Zed5 j vLd1Red1

1

j vCd
,

~1!

Zmd5 j vMd1Rmd1
Kd

j v
,

wherev is the angular frequency,L0 , Re0 , andC0 are the
inductance, resistance, and capacitance component ofZe0 ,
respectively,Ld , Red, andCd are the inductance, resistance,
and capacitance of the voice coil respectively,Md is the mass
of the voice coil,Rmd is the mechanical damping coefficient,
andKd is the mechanical stiffness of the suspension. Using
the constants in Eq.~1! and assuming thatZa consists only of
the stiffnessKa , the equations of motion for the transducer
are expressed as follows:

FIG. 1. Electrical equivalent circuit of an electro-dynamic electro-acoustic
transducer.
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E02S L0

dI

dt
1Re0I 1

1

C0
E I dt D

5S Ld

dI

dt
1RedI 1

1

Cd
E I dt D2Av,

~2!

F5S Md

dv
dt

1Rmdv1KdE v dtD1KaE v dt1AI.

Note thatF represents the driving force given bypSs , where
p is the sound pressure in the vicinity of the diaphragm of the
transducer, andSs is the effective area of the diaphragm.
Equation~2! can be transformed into a state-space descrip-
tion, as follows:

ẋ5Ax1bmF1beE0 , y5cx, ~3!

where

A53
0 1 0 0

2
Kd1Ka

Md
2

Rmd

Md
0 2

A

Md

0 0 0 1

0
A

L01Ld
2

1/C011/Cd

L01Ld
2

Re01Red

L01Ld

4 ,

x55
E v dt

v

E I dt

I

6 , bm55
0

1

Md

0

0
6 , be55

0

0

0

1

L01Ld

6 ,

and y is an output of the system. The formulation of the
output equationy5cx depends on which state variable of the
components ofx is measured. If an extra coil is used to
obtain the voltage proportional to the vibrating velocityv of
the diaphragm,c is given by

c5$0 A8 0 0%, ~4!

whereA8 is the force factor of the extra coil.
Now, if state feedback such asE052fx, where f is a

state feedback gain vector, is employed, one obtains the fol-
lowing state-space description for a closed loop system:

ẋ5~A2bef!x1bmF, y5cx. ~5!

If the system is controllable, the roots of the closed loop
system can be determined arbitrarily by choosing an appro-
priate state feedback gain vector. Therefore, the characteris-
tics of the electro-acoustic transducer can be controlled.

B. Control system design

For producing desired acoustic impedance at the trans-
ducer surface, we assume here that the objective is to reduce
the error signal« defined as

«5p2Zv5F/Ss2Zv, ~6!

whereZ corresponds to specific acoustic impedance that is
set to a desired value by a user of the control system. The
driving forceF is given by

F5~Kd1Ka!E v dt1Rmdv1Mdv̇1AI. ~7!

Substituting Eq.~7! into Eq. ~6! gives

«5 H ~Kd1Ka!E v dt1Rmdv1Mdv̇1AIJ Y Ss2Zv.

~8!

If the frequency range of interest is assumed to be the stiff-
ness control range, then Eq.~8! can be approximated as fol-
lows:

«6 H ~Kd1Ka!E v dt1Rmdv1AIJ Y Ss2Zv

5H Kd1Ka

Ss

Rmd

Ss
2Z 0

A

Ss
J x5r1x. ~9!

In order to obtain a feedback controller that minimizes«
in the least squares sense, the optimal quadratic regulator can
be employed. Its quadratic performance index is a time inte-
gral expressed as

J5E
0

`

~xTR1x1E0r2E0!dt, ~10!

whereR1 is a weighting matrix andr 2 is a weighting factor.
The state feedback gain vectorf that minimizes this perfor-
mance index is calculated as follows:

f5r 2
21be

TP, ~11!

whereP is the solution of the Riccati equation:

05PA1ATP1R12Pber 2
21be

TP. ~12!

Now, if R1 is given by

R15r1
Tr1 , ~13!

then the termxR1xT in the integral of Eq.~10! is nearly equal
to the square of«. Thus, by adopting this means of state
feedback control, in which the performance index~10! is
minimized, the specific acoustic impedance of the diaphragm
of the control system can be expected to take on a prescribed
valueZ as fast as possible when the diaphragm is exited by a
disturbance. In addition, as this control system is designed in
the time domain, there is no lack of causality regarding the
realization of the feedback controller.

In the control system proposed by Olson and May, the
sound pressure detected by the microphone, which is related
to F, is fed back into the vibromotive forceAI via the con-
troller. The amplitude and phase characteristics of the con-
troller are designed to minimize the sound pressure at the
microphone. In order to obtain a feedback controller suitable
for the same objective as that of Olson and May,Z is set to 0.

III. MODIFICATION OF THE CONTROL SYSTEM FOR A
BROADBAND EFFECT

In the control system described in Sec. II, the inertia of
the diaphragm was neglected when the performance index
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was formulated. This is caused by the fact that the accelera-
tion of the diaphragm is not involved in the state variablesx.
As a result of the neglected inertia, the frequency range in
which the control system is effective is restricted to the stiff-
ness control range. This feature is not critical when the con-
trol system is applied to noise control, because conventional
passive methods such as sound absorbers and intervening
barriers are relatively ineffective at low frequencies. How-
ever, if the control system can be made valid in the mass
control range as well as in the stiffness control range, a sys-
tem optimized over a wide band can be realized.

The inertia of the diaphragm neglected in Eq.~9! is ex-
pressed as

Mdv̇52~Kd1Ka!E v dt2Rmdv2AI1F. ~14!

Thus, if the driving forceF can be measured, the inertia of
the diaphragm can be controlled.F can be obtained by de-
tecting the sound pressure near the diaphragm using a micro-
phone. Feedback control systems using microphones and
loudspeakers, such as Olson and May’s system, appear to
control the inertia of the diaphragm in this way, effectively
reducing the sound pressure in the mass control range.

Here, a modified control system is presented in which a
differentiating circuit is used to estimate the inertia of the
diaphragm. A motional feedback loudspeaker to which a dif-
ferentiating circuit is connected is regarded as a control ob-
ject. A state-space description of this system is derived and
the optimal quadratic regulator is applied to control the
acoustic impedance of the diaphragm.

A. State-space description of an electro-acoustic
transducer with a differentiating circuit

Figure 2 is a schematic of a differentiating circuit. If the
output voltage of the extra coil of a motional feedback loud-
speaker is given as the input voltageEin of the differentiating
circuit, the equation of motion for such an electrical circuit is
expressed as

Ein5A8v5DLc

dIc

dt
1RecI c1

1

Cc
E I c dt, ~15!

whereI c is the current in the differentiating circuit,Rec and
Cc are the resistance and capacitance of the differentiating
circuit, respectively, andDLc is assumed to be sufficiently
small. Equations~2! and ~15! can be combined and trans-
formed into a state-space description as expressed in Eq.~3!.
In this case, the matrix and the vectors in Eq.~3! are given
by

A53
0 1 0 0 0 0

2
Kd1Ka

Md
2

Rmd

Md
0 2

A

Md
0 0

0 0 0 1 0 0

0
A

L01Ld
2

1/C011/Cd

L01Ld
2

Re01Red

L01Ld
0 0

0 0 0 0 0 1

0
A8

DLc
0 0 2

1/Cc

DLc
2

Rec

DLc

4 ,

x5

¦

E v dt

v

E I dt

I

E I c dt

I c

§
, bm55

0

1

Md

0

0

0

0

6 , be55
0

0

0

1

L01Ld

0

0

6 , c5$0 0 0 0 0 Rec%,

where it is assumed that the output of the system is the out-
put voltageEout of the differentiating circuit.

FIG. 2. Schematic of a differentiating circuit.
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B. Formulation of the performance index

The output voltageEout of the differentiating circuit is
given by

Eout5RecI c5
j vCcRec

11 j vCcRec
A8v. ~16!

WhenvCcRec!1, Eq. ~16! reduces to

RecI c6 j vCcRecA8v. ~17!

Thus, the accelerationj vv of the diaphragm of the control
system can be estimated from the currentI c in the differen-
tiating circuit as follows:

j vv6
I c

CcA8
. ~18!

SinceI c is a state variable of the system, the error signal«
can be expressed using the state variablesx as follows:

«5 H ~Kd1Ka!E v dt1Rmdv1Mdv̇1AIJ Y Ss2Zv

6H ~Kd1Ka!E v dt1Rmdv1
Md

CcA8
I c1AIJ Y Ss2Zv

5H Kd1Ka

Ss

Rmd

Ss
2Z 0

A

Ss
0

Md

CcA8Ss
J x5r18x. ~19!

The formulation of the weighting matrix in the performance
index J,

R15r18
Tr18 , ~20!

therefore relatesJ to the square of« in the mass control
range as well as in the stiffness control range.

IV. CONFIGURATION OF THE CONTROL SYSTEM

Here, a practical method for realizing the feedback con-
troller using a state estimator of a linear dynamic system is
described, followed by an example configuration of the con-
trol system. If the system signal-to-noise ratios are suffi-
ciently high, the system can be treated as deterministic and
the state estimator can be designed as the Luenberger ob-
server. However, if the signal-to-noise ratios are not very
high, it is desirable that noise effect is taken into account in
the design of the feedback controller and the state estimator
is designed as the Kalman filter.20 In either case, the state
estimatexe of the closed loop system represented by Eq.~5!
is given by

ẋe5~A2bef2kc!xe1ky, ~21!

wherek is called the estimator gain vector. By carrying out
E052fxe instead ofE052fx, the transfer functionH(s)
from y to the control commandE0 can be expressed as fol-
lows:

E0~s!52f~sI2A1bef1kc!21kY~s!5H~s!Y~s!,
~22!

where the Laplace transforms ofy and E0 are Y(s) and
E0(s), respectively. Thus, the feedback controller can be re-
alized as a single-input, single-output filter. Figure 3 shows
the block diagram of an electro-acoustic transducer to which

the above-described feedback controller is introduced.
When the Kalman filter is used,k is determined by

k5PcTr21. ~23!

In Eq. ~23!, P is the solution of the Riccati equation:

05~A2bef!P1P~A2bef!
T1Q2PcTr 21cP, ~24!

whereQ is the covariance matrix of the process noise vector
w1 affecting the state variables of the system, andr is the
variance of the observation noisew2 affecting the output of
the system. The well-known stochastic separation principle
says that the control law of the formE052fxe is optimal in
the stochastic case when the Kalman filter is used; it will
minimize the expected value of the performance index even
if the system is very noisy.

Figure 4 shows the arrangement of the control system
without the differentiating circuit, and Fig. 5 is for the con
trol system with the differentiating circuit. In the arrange-
ment of the control system with the differentiating circuit
~Fig. 5!, one can regard the differentiating circuit as a part of
the feedback controller. If this is the case, the feedback con-

FIG. 3. Block diagram of an electro-acoustic transducer to which the feed-
back controller is introduced.

FIG. 4. Schematic of the proposed control system.
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troller can be implemented assH(s) with removing the dif-
ferentiating circuit from the control system. Note that, when
calculatingH(s) through the proposed procedure, it is nec-
essary to treat a motional feedback loudspeaker to which a
differentiating circuit is connected as a control plant. It is not
until H(s) is obtained that one can replace the differentiating
circuit andH(s) by sH(s). This depends on the fact that one
must utilize the quantity proportional to the acceleration of
the diaphragm on the controller design through the state-
space approach. Note also that, since the transfer function of
a differentiating circuit is not exactly equal tos, this imple-
mentation of the feedback controller causes plant perturba-
tions and may lead to instabilities of the system.

V. NUMERICAL STUDIES ON THE PROPOSED
CONTROL SYSTEM

To assess the effectiveness of the proposed control sys-
tem, computer simulations were performed on the theoretical
basis presented in Secs. II and III. The objective of control
was chosen as achieving zero acoustic impedance; the as-
signed impedance value isZ50.

In general, when the optimal quadratic regulator theory
is applied to practical control problems, it is difficult to find
suitable values of the weighting matrixR1 and the weighting
factor r 2 without actually calculating the response of the
control system. This difficulty is one disadvantage of the
optimal quadratic regulator theory. In Secs. II and III,R1 was
formulated such that the performance index was related to
the difference between the acoustic impedance of the dia-
phragm of the control system and its desired value. Thus, the
design parameter in the computer simulations is onlyr 2 .

A. Conditions for calculation

Table I gives the physical constants of the electro-
acoustic transducer modeled in the computer simulations.
Most of these constants were measured directly or estimated
with sufficient accuracy.21 Under the assumption that all the
state variables were directly observable, the frequency re-

sponses of the vibrating velocityv of the diaphragm to the
driving forceF were calculated from the state equation of the
control system represented in Eq.~5!. The effectiveness of
the state feedback control was evaluated in terms of the spe-
cific acoustic impedanceF/(vSs) of the diaphragm seen
from a sound field.

B. Results and discussion

Figure 6 shows the specific acoustic impedance of the
control system without the differentiating circuit for varia-
tions in the weighting factorr 2 . The weighting matrixR1 in
the performance index is that of Eq.~13! neglecting the in-
ertia of the diaphragm. Without control, i.e., with the electric
terminal of the system open, the mechanical resonance of the
electro-acoustic transducer causes a dip in the acoustic im-
pedance. Asr 2 decreases, the dip frequency becomes lower
and the magnitude of the dip also changes. In the frequency
range below approximately 130 Hz, the specific acoustic im-
pedance of the diaphragm is reduced by introducing the con-
trol. In the frequency range considerably higher than the
resonance frequency, i.e., in the mass control range, the con-
trol makes little difference to the specific acoustic imped-

FIG. 5. Schematic of the proposed control system with a differentiating
circuit.

FIG. 6. Specific acoustic impedance of the control system without the dif-
ferentiating circuit for variations in the weighting factorr 2 .

TABLE I. Physical constants of electro-acoustic transducer.

Force factor A512.831024 Wb/m
Inductance of voice coil Ld5131023 H
Resistance of voice coil Red56.7V
Capacitance of voice coil Cd513106 F
Mass of voice coil, cone, etc. Md52.831022 kg
Mechanical damping coefficient Rmd54.0
Mechanical stiffness of
suspension

Kd51400 N/m

Effective area of diaphragm Ss53.1431022 m2

Volume of cabinet V53.531023 m3

Force factor of pick up coil A8512.831024 Wb/m
Inductance of differentiating
circuit

DLc5131024 H

Resistance of differentiating
circuit

Rec513102 V

Capacitance of differentiating
circuit

Cc5131022 mF
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ance. These results indicate that the electro-acoustic trans-
ducer is controlled so as to reduce the mechanical stiffness
and mechanical resistance.

Figure 7 shows the specific acoustic impedance of the
control system with the differentiating circuit.R1 of Eq. ~20!
was used, allowing for the inertia and elasticity of the dia-
phragm. In this case, asr 2 decreases, the magnitude of the
dip is reduced while the dip frequency remains relatively
constant. The specific acoustic impedance of the diaphragm
is reduced by the introduction of this control in both the
stiffness control range and the mass control range, indicating
that all the components of mechanical impedance of the
electro-acoustic transducer are reduced. As such, the acoustic
impedance of the diaphragm of the control system is actively
varied over a wide frequency range.

Although the theoretical formulation of the proposed
control system was confirmed by the computer simulations,
there are several practical issues that must be discussed for
realizing the control system. One of those issues is related to
the feedback gains and their practicality. The state feedback
gain vectorf involves the inverse of the weighting factorr 2 ,
as expressed in Eq.~11!. Thus, whenr 2 is set to a very small
value in order to achieve high control performance, the feed-
back gains, which refer to the absolute values of the compo-
nents of f, become very large. It is not easy to practically
implement the control system involving the physically unrea-
sonable gains. However, when the feedback controller is
implemented using a state estimator of a linear dynamic sys-
tem, the feedback gain has the frequency characteristics
given by (j vI2A1bef1kc)21. This component may com-
pensate for the large components off, leading to an accept-
able feedback gain. Modeling errors and plant perturbations
are other important issues. In general, it is difficult to model
a plant accurately. In addition, perturbations of a plant may
also occur due to variations in physical conditions such as
temperature and humidity. These bring about deviations of
the real plant from its nominal model, which is called plant
uncertainties. The proposed feedback controller is designed
for a nominal model of a plant. Thus, when this feedback
controller is introduced into the real plant, plant uncertainties

construct an extra closed loop, which may cause instabilities
of the whole closed loop system. If it is actually difficult to
make the closed loop system stable, it is necessary to take
into account plant uncertainties in the design of the feedback
controller. This is accomplished by using robust control
theory such asH` control theory, which is an effective
scheme for designing feedback controllers that accommodate
both performance and stability in an optimal and robust man-
ner. These practical aspects rather than theoretical ones will
be explored in future work.

VI. APPLICATION TO SEMIACTIVE NOISE CONTROL
IN A DUCT

Application of the proposed control system is demon-
strated through computer simulations of semiactive noise
control in a duct. The active control of one-dimensional
acoustic waves propagating in a duct at low frequencies has
become one of the classic problems in active noise control.
However, there are some problems in the practical imple-
mentation of conventional active noise control systems using
microphones and loudspeakers. This type of system has dis-
advantages under severe conditions such as extreme dusti-
ness, high temperatures, or high humidity. In addition, the
loudspeaker will not radiate sound efficiently in the fre-
quency range lower than the resonance frequency of the
loudspeaker. On the other hand, the only part of the proposed
control system seen from a sound field is the diaphragm, and
it behaves solely as a mechanical vibration system, dynamic
properties of which are acoustically optimized even below
the resonance frequency. Thus, it is expected that the instal-
lation of the proposed control system in a duct should prove
simple and that the control system should run reliably in a
wide frequency range.

A. Conditions for calculation

The proposed control system is mounted on the duct
wall, as shown in Fig. 8. Assuming that the sound field in the
duct is one-dimensional, and the effective diameter of the
diaphragm of the control system is small compared to the
wavelength, the duct can be treated as a transmission line.
Figure 9 shows its equivalent circuit, wherep1 is the con
stant pressure of the noise source,Zs is the specific acoustic
impedance of the diaphragm of the control system as seen
from the sound field,Ss is the effective area of the dia-
phragm of the control system,Sd is the cross-sectional area
of the duct, andl 1 and l 2 are the effective lengths between
the noise source and the control system and between the

FIG. 7. Specific acoustic impedance of the control system with the differ-
entiating circuit for variations in the weighting factorr 2 .

FIG. 8. Schematic of a duct equipped with the proposed control system for
computer simulations.
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control system and the outlet of the duct, respectively; the
circuit is loaded with the radiation resistanceRr of the outlet
of the duct, including the radiation reactance as the correc-
tion for the effective length of the duct. IfRr!rc, the inser-
tion loss IL due to the proposed control system can be given
by

IL520 logU11 j
Ssrc sinkl1 sinkl2
SdZs sink~ l 11 l 2!

U, ~25!

where r is the density of the medium,c is the speed of
sound, andk is the wave number.22

In the computer simulations, the values of the specific
acoustic impedance shown in Figs. 6 and 7 were used forZs ,
and the duct sizes were set asl 151.645 m,l 250.185 m, and
Sd50.2930.29 m2. The cut-on frequency of the first higher
order mode was 594 Hz in this duct.

B. Results and discussion

Figure 10 shows the insertion loss IL due to the control
system without the differentiating circuit for variations in the
weighting factorr 2 . A positive IL indicates that the sound
power radiating from the outlet of the duct is reduced. With-
out control, i.e., with the electric terminal of the system
open, sharp peaks due to the acoustic resonance of the duct
occurring when sink(l11l2)50 are observed at equal inter-
vals. The mechanical resonance of the electro-acoustic trans-
ducer also results in a sharp peak, becauseZs becomes mini-
mal. This effect is similar to that brought about by a
resonator muffler. The resonance frequency of the electro-
acoustic transducer in this computer simulation is about 182
Hz. Thus, the peak at about 188 Hz is due to the mechanical

resonance of the electro-acoustic transducer as well as the
acoustic resonance of the duct. In the frequency range lower
than about 200 Hz, the control system brings about slight
changes in the values of IL, attributable to changes in the
specific acoustic impedance of the diaphragm of the control
system below about 200 Hz as a result of the control, as
shown in Fig. 6. However, as the reduction of the specific
acoustic impedance is quite small, the values of IL do not
become large.

Figure 11 shows the insertion loss IL due to the control
system with the differentiating circuit for variations in the
weighting factorr 2 . As r 2 decreases, IL becomes more posi-
tive. Whenr 2510213, a significant level of sound attenua-
tion is achieved in a wide frequency range, i.e., both below
and above the resonance frequency of the electro-acoustic
transducer. This stems from the fact that the specific acoustic
impedance of the diaphragm is significantly reduced by the
introduction of this control in both the stiffness control range
and mass control range, as shown in Fig. 7. While IL in-
creases with the control ofr 2510213 over most of the fre-
quency range above 40 Hz, it decreases below that fre-
quency; a215 dB dip occurs at about 25 Hz. Equation~25!
indicates that this dip occurs when 1
1 jSsrc sinkl1 sinkl2 /$SdZssink(l11l2)% is nearly equal to 0.
This can be avoided by adjusting each component of the
mechanical impedanceZmd of the diaphragm or that of the
assigned acoustic impedanceZ. By calculating IL using Eq.
~25! for variations in the specific acoustic impedance of the
diaphragmZs , one can observe that, for example, a rela-
tively large resistance component ofZs does not bring about
the dip.

VII. CONCLUSIONS

A control system in which the acoustic impedance of the
system diaphragm is controlled was developed by recon
structing Olson and May’s control system and designing the
controller using modern control theory. The optimal qua-
dratic regulator was used in the control system design, and
the quadratic performance index was formulated for produc-
ing desired acoustic impedance. As this design method is

FIG. 9. Electrical equivalent circuit of a duct equipped with the proposed
control system.

FIG. 10. Insertion loss IL due to control without the differentiating circuit
for variations in the weighting factorr 2 .

FIG. 11. Insertion loss IL due to control with the differentiating circuit for
variations in the weighting factorr 2 .
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formulated in the time domain, it is guaranteed that the de-
signed controller is causal. Furthermore, the control system
described herein can be realized without microphones. As
such, the system can be easily installed and is expected to
perform reliably and with high stability even under severe
conditions.

Computer simulations confirmed that the proposed con-
trol system effectively reduces the acoustic impedance of the
diaphragm over a wide frequency range, including the range
below the resonance frequency of the electro-acoustic trans-
ducer. The proposed control system serves as an acoustic
impedance surface, the impedance of which can be changed
arbitrarily by modifying the design parameters of the control
system. Thus, this system provides a means of tuning the
characteristics of a sound field. As an application of the pro-
posed control system, semiactive noise control in a duct was
examined using a computer model. It was shown that the
proposed control system provides noise reduction in both the
stiffness control range and mass control range, which will
not be achievable with conventional active noise control sys-
tems using microphones and loudspeakers.
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This article integrates findings from the literature and new results regarding noise sensitivity. The
new results are based on analyses of 28 combined datasets (N523 038), and separate analyses of
a large aircraft noise study (N510 939). Three topics regarding noise sensitivity are discussed,
namely, its relationship with noise exposure, its working mechanism, and the scope of its influence.
~1! A previous review found that noise sensitivity has no relationship with noise exposure. The
current analyses give consistent results, and show that there is at most a very weak positive
relationship.~2! It was observed earlier that noise sensitivity alters the effect of noise exposure on
noise annoyance, and does not~only! have an additive effect. The current analyses confirm this, and
show that the relation of the annoyance score with the noise exposure is relatively flat for
nonsensitives while it is steeper for sensitives.~3! Previous studies showed that noise sensitivity also
influences reactions other than noise annoyance. The current analyses of the aircraft noise study
extend these results, but also indicate that noise sensitivity has relatively little influence on reactions
to nonenvironmental conditions. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1547437#

PACS numbers: 43.50.Sr, 43.50.Qp@MRS#

I. INTRODUCTION

The percentage of persons annoyed by noise from trans-
portation ~aircraft, road traffic, railways! is related to the
noise exposure level, and this relationship depends on the
type of noise source~see Schultz, 1978; Kryter, 1982a,b;
Fidell et al., 1991; Miedema and Vos, 1998; Miedema and
Oudshoorn, 2001!. Research has shown that, in addition to
the noise exposure, a variety of factors influence noise an-
noyance~Fields, 1993!. One of these factors is noise sensi-
tivity ~e.g., see McKennel, 1963; Langdon, 1976; and see for
reviews: Job, 1988, 1999; Fields, 1993!. The correlation of
noise sensitivity with subjective reactions to noise are high,
in the order of 0.30~see Job, 1988!, so that it explains in the
order of 9% of the variance in the reactions. Miedema and
Vos ~1998! found that the difference in noise annoyance be-
tween low and high noise sensitive persons~three categories:
low, medium, high! was equal to the difference caused by an
11-dB change of the noise exposure~noise metric: DNL!.
Because of the large effect on annoyance, a better under-
standing of noise sensitivity is important. Simple exposure-
response relationships alone do not provide sufficient under-
standing of the working mechanisms through which noise
causes adverse effects, and the role of factors such as noise
sensitivity therein. A better understanding of the working
mechanisms will improve the scientific basis for efforts to
reduce adverse noise effects. This article integrates findings
from literature with new results, with a view to facilitating
and stimulating the development of theories regarding noise
sensitivity and its role in the mechanisms through which
noise induces effects. Three specific objectives are presented
in the next section.

II. OBJECTIVES

The basis of the interest in noise sensitivity is the strong
association between noise sensitivity and noise annoyance,
while noise sensitivity has a weak or no relation with noise
exposure~see, e.g., Job, 1988!. Figure 1 illustrates the pat-
tern of associations between noise exposure, noise sensitiv-
ity, and noise annoyance. Their different relations with noise
exposure imply that noise sensitivity and noise annoyance
are separate factors and not just different ways of measuring
noise annoyance. Several aspects of Fig. 1, which are illus-
trated in Fig. 2, are investigated.

Objective 1of this article is to test the absence of an
association between noise exposure and noise sensitivity@see
Fig. 2~a!#. While the association between noise exposure and
noise annoyance, and the association between noise sensitiv-
ity and noise annoyance have been demonstrated in compre-
hensive meta-analyses~see the Introduction!, there is not a
similar comprehensive demonstration of the absence of an
association between noise exposure and noise sensitivity.
Objective 1 is to test the absence of this association in a
comprehensive meta-analysis.

Previous analyses regarding the relation between noise
sensitivity and noise annoyance mainly concerned the ques-
tion whether an association exists and how strong it is. There
has been little attention for the mechanism through which
noise sensitivity exerts its influence on noise annoyance. Fig-
ure 2~b! illustrates two possible mechanisms. One possibility
is that sensitivity has an independent effect on annoyance,
which adds to the effect of the noise exposure. Another pos-
sibility is that noise sensitivity alters the effect of the noise
exposure. In the first case high sensitivity is expected to in-
crease noise annoyance irrespective of the noise exposure,
while in the second case noise sensitivity ‘‘amplifies’’ the
effect of the noise exposure and has no effect on annoyancea!Electronic mail: HME.Miedema@inro.tno.nl
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without noise exposure.Objective 2of this article is to in-
vestigate through which of these two mechanisms noise sen-
sitivity acts.

The influence of noise sensitivity on noise annoyance
has been demonstrated, but the scope of its influence may be
wider. Noise annoyance is a response with a strong affective
component to an environmental condition~noise!. Objective
3 of this article @see Fig. 2~c!# is to explore whether noise
sensitivity also influences functional effects of noise~e.g.,
communication interference!, whether it influences reactions
to environmental conditions other than noise~e.g., odor!, and

whether it influences the evaluations of nonenvironmental
conditions~e.g., access to facilities!. If noise sensitivity has a
negative impact on a wide range of affective responses, then
it resembles the concept of ‘‘negative affectivity.’’ Persons
with high negative affectivity experience discomfort in all
circumstances, even in the absence of a clear agent that may
cause discomfort~Watson and Clark, 1984; Watson and Pen-
nebaker, 1989!.

III. NOISE SENSITIVITY

A. Operational definition

Operational definitions of noise sensitivity are based on
different types of questions. Respondents in social surveys
~e.g., see McKennel, 1963; Langdon, 1976! or subjects in
experiments~e.g., see Stansfeld, 1992; Ellermeier and Zim-
mer, 1997! are classified with respect to noise sensitivity on
the basis of~1! self-reported characterizations of their noise
sensitivity,~2! self-reported general attitudes towards noises,
or ~3! self-reported reactions to noise in specific situations.
People are considered to be sensitive to noise if they have a
high score on a direct noise sensitivity question, have a gen-
eral negative attitude towards noises, or report strong reac-
tions to specific noise situations. A physiological method of
measuring noise sensitivity is not available, because there is
no theory specifying the relation between a physiological
measure and classifications on the basis of answers to noise
sensitivity questions.

Many field surveys measure self-reported noise sensitiv-
ity with a single item of the above-mentioned type 1. A typi-
cal example of such a question is ‘‘In general, how sensitive
to noise are you?’’, with options ‘‘not at all,’’ ‘‘a little,’’
‘‘moderately,’’ ‘‘considerably,’’ and ‘‘extremely.’’ In general,
a scale constructed from multiple items measuring the same
attribute is more reliable than the response to a single item.
Therefore, sets of noise sensitivity questions have been for-
mulated, e.g., by Weinstein~1978!, and, in German, by Zim-
mer and Ellermeier~1998!. ~Adapted versions of! Wein-
stein’s noise sensitivity scale have been used relatively often.
It consists of 21 items dealing with attitudes toward noise in
general~questions of type 2!, and emotional reactions to a
variety of sounds~questions of type 3!. Because it was origi-
nally designed specifically for a study with college students
in the USA, Stansfeld~1992! adapted it for use in a general
population in the UK.

B. Stability of noise sensitivity

Zimmer and Ellermeier~1999! found, as expected, that
the test–retest reliability of Weinstein’s and their own mul-
tiple item scales~0.87 and 0.91, respectively! was higher
than the test–retest reliability for two single item scales~0.70
for a single item referring tonoisewith six response catego-
ries, and 0.83 for a single item referring tosoundwith ten
response categories!. Stability decreases over time. Zimmer
and Ellermeier~1997! reported that the above test–retest re-
liabilities ~0.70–0.91; Weinstein scale: 0.87! were found with
a 4-week interval. Weinstein~1978! reported a test–retest
reliability with a 9-week interval of 0.45. In a sample of
depressed patients from four hospitals and their matched

FIG. 1. A schematic overview of the relations between noise sensitivity,
noise annoyance, and noise exposure. This pattern of interrelations will be
further tested and elaborated in this article.

FIG. 2. As Fig. 1, but with the parts that are investigated in this article
drawn in broken lines. The three figures correspond to the three objectives
discussed in the text~top figure—objective 1, middle figure—objective 2,
bottom figure—objective 3!.
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controls, Stansfeld~1992: p. 21, Table 6! found test–retest
reliabilities with a four months interval of 0.62–0.69. There
was no difference in the stability of the noise sensitivity be-
tween the patients and the controls. In another sample of
women living in a low or high aircraft noise exposure area,
Stansfeld~1992! found test–retest reliabilities of 0.43–0.68
for 3-year intervals, again the correlation depending on the
type of noise sensitivity scale. These latter results were based
on retests of the low sensitive and the high sensitive indi-
viduals only. Stansfeld~1992, p. 14! reports that high sensi-
tivity was more stable than low sensitivity.

C. Meaning of noise sensitivity

Zimmer and Ellermeier~1999! found that the correla-
tions between Weinstein’s multiple item scale, their own
multiple item scale, and the two above-mentioned single
item scales have values ranging from 0.57 to 0.79. The cor-
relations between the two multiple item scales~0.79! and
between the two single item scales~0.72! were higher than
the correlations between the multiple and single item scales
~0.57–0.64!. This suggests that in particular the meaning of
multiple item scales and the single item scales may not be
fully the same. A further indication for a slightly different
meaning of the multiple and single item scales comes from
the pattern of correlations of these noise sensitivity scales
with scales measuring depression, stress, state anxiety, trait
anxiety, state anger, and trait anger. Zimmer and Ellermeier
~1999! found that the Weinstein scale and the single items
were related to the scales for depression, stress, and state
anxiety. The main difference between them was that the
Weinstein scale was also related to state anger, while the
single items were not related significantly to state anger. All
correlations of the Zimmer and Ellermeier scale were lower
than the correlations of the Weinstein and the single item
scales, except the correlation with state anger, which was
between the correlation for the Weinstein scale and for the
single items. The—slight—differences in the meaning of dif-
ferent noise sensitivity scales must be kept in mind when
interpreting the outcomes of different studies. The field stud-
ies that are further analyzed here all contain a single item of
the above-mentioned type 1 that measures self-reported noise
sensitivity ~see Sec. III A!.

D. Noise sensitivity and neuroticism

Thomas and Jones~1988! and Stansfeld~1992! found
positive correlations between neuroticism and noise sensitiv-
ity, which suggests that noise sensitivity may be an aspect of
neuroticism. Evidence that noise sensitivity and neuroticism
are different traits comes from a study that shows that they
are correlated, but have a different correlation pattern with
other variables. Belojevicet al. ~1997! reported the correla-
tions with seven aspects of sleep disturbance~e.g., difficulty
falling asleep, tiredness after sleep! for both neuroticism and
noise sensitivity. The correlation patterns are the same for
neuroticism and for noise sensitivity. In addition, Belojevic
and Jakovljevic~1997! reported correlations with the dura-
tion of opening the windows in the high noise zone: while
neuroticism is not correlated with opening of the windows,

noise sensitive persons open their windows less than nonsen-
sitive persons. Dornic and Haaksonen~1989! also found dif-
ferent correlation patterns for noise sensitivity and neuroti-
cism. They found that the noise levels chosen as ‘‘clearly
annoying’’ by subjects in the laboratory were negatively cor-
related with noise sensitivity, while they were not related to
neuroticism. Thus, noise sensitivity and neuroticism have
different relations with opening of windows, and with annoy-
ance ratings of sounds. Hence, they are~correlated but! dif-
ferent traits.

IV. NOISE EXPOSURE AND NOISE ANNOYANCE
MEASURES

In the analyses of the field studies that will be presented,
DNL is used as the noise exposure metric. This noise metric
is defined in terms of the ‘‘average’’ levels during daytime
and nighttime, and applies a 10-dB penalty to noise in the
night:

DNL510 lg@~ 15
24!•10LD/101~ 9

24!•10~LN110!/10#.

Here LD and LN are theLAeq as defined in ISO 1996-2
~1987! for the day~7–22 h! and the night~22–7 h!, respec-
tively. The results presented here are to a large extent inde-
pendent of the choice of this noise metric, e.g., the same
results would have been obtained if the new European noise
metric Lden ~EU/Env, 2002! would have been used.

Annoyance questions in different studies do not use the
same number of response categories. Some questions have
only three response categories while others use as many as
11 categories. In order to obtain annoyance measures for
different studies that are more comparable, different sets of
response categories were translated into a scale ranging from
0 to 100. The translation is based on the assumption that a set
of annoyance categories divides the range from 0 to 100 in
equally spaced intervals and that the words or scores offered
as answers are at the center of each category. Then the gen-
eral rule that gives the category scores on a scale from 0 to
100 is; scorecategoryi5100(i 2 1

2)/m. Here i is the rank num-
ber of the category andm is the total number of categories.

V. DATA

Noise sensitivity will be discussed on the basis of find-
ings described in the literature and additional results pre-
sented here. The new results are based on the data in the
TNO archive of original datasets from field studies on self-
reported effects of environmental noise. These studies con-
cern different modes of transportation~aircraft, road traffic,
and railway!, and were carried out in Europe, North America,
Australia, and Japan. As far as possible, a common set of
variables has been derived for all studies, which includes,
among others, noise exposure measures and annoyance mea-
sures.

Table I lists the studies in the TNO archive in which
noise sensitivity was assessed, in addition to DNL and noise
annoyance~see Miedema and Vos, 1998, for details regard-
ing the derivation of DNL and annoyance!, and gives the
noise sensitivity questions that are used. The studies all in-
clude the variables gender and age. Table I shows which
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TABLE I. Datasets included in the analyses in this paper with the sensitivity question and response categories. The study codes in the first column refer to
Fields’ ~2001! catalog. Cases are counted in the last column if valid noise exposure, annoyance, and noise sensitivity data are available. ‘‘C’’ in the one but
last column indicates that a communication disturbance question is included in the dataset, and ‘‘F’’ indicates that a fear/worry question is included. Key
references are given at the bottom of the table.

Fields code N

Aircraft
CAN-168 In general, how sensitive are you to noise? not at all; a little; moderately; considerably; extremely. 629
NET-371 To which extent are you sensitive to noise? not at all sensitive;...; very sensitive. C,F 10 939
NET-379 How sensitive are you to noise? not at all sensitive;...; very sensitive. C,F 154
UKD-242 Would you say that you are more sensitive or less sensitive than other people are to noise? less; same; more. C 1952

Road traffic
AUS-329 Are you sensitive to noise? not at all; little; moderately; rather; much; very much. C 783
CAN-168 In general, how sensitive are you to noise? not at all; a little; moderately; considerably; extremely. 566
FRA-092 Are you sensitive to noise in particular? not at all sensitive; hardly sensitive; fairly sensitive; very sensitive. 879
FRA-364 In a general way, do you think that you are sensitive to noise? not at all; a little; very much. 844
GER-192 I am often very sensitive to noise. not true; little true; moderately true; rather true; very true. 1570
GER-373 How sensitive to noise in general are you? not at all; little; rather; much; very much. C 428
GER-374 How sensitive to noise of all kinds are you? not at all sensitive; somewhat sensitive; rather sensitive; strongly

sensitive; extraordinarily sensitive.
C 575

JPN-369 How would you describe your sensitivity to noise? not at all sensitive; a little sensitive; rather sensitive; very
sensitive.

799

JPN-382 How would you describe your sensitivity to noise? not at all sensitive; a little sensitive; rather sensitive; very
sensitive.

C 718

NET-106 Are you sensitive to noise? not at all sensitive; not sensitive; just not sensitive; just sensitive; sensitive; very
sensitive.

C 378

NET-258 Are you sensitive to noise? not at all sensitive; not sensitive; just not sensitive; just sensitive; sensitive; very
sensitive.

C 277

NET-276 Are you in general sensitive to noise? not sensitive at all;...; very sensitive. 696
NET-362 Are you sensitive to noise in general? not at all sensitive; not sensitive; hardly sensitive; somewhat sensitive;

sensitive; very sensitive.
293

SWE-368 How would you describe your sensitivity to noise? not at all sensitive; a little sensitive; rather sensitive; very
sensitive.

C 1201

TRK-367 In general, are you a person, sensitive to noise? not at all; sensitive; very much sensitive. C 122
UKD-071 Which of these statements would you pick to describe yourself? Noise never bothers me at all; I am very

sensitive to noise; Neither.
2022

UKD-072 Would you say you were more sensitive or less sensitive than other people to noise? less; same; more. C,F 890
UKD-157 Which of the following statements would you pick to describe yourself? I am not at all sensitive to noise, it

never bothers me at all; I am very sensitive to noise, it bothers me a lot; neither.
302

UKD-242 Would you say that you are more sensitive or less sensitive than other people are to noise? less; same; more. 398

Railway
GER-192 I am often very sensitive to noise. not true; little true; moderately true; rather true; very true. 1559
JPN-370 How would you describe your sensitivity to noise? not at all sensitive; a little sensitive; rather sensitive; very

sensitive.
C 435

NET-153 To conclude, how sensitive are you to noise? Use this card to give your answer. not sensitive at all; not
sensitive; just not sensitive; neutral; only just sensitive; sensitive; very sensitive.

C 600

NET-276 Are you in general sensitive to noise? not sensitive at all;...; very sensitive. C 264
SWE-365 Generally, how would you describe your sensitivity to noise? not at all sensitive; not sensitive; fairly sensitive;

very sensitive.
2705

UKD-116 Would you say you were more sensitive or less sensitive than other people to noise? less; same~volunteered!;
more.

C,F 999

AUS-329 Lercher, P.~1992!. ‘‘Auswirkungen des Strassenverkehrs auf Lebensqualita¨t und Gesundheit~Effects of Road Traffic on Quality of Life and
Health!,’’ Innsbruck, Austria, Abteilung Sozialmedizin, Universita¨t Innsbruck.

CAN-168 Birnie, S. E., Hall, F. L., and Taylor, S. M.~1980!. ‘‘Community Response to Noise from a General Aviation Airport,’’ Noise Control Eng.
15~1!, 37–45.

FRA-092 Vallet, M., Maurin, M., Page, M. A., and Pachiaudi, G.~1978!. ‘‘Annoyance from and Habituation to Road Traffic Noise from Urban
Expressways,’’ J. Sound Vib.60~3!, 423–440.

FRA-364 Vallet, M., Vernet, I., Champelovier, P., and Maurin, M.~1996!. ‘‘A Road Traffic Noise Index for the Night Time,’’ Inter-noise 96, pp.
2345–2350, Liverpool, England.

GER-192 Knall, V., and Schu¨mer, R.~1983!. ‘‘The Differing Annoyance Levels of Rail and Road Traffic Noise,’’ J. Sound Vib.87~2!, 321–326.
GER-373 Kastka, J., Borsch-Galetke, E., Guski, R., Krauth, J., Paulsen, R., Schu¨mer, R., and Oliva, C.~1995!. ‘‘Longitudinal Study on Aircraft Noise

Effect at Dusseldorf Airport 1981–1993.’’ Proceedings of the 15th International Congress on Acoustics, Trondheim, pp. 447–451.
JPN-369 Yano, T., Yamashita, T., and Izumi, K.~1991!. ‘‘Community Response to Road Traffic Noise in Kumamoto,’’ J. Sound Vib.151~3!, 487–495.
JPN-370 Yano, T., Yamashita, T., and Izumi, K.~1997!. ‘‘Comparison of Community Annoyance from Railway Noise Evaluated by Different Category

Scales,’’ J. Sound Vib.205~4!, 505–511.
JPN-382 Murase, S., Sato, T., Yano, T., Bjo¨rkman, M., Rylander, R., and Dankittikul, W.~2000!. ‘‘Comparison of Path Models of Road Traffic Noise

Annoyance in Sweden, Japan, and Thailand.’’ Proceedings of WESTPRACVII~Seventh Western Pacific Regional Acousitcs Conference!.
Kumamoto, pp. 939–942.
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studies also include questions concerning conversation dis-
turbance by the noise source concerned, and fear or worry
related to the noise source. These questions are used to in-
vestigate the scope of the influence of noise sensitivity.

In addition to these datasets, a large aircraft noise study
~NET-371! is analyzed. A description of that study has been
given by Miedemaet al. ~2000!. This study includes, among
others, the variables DNL~the corrected version described in
the reference is used here!, noise annoyance, noise sensitivity
~see Table I!, gender, and age. Furthermore, it includes ques-
tions regarding conversation disturbance, worry, and odor
annoyance caused by air traffic, and questions about the~un-
!pleasant aspects of the surroundings. These latter questions
will be used to investigate the scope of the influence of noise
sensitivity.

The percentage of highly annoyed persons found in
NET-371 at a given noise exposure level was in the order of
four times higher than the percentage found in other aircraft
noise studies~cf. Miedema and Oudshoorn, 2001!. Because
of this unusually high annoyance and because the study
would dominate the outcome with its 10 939 cases, NET-371
and the ‘‘combined dataset,’’ consisting of the other datasets
from Table I, are analyzed separately.

Noise sensitivity as well as questions regarding conver-
sation disturbance, fear/worry, and odor annoyance are trans-
formed into 0–100 scales by the same rule used for noise
annoyance~see Sec. IV!.

VI. ANALYSES AND RESULTS

Relations are analyzed with standard multiple regression
analysis, in which the independent variables are entered si-
multaneously. Previous exposure-response analyses found an
effect of the type of transportation and a large study effect
~see references in the Introduction!. In order to take these

effects into account, indicator variablesSi are defined for all
but one dataset (Si is equal to 1 for the cases from dataseti
and 0 for all other cases!. These indicator variables are in-
cluded as independent variables in the regression analyses of
the combined dataset. In this way the relationship with the
dependent variable for the individual datasets can differ by a
constant. There are no high correlations between the inde-
pendent variables that could cause unstable solutions, and
there are no reasons to expect important violations of the
assumptions underlying inferences from the outcomes~nor-
mality, linearity, homoscedasticy; cf. Tabachnick and Fidell,
1983, p. 77!. The only exception is a possible curvilinear
effect of age~Miedema and Vos, 1998!, which is accounted
for by including also the square of age as a predictor.

A. Noise sensitivity and noise exposure

The relation of noise sensitivity~dependent variable!
with noise exposure~DNL! is investigated with a multiple
regression analysis, with gender, age, and the square of age
as covariates. The model of which the parameters are esti-
mated is as follows:

Sensitivity5a1S iai•Si1b•DNL1c•Gender1d1•Age

1d2•Age2. ~1!

The parametera is determined by the dataset for which there
is no indicator variableSi ~eachSi , and henceS iai•Si , is
equal to zero for all the cases in that dataset!, i.e., for that
dataseta is the intercept of the linear relationship between
DNL and annoyance. The parametersai are additive ‘‘cor-
rections’’ to a so that (a1ai) is the intercept for dataseti.
The termS iai•Si is omitted in the application of the model
to the single dataset NET-371.

Table II gives the estimates ofb, c, d1 , d2 , and their
standard errors based on the combined dataset and NET-371,

TABLE I. ~Continued.!

NET-106 Bitter, C.~1979!. ‘‘Perception and Experience of Traffic Noise in a Residential District along a State Highway,’’ Urban Ecol.4, 161–177.
NET-153 de Jong, R. G.~1979!. ‘‘A Dutch Study on Railway Traffic Noise,’’ J. Sound Vib.66~3!, 497–502.
NET-258 de Jong, R. G.~1981!. ‘‘Beleving van Geluidwerende Voorzieningen Langs Rijksweg 10’’~Evaluation of Noise Abatement Measures Alongside

Highway 10!, Geluid en Omgeving4~1!, 16–18. Dokumentnr: 801. IMG-TNO, Delft. Geluid en Omgeving4@1#, 16–18.
NET-276 Miedema, H. M. E., and Berg, R.~1988!. ‘‘Community Response to Tramway Noise,’’ J. Sound Vib.120, 341–346.
NET-362 Ericsz, W. J., Noordam, A., and Schoonderbeek, W.~1986!. ‘‘Trollificering van buslijn 9 in Arnhem,’’ Onderzoek naar de effecten van

geluidhinder. Noise series GA-HR-12-1. Ministerie VROM, Leidschendam.
NET-371 TNO, RIVM. ~1998!. ‘‘Self Reported Health, Risk Perception and Residential Satisfaction Around Schiphol Airport, Netherlands.’’
NET-379 van Dongen, J. E. F., Steenbekkers, J. H. M., and Vos, H.~1999!. ‘‘De kwaliteit van de leefomgeving rond Groningen Airport Eelde,’’ 99.031,

Leiden, TNO-PG.
SWE-365 Öhrström, E., and Ska˚nberg, A. B.~1996!. ‘‘A Field Survey on Effects of Exposure to Noise and Vibration from Railway Traffic, Part 1:

Annoyance and Activity Disturbance Effects,’’ J. Sound Vib.193, 39–47.
SWE-385 Murase, S., Sato, T., Yano, T., Bjo¨rkman, M., Rylander, R., and Dankittikul, W.~2000!. ‘‘Comparison of Path Models of Road Traffic Noise

Annoyance in Sweden, Japan, and Thailand.’’ Proceedings of WESTPRACVII~Seventh Western Pacific Regional Acoustics Conference!.
Kumamoto, pp. 939–942.

TRK-367 Kurra, S., Tamer, N., and Rice, C. G.~1995!. ‘‘Environmental Noise Pollution Research Project Report,’’ Istanbul, Technical University.
UKD-242 Atkins, C., Nurse, K., and Richmond, C.~1982!. ‘‘Aircraft Noise Index Study: Tabulations of the Responses to the Social Surveys,’’ DR

Communication 8312~1984!, Civil Aviation Authority, London.
UKD-071 Langdon, F. J., and Buller, I. B.~1977!. ‘‘Road Traffic Noise and Disturbance to Sleep,’’ J. Sound Vib.50~1!, 13–28.
UKD-072 Sando, F. D., and Batty, V.~1975!. ‘‘Road Traffic and the Environment,’’ Social Trends5, 64–69.
UKD-116 Fields, J. M.~1977!. ‘‘Railway Noise Annoyance in Residential Areas: Current Findings and Suggestions For Future Research,’’ J. Sound Vib.

51~3!, 343–351.
UKD-157 Langdon, F. J., and Griffiths, I. D.~1982!. ‘‘Subjective Effects of Traffic Noise Exposure, II: Comparisons of Noise Indices, Response Scales,

and the Effects of Changes in Noise Levels,’’ J. Sound Vib.82~2!, 171–180.
UKD-242 Brooker, P.~1983!. ‘‘Public Reaction to Aircraft Noise: Recent U.K. Studies,’’ Inter-noise 83, pp. 951–955.
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respectively. The 28 estimates of the intercepts for the com-
bined dataset~a and theai) are omitted because they are not
of particular interest here. Table II shows that DNL has at
most a weak positive effect on noise sensitivity. In addition,
it shows that noise sensitivity is a curvilinear function of age.
This relation is similar to the curvilinear relation between
noise annoyance and age found by Miedema and Vos~1998!.

In addition, Table III presents the simple correlations
between DNL and noise sensitivity. These 29 correlations are
low, 22 are not significantly different from 0~1% level, two

tailed!, and the 7 significant correlations have a positive sign.
This different analysis also shows that noise exposure has at
most a weak positive influence on noise sensitivity.

B. Working mechanism of noise sensitivity

The working mechanism is investigated with a multiple
regression analysis in which annoyance is the dependent
variable, and noise exposure~DNL!, noise sensitivity, and
the product of these two variables are the predictors. If the
product term contributes significantly to the prediction of
annoyance, then noise sensitivity interacts with DNL, and it
can be concluded that it influences the effect of the noise
exposure. The model of which the parameters are estimated
is as follows:

Effect5a1S iai•Si1b•DNL1c•Sensitivity

1d•Sensitivity•DNL. ~2!

The effect in this equation is annoyance.~For the analyses in
the next subsections, the effect is conversation disturbance,
fear/worry, or odor annoyance, respectively!. Table IV ~com-
bined dataset! and Table V~NET-371! give the estimates of
the parametersb, c, and d and their standard errors. It is
found that the interaction of DNL with sensitivity contributes
strongly to annoyance.

C. Scope of the influence of noise sensitivity

To investigate the scope of the influence of noise sensi-
tivity, the same analysis conducted for annoyance~see
above! is carried out for conversation disturbance~combined
dataset and NET-371!, fear/worry related to the noise source
~combined dataset and NET-371!, and for odor annoyance
~NET-371 only!. Table IV ~combined dataset! and Table V
~NET-371! give the results. Because a conversation distur-
bance question was only included in a subset of the com-
bined dataset, the analysis for annoyance also has been car-
ried out for this subset. By comparing the results of this
analysis with the results for conversation disturbance, the use
of different datasets as a possible explanation of differences
can be excluded. Table IV also gives these results, and shows
that the contribution of the product term Noise
sensitivity•DNL to annoyance is stronger than its contribu-
tion to conversation disturbance. The coefficients of the in-
teraction terms do not come into each others 99% confidence
interval ~for conversation disturbance 0.007960.0026, for
annoyance 0.011460.0026!.

For the three studies in the combined dataset that mea-
sured fear~NET-379, UKD-72, UKD-116!, there is no effect
of noise sensitivity or its product with DNL on fear. The
coefficients for these terms are not significant at the 1%~or
5%! level.

The results for NET-371 in Table V concerning commu-
nication disturbance and annoyance are similar to the results
in Table IV for the combined dataset, except that noise sen-
sitivity now has very small nonsignificant coefficients. In
addition, Table V shows that the product between sensitivity
and DNL not only contributes to conversation disturbance
and annoyance, but also~much stronger! to worry about the
air traffic and to odor annoyance from the aircraft. Thus, it

1TABLE II. Estimates~B! of the parameters in Eq.~1!, the model for pre-
diction of noise sensitivity~0–100!, and their standard errors~s.e.!. The 28
intercepts for the combined datasets are not shown because they are not
relevant in the present context. All coefficients are significant at the 1%
level.

Combined dataset
(r 50.282)

NET-371
(r 50.110)

B s.e. B s.e.

Constant 12.7 4.3
DNL ~45–75! 0.08 0.03 0.19 0.07
Gender~0,1! 3 0.3 3 0.5
Age ~12–98! 0.92 0.06 0.82 0.09
Age2 20.0097 0.001 20.008 0.001

TABLE III. Correlations between DNL~45–75 dB! and noise sensitivity
~0–100! for the individual datasets. The correlation with an* are significant
at the 1% level.

Fields code r

Aircraft
CAN-168 20.005
NET-379 0.018
NET-371 0.031*
UKD-242 20.072

Road traffic
AUS-329 0.135*
CAN-168 0.022
FRA-092 0.115*
FRA-364 0.039
GER-192 0.068*
GER-373 0.008
GER-374 20.033
JPN-369 0.050
JPN-382 0.190*
NET-106 0.073
NET-258 0.132
NET-276 20.025
NET-362 0.083
SWE-368 0.074*
TRK-367 20.064
UKD-071 20.023
UKD-072 20.051
UKD-157 20.022
UKD-242 20.030

Railway
GER-192 20.027
JPN-370 0.152*
NET-153 20.013
NET-276 0.137
SWE-365 0.003
UKD-116 20.050
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appears that noise sensitivity also influences the effects of
environmental factors other than noise~for which DNL is
used as an indicator!.

In order to get an indication of how far the generality of
noise sensitivity goes, data from NET-371 concerning the
pleasant and unpleasant aspects of the surroundings are ana-
lyzed. Table VI gives the average noise sensitivity scores of
the respondents who selected an aspect, as well as the aver-
age noise sensitivity of those who did not select the aspect.
Respondents could also select the statement that there are no
pleasant aspects, or the statement that there are no unpleasant
aspects. Only 1% selected the statement that there are no
pleasant aspects, and these respondents are on average more
sensitive to noise. A considerably larger part, namely 12%,
selected the statement that there are no unpleasant aspects,
and these respondents are on average less sensitive to noise.

VII. NOISE SENSITIVITY AND NOISE EXPOSURE

Noise sensitivity has previously been found to be inde-
pendent of the noise exposure~Job, 1988, p. 997, Table VII
with overview of correlations noise/sensitivity found in eight
studies! and independent of changes in noise exposure~Raw
and Griffith, 1988!. The results in Tables II and III confirm
this. Analyses of the combined dataset (N523 038) and the
large aircraft noise study NET-371 (N510 939) show that
noise sensitivity at most has a very weak, positive relation-
ship with noise exposure. The influence of noise exposure on
noise sensitivity is very small compared to the influence of
noise sensitivity on, e.g., noise annoyance. The very weak
association between noise sensitivity and noise exposure
cannot explain the strong influence of noise sensitivity on

annoyance. The association between noise exposure and
noise sensitivity is sufficiently low to be neglected in causal
models of noise effects.

This absence of an association has implications regard-
ing the nature of noise sensitivity. By definition, noise sensi-
tivity is a personal trait if it is invariant over different con-
ditions and stable over time~with stability gradually
decreasing as the time interval is longer!. The above-
discussed lack of association between noise exposure and
noise sensitivity is an important indication that noise sensi-
tivity is invariant over different conditions. Together with the
relative stability over time~see Sec. III! this indicates that
noise sensitivity is a personal trait and not only a temporary
or situational state.

VIII. WORKING MECHANISM OF NOISE SENSITIVITY

Stansfeld~1992, pp. 14–15, Table 3! found that noise
sensitivity has an effect on annoyance, but this effect was
much larger and significant only for the respondents in the
high noise exposure area. The effect of noise sensitivity on
annoyance was not significant in an area with low noise ex-
posure. A similar interaction between the influences of noise
exposure and noise sensitivity on annoyance was found in an
earlier investigation with a slightly larger sample, including
the same respondents~Stansfeld, 1992, pp. 14–15, Table 3!.

Miedema and Vos~1998! found a main effect of noise
sensitivity on annoyance. They translated this into the
equivalent DNL difference, i.e., the increase in DNL that
gives a difference in annoyance that is the same as the dif-
ference found between low and high noise sensitive persons.
However, they did not investigate interactions. Here the

TABLE IV. Estimates~B! of parameters in Eq.~2! ~for the prediction of conversation disturbance and noise
annoyance!, and their standard errors~s.e.!. The effects are measured on a 0–100 scale. The 28 intercepts for
individual datasets are not shown because they are not relevant in the present context. The estimates are based
on the combined dataset. All coefficients are significant at the 1% level.

Conversation
disturbance~c.d.! Annoyance

Studies with c.d.
(r 50.525)

Studies with c.d.
(r 50.516)

All studies
(r 50.556)

B s.e. B s.e. B s.e.

DNL ~45–75! 0.62 0.06 0.94 0.07 0.87 0.04
Noise sensitivity~0–100! 20.37 0.07 20.42 0.09 20.508 0.05
Noise sensitivity*DNL 0.0079 0.001 0.0114 0.001 0.0124 0.001

TABLE V. Estimates~B! of parameters in Eq.~2! ~for the prediction of conversation disturbance, annoyance,
worry, and odor annoyance related to the air traffic! and their standard errors~s.e.!. The effects are measured on
a 0–100 scale. Estimates are based on study NET-371. All coefficients are significant at the 1% level, except the
ones marked with* .

Conversation
(r 50.494)

Noise annoyance
(r 50.484)

Worry
(r 50.435)

Odor annoyance
(r 50.425)

B s.e. B s.e. B s.e. B s.e.

Constant 2118.4 7.1 298.3 9.2 287.7 10.4 263.7 9.6
DNL ~45–75! 2.88 0.13 2.41 0.16 1.96 0.18 1.35 0.17
Sensitivity ~0–100! 20.09* 0.14 0.03* 0.18 21.15 0.21 21.81 0.19
Noise sensitivity*DNL 0.0058* 0.002 0.0084 0.003 0.0281 0.004 0.0376 0.003
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same datasets combined with ten additional datasets are re-
analyzed, and the data from the large aircraft noise study
NET-371 is analyzed, now allowing for interaction with the
noise exposure. Then a~strong! interaction between noise
sensitivity and noise exposure is found~see Tables IV and

V!. Figures 3 and 4 illustrate this. They are obtained by
substituting the parameter estimates from Tables IV and V in
Eqs. ~1! and ~2!. For the combined dataset, allSi are set
equal to 0 so that the intercept of the lines~a! is based on 1
of the 28 datasets. Consequently, the absolute ‘‘height’’ of
the lines in Fig. 3 is more or less arbitrary. Sensitivity in Eqs.
~1! and ~2! has been set equal to 0 for the lines labeled
sensi50, and for the lines sensi5100 it has been set equal to
100. Thus, the difference between the lines sensi50 and
sensi5100 represents the upper boundary of the influence of
noise sensitivity.

With annoyance as the effect, the coefficient of the in-
teraction term found on the basis of NET-371~0.0084! is
lower than this coefficient for the combined dataset~0.0124!,
but they are in the same order of magnitude~see Tables III
and IV!. These coefficients determine the differences in the
slopes of the annoyance functions for sensi50 and sensi
5100, in Figs. 3 and 4. It is noteworthy that the lines for low
and high sensitives converge to a low level of annoyance at
low exposure levels~40–45 dB! in Fig. 3 ~based on the
combined dataset! but not in Fig. 4~based on NET-371!.

IX. SCOPE OF THE INFLUENCE OF NOISE
SENSITIVITY

The influence of noise sensitivity on the perception of
sound, disturbance of recall, or conversation by noise, noise
annoyance, fear related to the noise source, physiological
effects, sleep disturbance, and the evaluation of environmen-

FIG. 3. Relations between, on the one hand, conversation disturbance or
annoyance, and, on the other hand, DNL, when sensitivity is set equal to 0
or 100 in Eq.~2! with the parameter estimates from Table III~combined
dataset!.

TABLE VI. The average noise sensitivity~0–100! for those who did not select a statement as applying to his/her surrounding~no!, and those who did select
the statement~yes!. In addition, the percentages of respondents are given for both categories. The same information is given between parentheses for
respondents who did not select the final statements~there are no pleasant aspects; there are no unpleasant aspects!. The data are from NET-371.

Pleasant aspects No Yes Unpleasant aspects No Yes

Quiet 47~48!
63%~65%!

42~44!
37%~35%!

Not quiet 41~43!
72%~69%!

54~54!
28%~31%!

Little traffic 46~47!
61%~62%!

44~45!
39%~38%!

Much traffic 43~46!
79%~77%!

51~51!
21%~23%!

Space/space for living 46~47!
59%~60%!

44~46!
41%~40%!

Little space/space for living 45~46!
92%~91%!

49~49!
8%~9%!

Stores nearby 45~47!
52%~53%!

45~46!
48%~47%!

Stores far away 45~47!
88%~86%!

46~46!
12%~14%!

Work nearby 45~47!
71%~71%!

44~46!
29%~29%!

Work far away 45~47!
94%~94%!

47~46!
6%~6%!

School nearby 45~47!
78%~78%!

43~45!
22%~22%!

School far away 45~47!
96%~96%!

47~47!
4%~4%!

Center nearby/central
location

45~47!
75%~75%!

44~46!
25%~25%!

Center far away/not a
central location

45~47!
92%~92%!

47~47!
8%~8%!

Close to/good
connections with town

45~47!
56%~56%!

45~47!
44%~44%!

Town far away 45~47!
95%~94%!

48~47!
5%~6%!

Much green/possi-
bilities for recreation

45~46!
62%~63%!

46~48!
38%~37%!

Too little green/nature/
possibilities for recreation

45~47!
90%~89%!

48~48!
10%~11%!

Nice neighbor-
hood/neighbors

46~48!
60%~61%!

43~45!
40%~39%!

No nice neighbor-
hood/neighbors

44~46!
92%~91%!

50~50!
8%~9%!

Space/nice view 45~47!
67%~67%!

45~47!
33%~33%!

No nice view 45~46!
87%~86%!

48~48!
13%~14%!

Nice dwelling
~garden!

46~47!
43%~44%!

45~46!
57%~56%!

No nice dwelling
~garden!

45~46!
94%~93%!

50~50!
6%~7%!

No environmental
pollution

46~47!
87%~89%!

39~42!
13%~11%!

Environmental pollution 43~45!
77%~74%!

52~52!
23%~26%!

Safe living environment 46~47!
78%~79%!

42~44!
22%~21%!

Unsafe living environment 44~46!
88%~87%!

52~52!
12%~13%!

No pleasant aspects 99% 1% No unpleasant aspects 88% 12%
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tal factors in general is discussed in the following separate
subsections. In the final subsection, limits to the scope of the
influence of noise sensitivity are discussed.

A. Perception

Noise sensitive persons do not rate noise as being louder
~Stephens, 1970; Waddell and Gronwall, 1984; Winneke and
Neuf, 1992!. Moreira and Bryan~1972! found a weak rela-
tion with the slope of the loudness function, but this is diffi-
cult to interpret without knowledge of the intercept. Eller-
meier et al., ~2001! found no difference in absolute
threshold, intensity discrimination, simple auditory reaction
time, or growth rate of the loudness functions between low
and high sensitive persons. Differences were found when the
judgments involved evaluation of the noise, such as ratings
of the unpleasantness or determinations of the uncomfortable
loudness level~Thomas and Jones, 1988; Winneke and Neuf,
1992; Ellermeieret al., 2001!. Thus, while in the laboratory
negative qualities of sounds are rated higher by the sensitive
persons, there appears to be no difference in the pure percep-
tion of the sounds.

B. Disturbance „of recall or conversation … and
annoyance

Ellermeier and Zimmer~1997! studied the effect of ‘‘ir-
relevant speech’’ on recall. They found that noise sensitivity
was only weakly associated with recall performance, the
strength of the association depending on the type of scale.
Only one of the four noise sensitivity scales~see Sec. III!,
namely their own scale, had a significant relation with recall
performance.

Stansfeld~1992! found no relation between hearing loss
and noise sensitivity in a study with depressed patients and
matched controls, although in general~neuro-sensory! hear-
ing loss is associated with a larger detrimental effect of noise

on speech comprehension. This finding suggests that vulner-
ability of speech comprehension to noise does not lead to
higher self-reported noise sensitivity.

Figure 3, based on the current analyses of the combined
dataset, illustrates that noise sensitivity has an effect on con-
versation disturbance, but has a stronger effect on noise an-
noyance. In Fig. 4, based on the analysis of NET-371, the
difference in the slopes of the two lines for conversation
disturbance and the difference in the slopes for annoyance
are smaller. The effect on conversation disturbance presum-
ably occurs because the rating of conversation disturbance
not only reflects the frequency of occurrence of conversation
disturbance, but also the evaluation of noise causing this dis-
turbance. Noise annoyance has a stronger evaluative compo-
nent and is found to be influenced more strongly by noise
sensitivity.

The above findings suggest that the noise sensitivity
does not so much influence actual interferences by noise, but
has an influence on the evaluation of interferences. However,
due to the limited and somewhat ambiguous evidence re-
garding recall, and the confounding of the self-reported
speech interference with feelings regarding noise causing
this interference, the evidence for this hypothesis is consid-
ered to be limited and inconclusive.

C. Anxiety

The relationship between noise sensitivity and~trait!
anxiety has been documented in the literature~Zimmer and
Ellermeier, 1998!. The results in Table V and Fig. 4 indicate
that noise sensitivity also has an important role in the gen-
eration of anxiety or worry by aircraft~state anxiety!. The
figure shows a similar pattern as found on the basis of the
combined dataset for speech disturbance and annoyance~see
Fig. 3!, but with a larger divergence between low and high
sensitives. Since fear/worry has a stronger affective/

FIG. 4. Relations between, on the one
hand, conversation disturbance, an-
noyance, fear/worry or odor annoy-
ance, and, on the other hand, DNL,
when sensitivity is set equal to 0 or
100 in Eq. ~2! with parameter esti-
mates from Table IV~NET-371!.
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emotional component, this is consistent with the hypothesis
that especially affective/emotional reactions are influenced
by noise sensitivity.

NET-379, a small study around a local airport that only
accommodates small aircraft, the road traffic study UKD-72,
and the railway study UKD-116 give a different outcome
with respect to fear. Here no effect of noise sensitivity or the
product term Noise sensitivity• DNL is found. The absence
of an effect on fear in these studies may be explained by the
low prevalence of fear, and a different nature of the fear. Fear
around a small airport, roads, and railways may be different
from the fear in NET-371, which is a busy international air-
port with large aircraft flying over. The noise sensitivity
questions used in UKD-72 and UKD-116 were dichotomous,
which also may have contributed to the lack of an effect.

D. Physiological effects

Stansfeld~1992! studied the effect of noise level and
noise sensitivity~using two different noise sensitivity scales!
on skin conductance response and on heart rate response in
18 depressed patients and 18 matched controls. For skin con-
ductance, he found a small main effect of noise sensitivity,
while a strong interaction between noise level and sensitivity
was found: differences in responses between low and high
sensitive persons were higher when the noise exposure was
higher~Stansfeld, 1992, p. 27 and Fig. 3!. This effect on skin
conductance was only found with one of the noise sensitivity
scales, while the following effect on heartbeat was only
found with the other scale. For heart beat it was found that
low levels of noise had no effect or induced a deceleration of
the heart beat in both sensitive and nonsensitive persons,
while higher noise levels induced accelerations, in noise sen-
sitive persons only~Stansfeld, 1992, pp. 29–30 and Fig. 6!.
This is consistent with findings reported by O¨ hrstöm et al.
~1988, p. 444!, who reported a somewhat larger increase in
heart rate after noise events during sleep for noise sensitive
persons compared to nonsensitive persons.

E. Sleep disturbance

Lercher ~1995, Fig. 1! found that sleep disturbance by
road traffic noise was not related to noise sensitivity at low
noise levels, while at higher noise levels the percentage of
noise sensitive persons reporting sleep disturbance was much
higher than the percentage nonsensitive persons reporting
sleep disturbance. This is consistent with findings reported
by Öhrstöm et al. ~1988, p. 445!, who report a larger effect
of noise on time to fall asleep and on subjective sleep quality
for noise sensitives compared to nonsensitives.

F. Odor annoyance

Winneke and Neuf~1992! compared the reactions of
persons who are highly annoyed by noise in their residential
area with the reactions of persons from the same areas who
were little annoyed. They found that in the laboratory the
highly annoyed persons were not only more annoyed by ex-
posure to noise, but also by exposure to odor (H2S) and
exposure to environmental tobacco smoke. The same experi-
ments were carried out with persons who were living close to

an industrial odor source and who were highly annoyed by
the odor and persons from the same area who were not an-
noyed by the odor. For these persons the same reaction pat-
tern was found. In the laboratory the highly annoyed persons
were not only more annoyed by exposure to odor (H2S), but
also by exposure to noise and to environmental tobacco
smoke. This suggests that the same sensitivity contributes to
high noise annoyance, high odor annoyance, and high annoy-
ance by environmental tobacco smoke, and it supports the
hypothesis that noise sensitivity also affects reactions to en-
vironmental factors other than noise. Results from the large
aircraft noise study NET-371 in Table V and the correspond-
ing Fig. 4 further demonstrate that noise sensitivity also has
a strong effect on odor annoyance. The relationship between
noise sensitivity and odor annoyance is similar to the rela-
tionship between noise sensitivity and self-reported noise ef-
fects found on the basis of the combined dataset, and similar
to the relationship between noise sensitivity and worry found
for NET-371.

G. Sensitivity to environmental factors in general

Langdon~1976! found that noise sensitivity has a strong
relation with general environmental dissatisfaction. It is not
likely that this relation between noise sensitivity and general
dissatisfaction with the environment is mediated by higher
noise annoyance, because noise annoyance was only very
weakly related to general environmental dissatisfaction. It
appears that a noise sensitive person is more concerned about
the existence of environmental problems, and that this con-
cern is not a consequence of a higher annoyance caused by
noise pollution. Consistent findings have been reported by
Meijer et al. ~1985!, who found that noise sensitive persons
have less appreciation of their living environment.

H. Limits to the influence of noise sensitivity

In the previous subsections it has been found that noise
sensitivity does not only influence effects of noise, but also
reactions to other environmental factors. Here the limits to
the influence of noise sensitivity are explored. Specifically,
the hypothesis that noise sensitivity is an aspect of negative
affectivity ~experiencing discomfort under all circumstances!
is discussed.

Broadbent~1972! reported that noise sensitive subjects
were less favorable in their evaluation of food, holidays, and
beauty. Thus, they showed a general negativity consistent
with the hypothesis that noise sensitivity is an aspect of a
general disposition to experiencing discomfort. This finding
appears to indicate that noise sensitivity is an aspect of gen-
eral negative affectivity. However, the evidence is ambigu-
ous. The~permanent! influence of noise~and other environ-
mental factors! may bring noise sensitive persons in a state
which resembles negative affectivity, while it does not in-
duce such a state in nonsensitive persons. This would cause
correlations of noise sensitivity with aspects of negative af-
fectivity, while noise sensitivity is not an aspect of negative
affectivity.

Results from analyses discussed in previous subsections
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provide evidence for the hypothesis that noise sensitivity and
negative affectivity are different traits. Persons with high
negative affectivity experience discomfort under all circum-
stances, even in the absence of a clear agent that may cause
discomfort ~Watson and Clark, 1984; Watson and Pen-
nebaker, 1989!. Thus, if noise sensitivity is an aspect of
negative affectivity, then the evaluation of noise by sensitive
persons would be shifted towards the negative side indepen-
dent of the noise exposure. This, however, is not what has
been found~see Figs. 3 and 4!. The outcome that noise sen-

sitivity exerts its influence by changing the influence of noise
contradicts the hypothesis that noise sensitivity is an aspect
of a general negative affectivity.

Furthermore, Jobet al. ~1999! found that the correla-
tions between self-ratings of sensitivity to aircraft noise, sen-
sitivity to traffic noise, general sensitivity to loud noises, and
general sensitivity to quiet noises were significant, while rat-
ings of neighborhood parks and playgrounds did not corre-
late significantly with any of these sensitivity ratings. Thus
noise sensitivity does not influence the evaluation of all cir-

FIG. 5. Average noise sensitivity score for respondents who selected an aspect as applying to the surroundings, with a reference line for the overall mean noise
sensitivity, and the 95% confidence intervals of the averages.~Results from Table VI, for those who did not select the final statements; NET-371.!
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cumstances, which indicates that it is not the same as general
negative affectivity.

To further investigate whether noise sensitivity is an as-
pect of negative affectivity, data from NET-371 concerning
the selection of pleasant and unpleasant aspects of the sur-
roundings are used. Figure 5 illustrates the outcomes pre-
sented in Table VI, and gives for each aspect the average
noise sensitivity score of the respondents who selected it.
The average sensitivity scores are given for those respon-
dents who did not state that there are no pleasant aspects or
that there are no unpleasant aspects. The aspects are ordered
according to the average sensitivity. The vertical line repre-
sents the overall average noise sensitivity. The figure indi-
cates that noise sensitivity plays a role in the evaluation of
many~environmental! aspects. Noise sensitive persons select
positive aspects less often as a pleasant aspect of their sur-
roundings. This suggests a general negative attitude. How-
ever, the influence of noise sensitivity is not equal for all
aspects. It is strongest for the aspects~not! quiet, ~no! envi-
ronmental pollution, and~un! safe living environment. This
differentiation, with the strongest effect of noise sensitivity
on pure environmental aspects is not consistent with the hy-
pothesis that noise sensitivity is an aspect of a general nega-
tive affectivity.

X. CONCLUSION AND DISCUSSION

Noise sensitivity has at most a very weak~positive! re-
lationship with noise exposure, which cannot explain the
strong influence of noise sensitivity on effects such as noise
annoyance. Weak positive correlations where found in 7 of
the 29 currently analyzed datasets. Noise sensitivity changes
the influence of noise exposure on noise annoyance, and
does not~only! have an additive effect, i.e., it affects the rate
at which annoyance increases when the noise exposure gets
higher. It also alters reactions other than noise annoyance,
such as self-reported sleep disturbance attributed to noise, as
well as reactions to other environmental conditions, such as
odor. Reactions influenced by noise sensitivity have a strong
affective component. If there is no strong affective compo-
nent ~e.g., pure perception!, there appears to be little influ-
ence of noise sensitivity. Noise sensitivity is more specific
than a general critical tendency. It appears that noise sensi-
tivity has relatively little influence on evaluations of nonen-
vironmental conditions.

The above results suggest that noise sensitive subjects
have a predisposition to discriminate environmental condi-
tions and evaluate them. This predisposition is weaker or
lacking in persons who are not sensitive to noise. Therefore,
the significance of understanding noise sensitivity is not re-
stricted to the field of environmental noise. Hopefully, future
work will lead to an integral model of the influence of noise
sensitivity on reactions to environmental conditions.
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Belojević, G., and Jakovljevic´, B. ~1997!. ‘‘Subjective reactions to traffic
noise with regard to some personality traits,’’ Environ. Int.23, 221–226.
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Öhrström, E., Rylander, R., and Bjo¨rkman, M. ~1988!. ‘‘Effects of night
time road traffic noise an overview of laboratory and field studies on noise
dose and subjective noise sensitivity,’’ J. Sound Vib.127, 441–448.

Raw, G. J., and Griffith, I. D.~1988!. ‘‘Individual differences in response to
road traffic noise,’’ J. Sound Vib.121, 463–471.

Schultz, T. J.~1978!. ‘‘Synthesis of social surveys on noise annoyance,’’ J.
Acoust. Soc. Am.64, 377–405.

Stansfeld, S. A.~1992!. ‘‘Noise, noise sensitivity and psychological stud-
ies,’’ Psychol. Med. Monograph Suppl. 22~Cambridge U.P., Cambridge!.

Stephens, S. D. G.~1970!. ‘‘Personality and the slope of loudness func-
tions,’’ Q. J. Exp. Psychol.22, 9–13.

Tabachnick, B. G., and Fidell, L. S.~1983!. Using Multivariate Statistics
~Harper & Row, New York!.

1503J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 H. M. E. Miedema and H. Vos: Noise sensitivity



Thomas, J. R., and Jones, D. M.~1988!. ‘‘Individual differences in noise
annoyance and the uncomfortable loudness level,’’ J. Sound Vib.82, 289–
304.

Waddell, P. A., and Grondwall, D. M. A.~1984!. ‘‘Sensitivity to light and
sound following minor head injury,’’ Acta Neurol. Scand.69, 270–276.

Watson, D., and Clark, L. E.~1984!. ‘‘Negative affectivity: The disposition
to experience aversive emotional states,’’ Psychol. Bull.96, 465–490.

Watson, D., and Pennebaker, J. W.~1989!. ‘‘Health complaints, stress and
distress: Exploring the central role of negative affectivity,’’ Psychol. Rev.
96, 234–254.

Weinstein, N. D.~1978!. ‘‘Individual differences in reactions to noise: a
longitudinal study in a college dormitory,’’ J. Appl. Physiol.63, 458–466.

Winneke, G., and Neuf, M.~1992!. ‘‘Psychological response to sensory
stimulation by environmental stressors: trait or state?’’ Appl. Psychol.41,
257–267.

Zimmer, K., and Ellermeier, W.~1997!. ‘‘Eine deutsche Version der La¨rm-
empfindlichkeitsskala von Weinstein@A German version of Weinstein’s
noise sensitivity scale#,’’ Z. Lä rmbekämpfung44, 107–110.
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Measurement of acoustical characteristics of mosques
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The study of mosque acoustics, with regard to acoustical characteristics, sound quality for speech
intelligibility, and other applicable acoustic criteria, has been largely neglected. In this study a
background as to why mosques are designed as they are and how mosque design is influenced by
worship considerations is given. In the study the acoustical characteristics of typically constructed
contemporary mosques in Saudi Arabia have been investigated, employing a well-known impulse
response. Extensive field measurements were taken in 21 representative mosques of different sizes
and architectural features in order to characterize their acoustical quality and to identify the impact
of air conditioning, ceiling fans, and sound reinforcement systems on their acoustics. Objective
room-acoustic indicators such as reverberation time~RT! and clarity (C50) were measured.
Background noise~BN! was assessed with and without the operation of air conditioning and fans.
The speech transmission index~STI! was also evaluated with and without the operation of existing
sound reinforcement systems. The existence of acoustical deficiencies was confirmed and quantified.
The study, in addition to describing mosque acoustics, compares design goals to results obtained in
practice and suggests acoustical target values for mosque design. The results show that acoustical
quality in the investigated mosques deviates from optimum conditions when unoccupied, but is
much better in the occupied condition. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1531982#

PACS numbers: 43.55.Br, 43.55.Gx, 43.55.Jz, 43.55.Mc@MK #

I. INTRODUCTION

Mosques are places of worship used for prayer, public
speaking, preaching, lecturing, andQur’an recitations. All
activities performed in mosques are related to speech audi-
bility and intelligibility. Therefore, the design of their acous-
tical features requires careful consideration if good listening
conditions are to be achieved. Although mosques are
uniquely important buildings in every Muslim community, in
general, their acoustical quality evaluation, problems~if any!
and possible remedies have not received adequate attention
in the literature. Hammad1 in an early study evaluated speech
intelligibility via rapid speech transmission index~RASTI!
measurements in mosques in Amman, Jordan. He concluded
that, in general, the acoustical characteristics of mosques had
been largely neglected. In 1991, the acoustical problems of a
huge mosque built in Amman were investigated.2 The au-
thors recommended that acoustical properties of mosques
should be considered at the early stages of design. In 1995, a
study3 established the relative influence of active environ-
mental control systems on the acoustical performance of a
typical mosque in the Gulf region. Recently, Abdou4 pre-
sented and discussed the potential of utilizing room-acoustics
simulation in the early stages of mosque design, where deci-
sions are made to establish the mosque geometry, surface
materials, and speech reinforcement system~SRS! distribu-
tion.

Acoustic evaluations of other religious buildings5–9 have
been extensively reported. For example, the varying of the
acoustics of a large cathedral for satisfactory speech intelli-
gibility, by the use of carefully designed, installed, main-
tained, and operated sound amplification system has been
demonstrated and discussed.5 In addition to assessing acous-
tical quality by using pressure-based room acoustics indica-
tors, visualizing the directional characteristics of sound fields
at the listener position is also possible. Three-dimensional
transient sound intensity impulse responses have been uti-
lized to assess the effectiveness of a sound system in a large
reverberant church.7 Subjective and objective acoustical field
measurements have been conducted in a survey9 of 36 Ro-
man Catholic churches in Portugal. The idea was to evaluate
and predict the acoustical quality of these churches. Correla-
tion analyses and statistical modeling identified relationships
between some room-acoustic indicators and speech intelligi-
bility in this particular style of church. Recently clarity and
definition acoustic indices in Gothic churches were measured
and compared with expected results derived from a semi-
empirical analytical model.10 In the literature, objective and
subjective evaluation of halls used for other functions such
as concert halls, opera houses and classrooms have been
widely reported. However, developments employing impulse
response techniques11,12 for evaluating the acoustical quality
in different types of enclosures have not yet been applied to
mosques, at least not in widely known publications. In addi-
tion not many readers are aware of mosque design, its wor-
ship considerations, acoustical properties, and requirements.

The objectives of the current work were the following:
a!Assistant Professor of Architectural Engineering. Electronic mail:
adel@kfupm.edu.sa
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~1! To give a background about the mosque’s basic design
elements as influenced by worship considerations and
mosque classifications;

~2! to characterize the acoustical quality of typical contem-
porary mosques built in Saudi Arabia and, subsequently,
to objectively confirm~or otherwise! the existence of
acoustical problems with respect to speech intelligibility
and compare design goals with results obtained in prac-
tice;

~3! to identify the impact of active environmental control
systems such as air-conditioning systems~A/C! and me-
chanical ventilation incorporated into mosque designs on
the acoustical quality; and

~4! to investigate the overall effectiveness of the SRS most
commonly operated in mosques for enhancing speech
intelligibility.

II. COMMON CHARACTERISTICS OF
CONTEMPORARY MOSQUES

A. Basic design elements of a mosque

Historically, the first mosque built inAl-Madinah Al-
Monawarahcity, Saudi Arabiaformed the model for subse-
quent mosques throughout the Islamic world13 in its combi-
nation of basic elements. It was a simple rectangular, walled
enclosure with a roofed prayer hall. The long side of the
rectangle is oriented toward the direction of the holy mosque
in Makkahcity. This wall is usually described as theqibla
wall. The wall contains a recess in its center in the form of a
wall niche called themihrab. This wall also includes the
minbar which is commonly an elevated floor, to the right of
the mihrab, from which theImam preaches or delivers the
Friday sermon, thekhutba. These basic elements are the es-
sentials of mosque design in Saudi Arabia, as they are else-
where in the Islamic world. Figure 1 illustrates the plan and
isometric of a simple, typical mosque design. The basic de-
sign elements are emphasized. Since the construction of the
first mosque, the functions of every mosque have remained

unchanged. However, the mosque architectural form, space,
construction system, and building materials have evolved
and developed to a significant and variable extent in different
parts of the Islamic world, influenced by many factors men-
tioned elsewhere.13,14

B. Worship modes in a mosque

The mosque design is mainly influenced by worship
considerations. Worship in a mosque consists of two major
modes. The first mode, namely theprayer mode, involves
performing prayers either individually or in a group, as reli-
giously prescribed. Group prayer must be performed with
worshippers standing, bowing, prostrating, or sitting behind
the Imam, on the same floor level, aligned in rows parallel to
theqibla wall with distances around 1.2 m apart. The second
mode is thepreaching mode, where worshippers are directly
seated on the floor in random rows listening to theImam
preaching or delivering thekhutba while standing on the
elevatedminbar floor. The minbar floor height varies from
one mosque to the other but usually is in the range of one to
three meters above the mosque floor. Figure 2 shows the
worshippers’ different postures and their orientation in rela-
tion to theImamwhile performing the two different religious
activities in the mosque. The congregational capacity of the
mosque is usually determined by the floor area divided by
the area required for a worshipper to perform the prayer, i.e.,
approximately 0.8031.250.96 m2.

C. Mosque classifications

While, in general,traditional mosques can be classified
according to their architectural form and configuration,con-
temporarymosques may be broadly classified according to
their size and location in relation to the community.14,15

Large mosques are located in large cities as public land-
marks. They are usually built by the government expressing
the state’s commitment to Islam. They are generally grand
in size and of large congregational capacity. Community

FIG. 1. The basic design elements of a simple mosque~a! plan, and~b! isometric.
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mosques~i.e., Jammamosques, whereFriday prayer, pre-
ceded byFriday speech, can be performed! are distributed
throughout urban and rural communities and may house ad-
ditional functions~e.g., a library, meeting rooms, clinic, etc.!,
in addition to the prime function of a space for performing
prayers. They are usually utilized for bothdaily prayers as
well as theFriday prayer and occasionally are supplemented
with a separate annex on the same floor level or in a mezza-
nine floor for female worshippers. Small local mosques are
located in small neighborhoods, and are of modest dimen-
sions and congregational capacity. The planning and design
guidelines for the above three types of mosque are available
in Ref. 15.

D. Mosque prototypes in Saudi Arabia: Common
features

In Saudi Arabia, many prototypes of mosque design
exist.16 Mosques are built in various sizes ranging from small
and medium to large types. They are usually typical in lay-
out, shape, construction system, and building material, but
with different types of air conditioning and electroacoustic
sound systems. From a field survey of 90 mosques, it was
observed from site visits, design drawings, and ‘‘as built’’
sketches that mosques are fairly similar with respect to their
construction systems. They are commonly constructed of re-
inforced concrete skeletal structures with flat roofs. The flat
roof is commonly supported on columns that are arranged on
a regular grid~i.e., structural unit!. A dome is sometimes
constructed spanning the central part of the roof to eliminate
intermediate columns. The shape represented by the aspect
ratio ~i.e., the mosque length over width!, and the floor area
of each mosque type is mainly controlled by the size and
proportion of the structural unit dimensions as well as the
total number of units~e.g., 533 units!. Interior materials of
these typical contemporary mosques vary. Walls are mostly
finished with reflecting materials such as painted plaster.
They usually contain a wainscot, around 1.0 m high, made of
marble tiles. The floor area is always covered with heavy
carpet. Hard, painted concrete ceilings with simple to elabo-
rate decorations are commonly used. Due to the harsh cli-
matic conditions in most of Saudi Arabia’s regions, air-
conditioners are virtually a necessity. Therefore, almost all
types of mosques are equipped with either a central, or a split
unit air-conditioning system or window-type unit, in concert
with ceiling fans for air circulation. Electroacoustic SRS
have also been implemented in mosques of all sizes to en-
hance the listening conditions in the mosque space, particu-
larly after the introduction of the air-conditioning systems
and the anticipated subsequent increase of ambient noise in
the mosque.

III. ASSESSMENT OF ACOUSTICAL QUALITY IN
MOSQUES

Nowadays, numerous subjective attributes of the listen-
ing experience in enclosures can be described by the many
available contemporary room-acoustic indicators. A compre-
hensive listing of these contemporary indicators, definitions,
corresponding subjective attributes, and suggested tolerance

FIG. 2. The worshippers’ different postures and their orientation in relation
to theImam in the two religious modes,~a! sections showing congregations
listening to theFriday speech~i.e., the preaching mode! and performing
Daily individual or group prayer~i.e., the prayer-performing mode!, and~b!
a top-view plan showing the source–receiver path~i.e., Imamworshippers!
in group prayer performing.
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range values can be found in Ref. 17. In mosques, the major
acoustical concern is verbal communication. All activities in
the mosque are dependent on speech audibility and intelligi-
bility. Speech intelligibility ~SI! is the percentage of speech
material that is correctly identified by the average listener.
The intelligibility of speech in rooms is related to both the
speech signal-to-noise ratio and to the acoustic characteris-
tics of the enclosure. That is, it can be influenced by the
speech sound level, ambient background noise~BN!, and the
reverberation time~RT! of the enclosure. Reverberation af-
fects SI by affecting the early-to-late arriving sound energies.
SI is directly related to the early-to-late energy fraction,
namely sound definition. In summary, in order to measure or
predict speech intelligibility, various objective-based mea-
sures can be used. Definition (D50) which is related to sound
clarity (C50), useful-to-detrimental sound ratios~e.g.,
SNR95,18 U50, and U80

19,20!, Speech transmission index
~STI!,21 rapid speech transmission index~RASTI!,22,23 and
the articulation loss of consonants (%ALcons)

24 are all indi-
cators of speech intelligibility with varying degrees of accu-
racy. Many studies have investigated and compared measures
of SI in rooms,25–27 particularly in classrooms.28–30 In this
study RT, BN, C50, and STI were measured to characterize
the acoustical conditions in mosques and assess SI.

IV. METHODOLOGY FOR OBJECTIVE FIELD
MEASUREMENTS

The first step in this investigation was to select sample
mosques representative of the majority of existing mosque
prototypes in Saudi Arabia. Ninety mosques were field sur-
veyed to assess their actual design and operation status. An
audit form for collecting relevant and essential data such as
the ‘‘as-built’’ physical information of mosques during site
visits was developed. The audit form addressed major as-
pects such as the following: general information about the
mosque, including a given reference number and location;
physical data, including the number of structural units and
dimensions; and use whether fordaily or Friday prayers, or
for both, and the existence of a separate hall or area for
women to perform prayers. Due to the importance of identi-
fying possible interior sources of noise as well as quantifying
ambient noise in the mosque, the type and unit distribution of
the A/C system were also considered. The mosque’s existing
SRS in terms of number of used loudspeakers, type, height,
and spatial arrangement was documented. A criterion was
then established to select representative sample mosques.
The dominance of mosque shape, size~type repetition!, and
other factors contributed to the final selection in addition to
mosque accessibility and proximity for the ease of equip-
ment movement. Out of the total of 90 mosques, 21~i.e., a
approximately 23%! were selected for acoustical field mea-
surements. Subsequently, pilot experimental measurements
in one of the selected mosques were implemented in order to
develop detailed procedures for the measurements. After re-
finement of the measurement setup, systematic acoustical
measurements in all the selected sample mosques were then
carried out and results analyzed.

A. Grouping of the sample mosques

Considering the mosque volume as an important param-
eter influencing acoustical characteristics, the sample
mosques were grouped in five categories. Table I presents
data summarizing the main physical characteristics of the
chosen 21 mosques. It includes information such as number
of structural units, mosque’s length, width, height, area, vol-
ume, and congregational capacity, all sorted in ascending or-
der with respect to the mosque volume. Group~A! includes
very small local mosques with volume,1000 m3; Group~B!
includes small mosques with volume>1000 m3 and,1500
m3; Group~C! includes medium mosques>1500 m3 ,2000
m3; Group ~D! contains large mosques with volume>2000
m3 and ,3000 m3; and Group ~E! contains very large
mosques with volume>3000 m3. The architectural plans of
the selected mosques grouped into five categories as identi-
fied above and indicated in Table I are shown later in part~a!
of Fig. 11. The selected mosques varied from very small
local mosques with an average volume of around 630 m3 and
a capacity of as few as 140 worshippers to large mosques
with volumes over 3000 m3 and a capacity of over 800 wor-
shippers. Mosque shape is represented by the aspect ratio
~AR!, i.e., length,L of qibla wall over mosque width,W,
capacity, and volume per worshipper is also indicated. The
mosque shapes varied from a square~AR51! to an elongated
rectangular shape~AR52.7! with an average AR of 1.7. All
had rectangular cross-sectional shapes of various aspect ra-
tios. Group ~F! includes a single huge~i.e., landmark!
mosque with a volume greater than 10000 m3 and an occu-
pancy of over 2800 worshippers, used forFriday prayer
only. The minimum, average, and maximum value range and
standard deviation~STD!, excluding the mosque referenced
DM43 in Group ~F!, of the physical characteristics of the
sample mosques, are shown in Table I.

B. Measurement system and procedures

In order to characterize and evaluate the acoustical char-
acteristics of the selected mosques the maximum length se-
quence system analyzer~MLSSA!31 was utilized. It is a PC-
based acoustic measuring system and analyzer for the
measurement and evaluation of room acoustics. MLSSA em-
ploys a maximum-length sequence~MLS! for the excitation
signal as a preferred alternative to the conventional white
noise stimulus. The MLS signal technique measures the im-
pulse response—the most fundamental descriptor of any lin-
ear system—from which a wide range of important acoustic
indicators can be determined through computer-aided post-
processing. MLSSA was used for the measurement, in com-
bination with an ‘‘omnidirectional’’ sound source of dodeca-
hedral configuration. The sound source was located in the
center of theqibla niche 1.0 m away from theqibla wall. The
height of the excitation sound source was maintained at 1.55
m from the floor to represent a person talking in a standing
position. This source was used to determine RT30, EDT, and
C50. Since SI is affected by the directivity of the sound
source, a small test loudspeaker was used as the sound
source radiating with sound directivity approximating that of
a human speaker for STI and %ALcons measurements to im-
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prove results. The small loudspeaker was located at the typi-
cal Imampraying position.

Based on the shape and floor area of each sample
mosque, an adequate number of listener positions was se-
lected for measurement in order to achieve a proper coverage
of the mosque floor area. The guidelines set by the ISO 3382
~1997!32 were adhered to. Impulse responses were then mea-
sured sequentially in each of the chosen listener locations.
Measurements were acquired using a calibrated 1/2 in. con-
denser microphone mounted on an adjustable microphone
holder fixed to a tripod, maintained 1.65 m above the floor
representing the location of a listener’s ear in a standing
position. The measurement was also repeated in the same
listener positions but with the microphone height lowered to
a height of 0.85 m above the floor representing the location
of the ear of a listener in a floor-seated position. Measure-
ments were carried out with the mosque unoccupied, and
with both the ceiling fans and the A/C system set to the
‘‘OFF’’ condition. The average of measurements taken on the
two different heights at all listener locations in the mosque
would represent worshippers at the two worship modes of
preaching and prayer performing and therefore would char-
acterize the spatial value of the acoustical indicator.

It was necessary to measure the mosque BN and subse-
quently determine the noise criterion~NC! rating. The
octave-band sound pressure level~SPL! of ambient BN was
measured at each selected measurement location using the
same calibrated 1/2 in. condenser microphone maintained at
1.65 m above the floor. The same was conducted at the mea-
surement point located in the center of the mosque floor area
with all ceiling fans operating. A wind screen was used to
reduce the effect of airflow due to the operation of the ceiling
fans. The measurement of BN was repeated with only the
A/C system set to ‘‘ON’’ and then with the A/C system and
fans operating concurrently The idea was to quantify the ef-
fect of these active environmental control systems on the
magnitude and spectral content of BN.

With the use of the small test loudspeaker, STI and
RASTI were also measured from the acquisition of long-
duration impulse responses~.1 s!. The A-weighted SPL of
the generated MLS signal at a location 1.0 m directly in front
of the test loudspeaker was adjusted to achieve an
A-weighted sound of 67–68 dB~A!. A 65535-point impulse
response was then acquired, and analyzed for STI calcula-
tions. To determine the overall STI value, the original

TABLE I. Summary of main physical characteristics of the selected sample mosques sorted in ascending order with respect to mosque’s volume. Range,
average, and standard deviations are also indicated.

No.
Mosque
reference USEa

# of
structural

units

On-site measurements Calculated parameters

Dimensions~geometry! Aspect
ratio
L/W

Area ~A!
m2

Capacity~C!b

Person~P!
Volume ~V!

m3 Groups/volume
V/C
m3/P

Mean
m3/PL W H

1 TH16 D 333 11.55 11.55 3.90 1.0 133 139 520 Group~A! 3.7 4.2
2 TH32 D 332 13.57 9.65 4.49 1.4 131 136 588 ~,51000 m3! 4.3
3 DM242 D 332 15.00 10.00 4.50 1.5 150 156 675 mean V5630c 4.3
4 TH27 D 333 13.49 12.04 4.60 1.1 162 169 747 4.4

5 TH48 D 533 24.65 14.66 3.33 1.7 361 376 1203 Group~B! 3.2 4.3
6 DM16 FD 1/2,3,1/233 19.50 14.70 4.25 1.3 287 299 1218 ~.1000,51500 m3! 4.1
7 DM260 D 333 18.00 15.00 4.61 1.2 270 281 1245 mean V51290 4.4
8 KH45 D 532 24.85 9.80 5.63 2.5 244 254 1371 5.4
9 KH17 FD 534 19.73 15.75 4.52 1.3 311 324 1405 4.3

10 KH03 FD 734 24.25 13.70 4.70 1.8 332 346 1561 Group~C! 4.5 4.2
11 TH42 D 333 24.20 18.35 4.00 1.3 444 463 1776 ~.1500,52000 m3! 3.8
12 KH12 D 933 35.14 13.22 4.20 2.7 465 484 1951 mean V51820 4.0
13 DH14 FD 1/2,5,1/233 29.56 15.33 4.40 1.9 453 472 1994 4.2

14 DM125 D 533 25.00 15.00 5.40 1.7 375 391 2025 Group~D! 5.2 4.7
15 KH59 FD 533 24.80 14.85 5.65 1.7 368 384 2081 ~.2000,53000 m3! 5.4
16 TH06 FD 733 37.45 15.88 3.70 2.4 595 619 2200 mean V52200 3.6
17 DM06 FD 733 32.10 15.80 4.94 2.0 507 528 2505 4.7

18 DH03 FD 934 43.43 19.43 6.05 2.2 844 879 5105 Group~E! 5.8 5.0
19 TH13 FD 736 42.25 29.68 4.80 1.4 1254 1306 6286~.3000,510 000 m3! 4.8
20 TH01 FD 937 44.85 34.70 4.52 1.3 1556 1621 7034 mean V56140 4.3

21 DM43 F 939 52.00 52.00 8.65 1.0 2704 2817 23 390 Group~F! 8.3 8.3
~.10 000 m3!

Minimumd 11.6 9.7 3.3 1.0 131 136 520 3.2 4.2
Averaged 26.2 16.0 4.6 1.7 462 481 2175 4.4 4.5
Maximumd 44.9 34.7 6.1 2.7 1556 1621 7034 5.8 5.0
STDd 10.0 6.0 0.7 0.5 359 374 1780 0.6 0.3

aD5Daily prayers only, FD5Friday andDaily prayers.
bCapacity is calculated by considering a required area of~0.8031.2050.96 m2! for each worshipper.
cAverage volume for each group to the nearest 10 m3.
dExcluding DM43, Group~F!.
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weighting factors given by Steeneken and Houtgast33 were
used. In addition, the modified weighting factors given by
French and Steinberg were also utilized, resulting in a modi-
fied version of STI denoted STImodified.

31,34

SRS commonly used in a mosque consists of three or
more microphones for picking up theImam’svoice, pream-
plifiers, a power amplifier, and several loudspeakers that
reradiate the amplified speech sounds. Additional compo-
nents like mixers and equalizers are added to the basic SRS
components in very few mosques. Many factors affect the
performance of SRS such as the acoustical power, quality of
the system components, loudspeakers directivity and fre-
quency response, and reverberation time of the room in
which the system is operated. The purpose was to determine
the overall effectiveness of installed speech reinforcement
systems as set and operated in the chosen sample mosques.
Measurements were conducted at each of the chosen listener
positions without operating the mosque’s SRS. The SRS was
then put ‘‘ON’’ and the MLS signal was sent via the ampli-
fier ~when accessible! or via the microphone of the mosque’s
SRS. The volume controls and component settings of the
system were kept as usually set without any alteration. The
impulse responses were captured at a height of 0.85 m rep-
resenting worshippers seated on the floor listening to the
Imam.

C. Sample field measurements and analysis:
Unoccupied mosque

Pilot field measurements were conducted in one mosque
referenced TH06, Group~D! ~see Table I! to test the mea-

surement setup for appropriateness, to identify potential dif-
ficulties, and to assess on-site data analysis. Figure 3 depicts
the mosque’s geometry, physical characteristics, and mea-
surement positions performed in the mosque. The mosque’s
shape being symmetric, ten measurement points were exam-
ined on one side of the floor area. These are denoted R01 to
R10. Each measurement location was considered to represent
the floor area of one structural unit as defined on the plan
view of the mosque. Measurement positions were selected to
represent listeners in the front, center, and back areas of the
floor. It was ensured, while selecting the measurement loca-
tions, that the distance between any two selected listeners’
locations was more than two meters, and the distance from
the microphone position to the nearest reflecting surface was
more than one meter,~i.e., approximately equal to half the
wavelength of the lowest octave-band frequency of interest,
125 Hz!. Measurement positions were also considered with
regard to existing A/C units and the location of the loud-
speakers of the mosque’s SRS.

Figure 4~a! depicts the spatial minimum, average, and
maximum values of RT30 i.e., the value range of the
mosque’s RT30 spectrum in octave-band frequencies from
125 Hz to 8 kHz resulting from the processing of the 20
impulse responses captured at heights of 0.85 and 1.65 m
above the floor. As can be seen, the spatial-averaged RT at
mid-frequencies~500–1000 Hz!, RT30 m is 1.90 s with a neg-
ligible STD. From a knowledge of the mosque volume~2200
m3!, the optimum RT30 m value for speech is approximately
0.90 s. Therefore the mosque can be said to have a high RT
when unoccupied. In the literature, there is no specific data
of the absorption coefficients of worshippers or audience
standing or seated directly on a carpeted floor in rows 1.2 m

FIG. 3. Plan view of theTH06 mosque showing a geometric configuration
of the prayer hall, A/C unit distribution, and the mosque’s SRS wall-
mounted loudspeaker distribution. The measurement positions and sound
source location are also shown.

FIG. 4. The spatial average~l! of ~a! RT30 and ~b! C50 measured in the
TH06 mosque. The shaded area represents the measured value range~i.e.,
spatial minimum and maximum!.
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apart. Assuming the absorption area of worshippers when
standing in parallel rows 1.2 m apart is around 0.4 metric
sabines per person at mid-frequencies~500–1000!,35 then the
mosque’s RT would be approximately 1.32, 1.01, and 0.82 s
with one-third of the mosque occupied, two-thirds and fully
occupied, respectively. The measured RT would therefore be
optimal with the mosque occupied up to two-thirds of its
congregational capacity. The spatial-averaged value of the
mid-frequency C50 as shown in Fig. 4~b! was22.4 dB, vary-
ing from 25.1 to 1.4 dB with a STD of approximately 2.0
dB. A C50 value higher than 1.0 dB or more is required for
satisfactory speech intelligibility. This value corresponds to a
sound definition, D50, of about 0.56.

Both the RT and the ambient BN affecting speech intel-
ligibility were measured, in standard octave-band frequen-
cies, at all selected measurement locations in different oper-
ating conditions. Both the overall A-weighted and Linear
SPL were determined along with the NC rating. The spatial
minimum, average, and maximum values of all measure-
ments were then calculated. These spectra ranges are illus-
trated in Fig. 5. Operating either the fans or the A/C only or
both proved that the BN increased from NC35 to NC60. The
spatial-averaged spectrum of the BN in a mosque can be
considered quite high compared to the recommended value
range of NC25–NC30 for rooms intended for speech such as
lecture halls and classrooms. It can be expected that the
sound quality will further deteriorate when the ceiling fans or
the A/C units or both are operated. The causes of the high
NC rating of ambient noise can be attributed to intruding
exterior noise due to the low transmission loss of the exterior
wall system, particularly windows and glazing types com-
monly installed in mosques, in addition to interior noises
such as buzzing and humming resulting from defective light-
ing units and accessories.

Figure 6 shows the STI values along with the %ALcons

and SI ratings measured at all selected measurement posi-
tions with and without the operation of the mosque’s SRS.
Measurement positions are shown in ascending order with

respect to distance from the sound source. The SI average
rating was be poor without the operation of the mosque SRS.
Figure 6~a! shows a comparison of STI measured values ver-
sus the distance from the sound source with and without the
SRS being operated. The STI values improved when the SRS
was used, shifting the SI rating to a higher range in almost all
measurement locations. STImodified values showed the same
trend, however, this modified parameter was found not to
contribute to a significant difference or a different evaluation
of SI rating for the case under study. Since STImodified is not
also in general use as STI, only STI results will be reported
in this study. The %ALcons also shows the same trend of
improvement at all locations except measurement location
R09. Usually the SRS is installed to achieve an adequate
sound level in areas of the mosque remote from theImam
location. The %ALconsvalues versus distance from the sound
source with and without using the SRS are illustrated in Fig.
6~b!. It further confirms the efficiency of the SRS of reducing
the %ALcons, particularly in the more remote locations. It
can be concluded from the above measurement results that
the mosque’s acoustical characteristics and quality are not
satisfactory for speech intelligibility when used without the
operation of the SRS. The SRS was found to be quite effi-
cient in improving speech intelligibility frompoor to fair and
reducing the %ALcons, particularly in the more remote loca-
tions. However, when operating either the fans or the A/C
system, the ambient noise in the mosque significantly in-
creases to unacceptable levels and SI can be expected to
degrade.

FIG. 5. Spatial average of BN spectra~d! measured in theTH06mosque at
different operating conditions A/C ‘‘ON’’~n! Fans ‘‘ON’’ ~—! and A/C and
Fans ‘‘ON’’ ~L!. The shaded area represents the measured value range~i.e.,
spatial minimum and maximum!.

FIG. 6. ~a! A comparison of STI measured at all positions with~l! and
without ~L! the operation of the SRS, and~b! a comparison of %ALcons

values versus distance from the sound source with~m! and without~n! the
operation of the mosque’s SRS. SI ratings are shown on the righty axis. I
5(%ALcons,10%) very good, II5(%ALcons.10%,15%) good, and III
5(%ALcons.15%) insufficient.
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V. RESULTS COMPARED TO DESIGN GOALS FOR
ALL SAMPLE MOSQUES

The type of measurement and analysis described above
for one single mosque was systemically performed for all the
sample mosques. The purpose was to document the acousti-
cal characteristics of mosques and compare design goals with
obtained results in practice. This eventually would indicate
the overall acoustical quality of the different prototypes of
the selected mosques and how significant they deviate from
optimal.

A. Acoustical characteristics of mosques

To summarize the measurement results of all sample
mosques in a comparative study, the average spectra of RT30

were processed in Table II. The average spectrum of each
mosque group@i.e., Groups~A!–~F!# is presented in Fig.
7~a!. The mid-frequency region of 500 and 1000 Hz,
(RT30 m), usually provides a relative indication of the listen-
ing conditions in most rooms. The RT30 m values ranged from
1.1 to 2.1 s with a mean value of 1.6 s and a STD of 0.4 s.
The mid-frequency mean C50 m is 21.4 dB, varying from
23.8 d to 0.8 dB with a STD of 1.7 dB. Figure 7~b! illus-
trates the C50 average spectra range as measured in all the
sample mosques.

The measured RT30 of 20 mosques out of the total of 21
was found to be greater than the 1.0 s that is considered
optimal upper limit for speech intelligibility. The average
RT30 spectra depicted in Fig. 7~a! can be considered repre-
sentative of all the sample mosques. It shows a long rever-
beration time at low frequencies~125–250 Hz! which is
more than 45% of RT30 m with high variations of 0.5 s at 250
Hz. This long sound decay at low frequencies can be detri-
mental for speech intelligibility. For good speech intelligibil-

TABLE II. Spatial-average spectra of RT30 and C50 for each mosque group. The Mid-frequency average is
shown in the last two columns. Note that Group~F! is excluded from calculating the value range~minimum,
average, and maximum!.

Groups

Octave-band frequencies~Hz! Average

125 250 500 1000 2000 4000 8000 500–1000 500–2000

Group ~A! 2.79 2.54 2.28 1.64 1.18 1.10 0.77 2.0 1.7
Group ~B! 2.26 1.71 1.37 1.25 1.19 1.10 0.86 1.3 1.3
Group ~C! 2.26 1.36 0.97 1.32 1.42 1.31 1.06 1.1 1.2
Group ~D! 2.66 2.13 1.83 1.49 1.36 1.20 0.89 1.7 1.6
Group ~E! 2.89 2.70 2.44 1.95 1.69 1.50 1.08 2.1 2.0
Group ~F! 2.91 2.74 2.85 2.47 1.91 1.56 1.01 2.6 2.4
Minimum 2.3 1.4 1.0 1.2 1.2 1.1 0.8 1.1 1.2
Average 2.6 2.1 1.8 1.5 1.4 1.2 0.9 1.6 1.6
Maximum 2.9 2.7 2.4 1.9 1.7 1.5 1.1 2.1 2.0
STD 0.3 0.5 0.5 0.2 0.2 0.2 0.1 0.4 0.3

Group ~A! 26.0 25.1 24.1 21.2 0.4 2.0 5.4 22.7 21.7
Group ~B! 23.3 21.9 20.2 0.6 0.9 2.3 4.8 0.2 0.4
Group ~C! 22.9 20.3 1.0 0.5 0.7 1.7 3.6 0.8 0.7
Group ~D! 24.7 24.1 23.0 20.2 1.0 2.2 5.5 21.6 20.7
Group ~E! 26.6 26.6 25.3 22.5 20.9 0.4 4.2 23.8 22.9
Group ~F! 28.1 28.8 29.2 23.8 21.3 0.0 4.4 26.5 24.7
Minimum 26.6 26.6 25.3 22.5 20.9 0.4 3.6 23.8 22.9
Mean 24.7 23.6 À2.3 À0.6 0.4 1.7 4.7 À1.4 20.8
Maximum 22.9 20.3 1.0 0.6 1.0 2.3 5.5 0.8 0.7
STD 1.5 2.3 2.4 1.2 0.7 0.7 0.7 1.7 1.3

FIG. 7. Spatial average spectra of~a! RT30 , and ~b! C50 in each mosque
group compared to the value range, i.e., spatial minimum, maximum
~shaded area!, and average~——! of all groups except Group F.

1512 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Adel A. Abdou: Mosque acoustics



ity, RT values at low octave-band frequencies should remain
flat down to 100 Hz.35 An increase, at low frequencies of
around 10%–20% of RT30 m values would still be acceptable
to yield a natural sound impression.

Various values and ranges have been proposed by many
authors36–39 for optimal RT values for speech. These were
obtained and are presented in Fig. 8~a!. The RT30 m of the
occupied mosques was then determined from measured
RT30 m in the unoccupied conditions. The RT30 m values were
calculated for 1/3, 2/3, and full mosque occupancy. Figure
8~b! depicts the measured RT30 m ~unoccupied! compared to
RT30 m in the three occupancy conditions compared with the

several suggested optimal value ranges and trends. As can be
seen, only a few mosques, particularly those in Group~C!,
were found with an RT30 m close to the optimal RT range
when unoccupied. The RT30 m values of half of the sample
mosques were greater than optimal, even with each mosque
assumed to be 1/3 full, which is usually the case during
performing Daily prayers. The RT30 m of all the sample
mosques came close to the boundaries or within the optimal
RT range only with the mosques fully occupied, with the
exception of mosque DM43 built with a huge volume as a
landmark mosque intended for use by worshippers to per-
form Friday prayer only.

FIG. 8. ~a! Recommended RT~optimal! for speech versus room volume~adapted from different sources!, and ~b! mid-frequencies~500–1000! RT values
measured in all sample mosquess unoccupied,l with 1/3 andd 1/1 of the mosque’s occupancy in comparison with suggested optimal values~shaded area!.
~A! In large rooms~Stephen & Bate equation! ~Ref. 36, p. 34!. ~B! ~At 500 Hz! ~Ref. 36, Fig. 3.9, p. 36!. ~C! In conference rooms~Ref. 37, Fig. 2.29, p. 68!.
~D! ~At an average of 500–1000 Hz! @Ref. 38, Fig. 26.25~after E. B. Magrab!, p. 1352#. ~E! Maximum RT in large rooms@Ref. 38, Fig. 26.26~after Bruel
and Kjaer!, p. 1353#.
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B. Impact of air-conditioning and mechanical
ventilation systems

To characterize the BN in mosques at different operating
conditions, the spatial-average spectra of BN measured when
fans and the A/C system were ‘‘OFF’’ are shown in Fig. 9.
The spectra total A-weighted and linear values are also
shown along with the NC ratings. It also includes the mini-
mum, average, and maximum of mean spectra measured in
all the sample mosques. Figure 10 depicts the BN average
and value range compared to the average spectra measured in
the three conditions of operating the active environmental
control systems. The NC rating of measured BN ranged from
NC-35 to NC-45. However, for very good speech listening
conditions in spaces such as meeting rooms, conference
halls, and courtrooms, NC is preferred to range from NC-25
to NC-30. Similarly, the maximum NC-30 criterion should
not be exceeded because higher levels can be noticeable, and
annoy many occupants~worshippers! or interfere with
speech communication. The measurement of BN in mosques
indicates amoderately noisyto noisyenvironment, but when
the fans and A/C systems were operated the BN rating in-
creased, resulting in avery noisyto extremely noisyenviron-
ment. This can be expected to negatively affect speech intel-
ligibility. Figure 10 compares measured BN at all selected
mosques at different operation conditions with the NC-25,
NC-30 range as a design goal.

C. Speech intelligibility and overall effectiveness of
SRS

Following the measurements procedure motioned ear-
lier, it was possible to characterize and rate speech intelligi-
bility in the sample mosques. Figure 11~b! comprehensively
compares speech intelligibility expressed by the STI. Aver-
age measured values are indicated by a vertical tick on each
horizontal bar, which presents the value range of minima and
maxima or all measurements conducted in each mosque. The
number of measurement points is indicated along with the SI
rating with and without the SRS being operated. As can be
seen, the average SI ratings, for almost all mosques not op-
erating the SRS, determined from STI values, lie in the range
of poor to fair SI rating. The effect of using the SRS did

improve SI in many, but not all, mosques. The effectiveness
of many of the installed SRS can be clearly seen in the nar-
rowing of the wide range of STI~without using the SRS! to
a smaller value range~i.e., shortening the horizontal bar to
narrower limits!. This indicates that the SRS was effective in
reducing the wide variation of SI to a more uniform value
over the mosque floor area and improving SI. It must be
indicated that the SRS were operated without the operation
of fans and A/C systems, i.e., with BN rating ranging from
NC35 to NC-45. Operating the fans and A/C system in-
creased ambient BN to NC-60 and above. The effectiveness
of the SRS in this case was not assessed and is questionable.

VI. CONCLUSIONS

Typical mosques of different sizes and shapes are usu-
ally designed considering the functional requirements with

FIG. 9. A comparison of the BN and NC rating measured in all sample mosques at different operating conditions of fans and A/C systems against target
ratings. I5‘‘very quiet’’ to ‘‘quiet,’’ II 5‘‘moderate noisy’’ to ‘‘noisy,’’ III5‘‘very noisy,’’ and VI5‘‘extremely noisy.’’ ~See Table III.!

TABLE III. Average BN measured in all sample mosques in comparison
with NC curves at different operating conditions of fans and A/C systems.

Mosque
reference

Overall SPL NC

dB~A! dB~L!
Average

BN
FANS
‘‘ON’’

A/C
‘‘ON’’

A/C1FANS
‘‘ON’’

TH16 45.4 63.3 45 55 60 65
TH32 48.7 62.7 45 50 55 60
DM242 42.9 56.8 40 45 60 60
TH27 39.1 54.7 35 45 60 60
TH48 39.4 57.0 35 35 60 60
DM16 45.2 65.9 40 60 55 60
DM260 40.5 60.4 35 45 55 55
KH45 39.4 51.1 35 45 50 50
KH17 37.7 59.5 35 60 55 60
KH03 36.8 54.6 35 45 55 55
TH42 42.9 61.1 40 50 70 70
KH12 36.6 57.1 35 45 65 65
DH14 34.9 53.8 35 45 60 60
DM125 36.6 58.4 35 55 60 60
KH59 38.3 56.0 35 35 60 60
TH06 40.3 60.4 35 50 60 60
DM06 36.6 58.4 35 50 60 60
DH03 37.5 54.7 35 55 65 65
TH13 40.1 56.8 40 45 65 70
TH01 44.2 63.0 40 60 55 60
DM43 39.3 57.1 35 NA 60 NA
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regard to size and aesthetics, but with little attention paid to
their acoustical quality. Acoustics in mosques are generally
considered after mosques are built and involve mainly the
process of providing sound system equipment. Audibility,
not speech intelligibility is considered important and the
acoustical considerations are not thought of either in the de-
sign phase or in the selection or installation of SRS in
mosques. In this study, field measurements employing im-
pulse response techniques were conducted to identify the
acoustical characteristics and performance of selected
mosques in Saudi Arabia. Representative sample mosques
were objectively selected and investigated. A database of im-
pulse responses captured in the sample mosques~unoccu-
pied! utilizing impulse response measurements was estab-
lished. The impulse responses were then analyzed to
document and indicate the overall acoustical performance of
the different mosque prototypes. Room-acoustic indicators
including RT30, C50, BN, and STI were examined. Obtained
results were compared to design goals. The following con-
clusions can be drawn.

RT30 m relating to the mid-frequency region of 500 and
1000 Hz usually provides a relative indication of the listen-
ing conditions in most rooms. The RT30 m of 20 mosques
~unoccupied! out of a total of 21 was found to be greater than
1.0 s. The types of mosque investigated in this study can be
characterized by long sound decay at low frequencies. This
long sound decay can be detrimental, especially for speech
intelligibility. For good speech intelligibility, RT values at
low octave-band frequencies are preferred to remain flat
down to 125 Hz. The RT30 m of the occupied mosques was
determined from measured RT30 m. The RT30 m was calcu-
lated for 1/3, 2/3, and full mosque occupancy. Only a few

mosques, particularly those of Group~C!, possessed an
RT30 m close to the optimal RT range when unoccupied. The
RT30 m of half of the sample mosques was greater than opti-
mal values even with the mosques 1/3 full. The RT30 m of all
sample mosques~except mosque DM43! approached the
boundaries came within the optimal RT value range only
with the mosques fully occupied. The recommended volume
~m3/occupant! for rooms intended for speech is 3.0 m3 up to
a maximum of 5.0 m3. Volumes per worshipper in all sample
mosques ranged from 4.2 to 5.0 m3 expect the mosque
DM43, which had an 8.3 m3 per worshipper, exceeding the
recommended value range.

In all mosques, the NC ratings obtained from measured
BN range from NC-35 to NC-45. In the literature there is no
explicit preferred NC range specified for mosques. However,
for very good speech listing conditions in spaces such as
meeting rooms, conference halls, and courtrooms NC is pre-
ferred to range from NC-25 to NC-30. The cause of high NC
ratings obtained from measurements can be attributed to in-
truding exterior noise due to low transmission loss of exte-
rior wall systems, particularly windows and glazing types
commonly installed. An additional factor includes interior
noise such as buzzing and humming from defective lighting
unit accessories. It is recommended that the NC-30 criterion
should not be exceeded because higher levels can be notice-
able and annoy most worshippers as well as interfere with
speech communication. The measurement results of BN in
mosques indicated a moderately noisy to noisy mosque en-
vironment. The measurements also showed that when com-
ponents of active environmental control systems such as fans
and A/C units were operated the NC rating increased, result-
ing in a very noisy to extremely noisy environment. This can
be expected to adversely affect speech intelligibility. Care
should therefore be taken to select and install or mount A/C
system units with low noise output and lighting units with
high quality ballast and accessories that require minimal
maintenance. The mosque exterior wall should be designed
to minimize intruding exterior noise to satisfy the NC-25
criterion.

The average SI ratings resulting from measurements in
the sample mosques without operating the SRS determined
from STI values, were found to be in the range of poor to fair
SI. The use of SRS did improve SI in many but not in all
cases. Many of the installed SRS in mosques contributed to a
reduction in the variability of SI. This indicates that SRS
were generally effective in reducing the wide variation of SI
to a more uniform one over the mosque floor area, particu-
larly at more remote locations away from theImam’s posi-
tion and slightly improving SI. It must be indicated that the
SRS were investigated with fans and A/C units set to the
‘‘OFF’’ condition ~as is the case in the autumn, winter, and
spring conditions!, resulting in an average ambient BN with
NC-40 rating. Operating either the fans or the A/C system
only, or both, proved to increase ambient BN to NC-60 and
above. The effectiveness of the SRS in this case was not
assessed and is questionable. The developed database can be
utilized as a valuable source of objective acoustical indica-
tors and comparative information for further investigations.
Research work is needed to characterize the frequency-

FIG. 10. The average BN measured in all sample mosques in comparison
with NC curves at different operating conditions of fans and A/C systems.
The shaded area represents the measured average value range.
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FIG. 11. ~a! Grouping of the selected sample mosques based on volume and congregational capacity of prayer-performing hall~a relative scale is used!. Note:
The distribution of loudspeakers installed in each mosque is shown, and~b! a comparison of STI measured in all sample mosques with and without operating
the mosque’s SRS. The target value range is highlighted.~Note: mosques are arranged in ascending order with respect to volume.!
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dependent absorption coefficients of worshippers in mosques
in the different worship modes. In the mosque design phase,
this would help architects to reasonably estimate, with some
degree of accuracy, the reverberation time with varying oc-
cupancy compared to recommended value ranges. In addi-
tion, the use field measurements, such as those reported here,
in combination of utilizing computer model studies can be an
effective approach for developing better information for de-
signing better mosques from the acoustical viewpoint.
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Phase change measurement, and speed of sound and attenuation
determination, from underwater acoustic panel tests
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A technique for measuring the change in phase produced by the insertion of a panel between a
projector and receiver is described. Presented also is a procedure for determining the phase speed
and attenuation of the panel material. Although the methods were developed over the frequency
decade 10–100 kHz, they are not limited to that band. It was observed that a ‘‘settling time’’ of
approximately 20 min is required to obtain reproducible phase measurements if the experiment is
disturbed even slightly. For example, rotating the panel 10 degrees, then immediately returning to
the original position, causes the observed phases to differ by up to 10 deg from those obtained prior
to the disturbance. These differences are distributed randomly across frequency. Temperature
stabilization within the medium as well as the material is also required before measurements can
take place. After the stated 20 min settling time, however, the phases return to the values obtained
prior to rotation, or after temperature stabilization, to within6 1

2 deg. The sound speed and
attenuation determination technique employs least-squares fitting of a causal model to the
measurements. Four~or fewer! adjusted parameters accommodate the measurements over the stated
frequency decade, even for samples that exhibit significant dispersion. The sound speed is typically
determined to an accuracy of630 m/s, as judged from a propagation-of-error calculation. This
model assumes single-layered panels.
@DOI: 10.1121/1.1531984#

PACS numbers: 43.58.Dj, 43.58.Vb, 43.60.Qv@SLE#

I. INTRODUCTION

An ideal acoustic window would have acoustical prop-
erties that are identical to those of the surrounding medium.
If a sample panel of such an ideal window material is in-
serted between a projector and receiver, no change in the
amplitude or phase of the signal detected by the receiver
would occur with respect to that observed prior to the inser-
tion. While measurement of the change in waveamplitudeis
easily done using standard methods,1 determination of the
change in wavephaseis usually avoided, owing to the diffi-
culty of performing the measurement accurately. As test fre-
quency is increased, the measurement becomes increasingly
difficult. The increase in difficulty is caused by the need to
ensure that little or no displacement occurs in the positions
of any of the acoustic elements, and that no temperature
change occurs in the surrounding acoustic medium. For ex-
ample, at a test frequency of 100 kHz a change in the dis-
tance between the projector and the receiver of just 1 mm
introduces an error in the phase-change measurement of ap-
proximately 24 deg for a water medium at room temperature,
thus invalidating the measurement. If the test procedure ne-
cessitates moving the acoustic elements in order to permit
insertion and removal of the panel, as is usually the case in
typical underwater acoustic panel tests, relative displace-
ments of the acoustical elements exceeding 1 mm are virtu-
ally assured.

The measurement of the phase change caused by the
insertion of a panel between a projector and receiver can be

used to help determine the sound speed and attenuation of
the sample material, assuming a single-layer homogeneous
panel whose thickness and density are accurately known. For
example, an acoustic window of 1-cm thickness whose
sound speed differs from that of the surrounding water me-
dium by only 10 m/s will produce a phase change of about
1.6 deg at 100 kHz when inserted between source and re-
ceiver. A simple causal model of the acoustical behavior of
the material can be fitted, in the least-squares sense, to the
phase-change measurements acquired across a broad fre-
quency band. In this way it is possible to deduce both the
sound speed and the attenuation of the acoustic material un-
der test through the adjustment of only a very small number
of model parameters. In the model considered, four param-
eters~or fewer! have been found to be sufficient to accom-
modate measurements from acoustic windows over the fre-
quency decade of 10–100 kHz.

In Sec. II a description of the experimental setup and
procedure is given. Section III presents experimental results,
and provides a comparison of measured phase changes from
a steel plate to the phase changes expected theoretically.
Considered are incidence angles from normal to 40 deg off
the normal. The method for phase speed and attenuation de-
termination is described in Sec. IV. Applications of that
method to data are presented there as well. A summary and
the conclusion are given in Sec. V.

II. EXPERIMENTAL METHOD

The measurements are conducted in a large test vessel
~see Fig. 1!, the Acoustic Pressure Tank Facility~APTF! of
the Naval Undersea Warfare Center, Division Newport, lo-a!Electronic mail: piquettejc@npt.nuwc.navy.mil
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cated in Newport, Rhode Island. This tank is capable of
achieving hydrostatic test pressures up to 18.6 MPa~2700
psi! and test temperatures from 2 to 40 °C, although the
present work was limited to measurements acquired at atmo-
spheric pressure. An important feature of this facility for the
present method is the three-carriage underwater positioning
system, as well as the underwater rotator located under the
larger of the two access ports. This rotator can accommodate
panels up to 2700 kg in mass. Highly accurate stepper mo-
tors control the carriage positioning system and the rotator
angle.

The measurement configuration includes a USRD F42A
~spherical! projector and two USRD H52 hydrophones.2 The
F42A source was selected because it is capable of covering
the 10–100-kHz frequency band of interest, and because its
spherical design permits uniform insonification of the sample
as well as uniform insonification of the two hydrophones
used in the procedure. The source is positioned in theX–Z
plane configuration, relative to the hydrophones, in order to
uniformly insonify the hydrophones within the source’s
equatorial plane. One of the two hydrophones, termed the
‘‘insertion loss ~IL ! hydrophone,’’ is situated ‘‘behind’’ the
sample panel and, together with the sound source, defines the
acoustic axis of the measurement. This is the usual location
of a hydrophone in an insertion loss measurement.1 The sec-
ond hydrophone, termed the ‘‘reference hydrophone,’’ is lo-
cated in ‘‘front’’ of the sample panel, and is located well off
of the acoustic axis in order to avoid acoustic ‘‘shadowing.’’
Its purpose is to monitor the incident sound field, to ensure
its constancy from one measurement to the next.~The sound
field measured by the reference hydrophone is gated in time
to avoid reflections from the panel, so that this hydrophone
always acquires data under free-field conditions whether or
not a sample panel is present.! Should the sound field ob-
served at the reference hydrophone change between mea-
surements acquired with the panel present and those acquired
with the sample absent, it is sometimes possible to use the
measurements acquired by the reference hydrophone to cor-
rect those acquired by the insertion loss hydrophone. For
example, since the projector, insertion loss hydrophone, and
reference hydrophone are never disturbed at any point during

the test, a correctable phase error may be attributed to a
change in water temperature that may occur between mea-
surements. Because the temperature of the facility workspace
is always maintained at a comfortable working level, the
water in the tank unavoidably changes temperature during
tests in which the water has been heated or chilled. That is,
the water slowly cools when it has been heated above the
temperature of the facility atmosphere, and slowly warms
when it has been chilled below the temperature of the facility
atmosphere. But, this effect is clearly revealed by subtracting
phase measurements acquired at the reference hydrophone
from run to run, and this reference calculation can be used to
correct the phase measurements acquired at the insertion loss
hydrophone.~As can be seen from Fig. 1, the reference and
insertion loss hydrophones are rigged relatively close to each
other, so that each hydrophone can reasonably be expected to
experience essentially the same change in water temperature.
Although the two hydrophones are rigged at slightly different
depths, this was not found to cause a problem in the experi-
ments. This is likely due to the fact that insertion and re-
moval of the sample panel sufficiently mixes the water.!

III. EXPERIMENTAL RESULTS

A. Measurement reproducibility and ‘‘settling time’’

Measurement reproducibility tests were done over inter-
vals of days in order to check the stability and reliability of
the method. The tests were conducted over the frequency
interval of 10–100 kHz, at test temperatures of 10, 20, and
30 °C. A simple steel plate was used as a test sample during
this part of the investigation to help determine, through com-
parison of theory and experiment, whether phase change
measurements could be accurately performed. It was found
that phase could be accurately, and reproducibly, measured
over the specified frequency band to within an accuracy of
6 1

2 deg. Water temperature was monitored with a digital
thermocouple, and phase changes at the reference hydro-
phone consistent with the recorded water temperature
changes were observed.~The water temperature changes that
occur due to contact of the water with the facility atmosphere
are typically no more than a few tenths of a degree centi-

FIG. 1. The test vessel. The measure-
ment configuration depicted permits
the panel to be inserted into, and re-
moved from, the vessel without requir-
ing movement of any of the acoustical
elements. The configuration also al-
lows for the panel to be rotated up to
80 deg off of the normal-incidence
condition without moving of any
acoustical elements. Here, ‘‘IL hydro-
phone’’ denotes the insertion loss hy-
drophone, as described in the text.
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grade over the standard workday during which measure-
ments are ordinarily acquired.! These observations confirmed
that it is possible to correct measurements obtained over a
significant time interval~several hours! if a second-order dif-
ference method is used. That is, if a slope appeared in the
graph of the differences between two phase versus frequency
measurements as acquired at the reference hydrophone in
frequency sweeps conducted several hours apart, a similar
slope was also observed in the plot of the differences ob-
tained at the insertion loss hydrophone. Hence, the differ-
ences between the two reference hydrophone curves could be

used to correct the corresponding differences seen at the in-
sertion loss hydrophone, after accounting for any difference
in distances of the reference phone and IL phone from the
source. Such a capability is important, because when a
sample is present between the projector and the receiver all
changes in phase seen at the insertion loss hydrophone would
otherwise be attributed to the influence of the material of the
panel.

A very significant effect was observed with respect to
motions induced in any of the acoustical elements or the
sample. For example, once a desired measurement configu-

FIG. 2. Comparison of measured phase changes~dots! with theoretical phase changes~solid lines! for a steel plate at various angles of incidence.~a! Normal
incidence.~b! 20 degrees incidence.~c! 40 degrees incidence.
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ration was established, free-field data~panel absent! were
acquired at both the reference and insertion loss hydro-
phones. The carriage holding the insertion loss hydrophone
was then displaced along the rail system~see Fig. 1!, using
the highly accurate stepper-motor control system, so that the
distance between the projector and the insertion loss hydro-
phone increased by 15 cm. The carriage was then immedi-
ately returned to its original position, and free-field data were
newly acquired from both the reference hydrophone and the
insertion loss hydrophone. While the phases obtained at the
reference phone were found to be unchanged with respect to
those observed prior to the motion of the insertion loss hy-
drophone, the phases obtained at the insertion loss hydro-
phone exhibited large differences with respect to those ac-
quired by it previously. These differences were randomly
distributed in frequency. The differences were found to be as
great as 10 deg at various frequencies. A frequency sweep to
acquire phase data from both hydrophones was then con-
ducted every 5 min. It was found that the differences be-
tween the phases observed at the insertion loss hydrophone
from those acquired prior to moving that hydrophone con-
tinuously declined with time. After 20 min ‘‘settling time,’’
the phases observed at the insertion loss hydrophone differed
from those observed prior to moving it by approximately
6 1

2 deg, with the remaining differences randomly distributed
across the frequency band.~During this 20-min period, the
water temperature changed so negligibly that no change was
observed on the monitoring thermocouple, which can detect
changes of about 0.1 °C. Typically, several hours must elapse
in order for a measurable change in water temperature to
occur.!

This 20-min settling time was found universally to be
required after any disturbance of the sample or acoustical
elements in order to obtain reproducible phase measure-
ments. In another test that further illustrates the phenom-
enon, the phase was captured at the insertion loss hydro-
phone with the steel-plate sample in place. Then, the steel
plate was lifted up close to, but not through, the water sur-
face. The steel plate was then returned to its original loca-
tion. The 610-deg randomly distributed phase excursions
with respect to those obtained prior to moving the steel plate
were again observed. However, after the 20-min settling time
had elapsed, the measured phases once again were found to
agree with those obtained prior to moving the plate, to within
the6 1

2-deg accuracy previously mentioned. Moreover, if the
panel was rotated away from and back to a randomly se-
lected reference angle, a 20-min settling time was again
found to be needed before reproducible phase measurements
could be obtained. A similar effect was observed for move-
ments of the sound source. It is not known why a settling
time of this duration is required, or what physical effect is
causing these randomly distributed phase errors.

It was also found that, despite the high accuracy of the
stepper-motor-driven carriage positioning system, it is not
possible to move a carriage to which a hydrophone is rigged
if accurate phase measurements are desired. In one set of
measurement reproducibility tests, in which only a source
and a single receiver were used, phase measurements were
captured from a hydrophone suspended from a carriage. The

carriage was then translated 15 cm away from its initial po-
sition, then translated back to its original position, and phase
measurements were acquired. This reproducibility test was
conducted a dozen times. It was found in most cases that the
phase measurements would accurately repeat to within
6 1

2 deg of phase error across the frequency band of 10–100
kHz, after the required 20-min settling time. Then, after sev-
eral such successful reproducibility tests, and for no apparent
cause, the difference between the just-acquired phase data
and the original~undisturbed! phase data, plotted vs fre-
quency, would be found to abruptly exhibit a significant
slope.~That is, the phase errors were not randomly distrib-
uted with frequency in this case, but rather increased linearly
with frequency.! The slope was such that the newly acquired
phase at 100 kHz differed by as much as68 deg from the
original value obtained at this frequency, and this difference
did not decline with time. This result suggests a repositioning
error in the hydrophone of approximately 0.33 mm. It was
concluded that a carriage translation of any kind would be
unacceptable in an experiment in which reproducible phase
measurements are required. It is thus necessary to capture
both the ‘‘with panel’’ and ‘‘without panel’’ data without
moving, at any time, any of three carriages involved in the
measurements.

B. Method validation by comparing theory and
experiment for a steel plate

As a check of the validity of the experimental procedure,
phase-change measurements were acquired from a flat steel
plate of 76.2376.230.95 cm (3033033/8 in.) geometric
dimensions. The phase change as defined here was experi-
mentally deduced by first measuring the phase at both the
insertion loss and reference hydrophones with no panel
present. The phases were then measured with the panel in
place. All measurements are then conducted a second time.
That is, the panel is lifted to~but not through! the water
surface, then replaced, and the phases are remeasured, so that
measurement reproducibility information is available.~While
the panel is situated near the water surface an additional
sweep of free-field, or ‘‘without panel,’’ measurements are
acquired, also for the purposes of checking measurement re-
producibility of the incident sound field.! The phases mea-
sured by the reference hydrophone with the panel present are
then subtracted, frequency-by-frequency, from those ob-
tained by the reference hydrophone with the panel absent.
These differences computed from the measurements obtained
from the reference hydrophone are then subtracted,
frequency-by-frequency, from the corresponding differences
obtained from the insertion loss hydrophone. This second-
order difference is taken to be the experimentally measured
phase change caused by the insertion of the panel between
the projector and receiver~where ‘‘receiver’’ refers to the
insertion loss hydrophone!. This procedure assumes that sub-
tracting the differences obtained from the reference hydro-
phone from those obtained at the insertion loss hydrophone
eliminates any changes in phase that are not associated with
the influence of the material upon the sound field, but which
are purely attributable to measurement error. Agreement be-
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tween the two sets of phase-change measurements that are
always conducted is taken to be a good indication that the
measurement has been accurately conducted.

The results of these measurements for the case of the
steel plate are summarized in Figs. 2~a!–~c!. Here, the theo-
retical curves~solid lines! have been computed using a stan-
dard layer model,3 and are based upon tabulated values for
the acoustical properties of steel.~Since highly oblique
angles of incidence were considered in the experiment, the
layer model used accounts for the production of shear waves
in the sample. However, the theoretical model ignores edge
effects.! As can be seen, agreement between theory and ex-
periment~dots! is quite good throughout, with accuracy de-
clining at the highest frequencies in the 40-deg incidence
case. It should be noted, though, that for a sample of the
given dimensions such a high angle of incidence is nearing
the limit of what can be measured in the absence of edge
effects, even considering only the time of flight of the edge-
diffracted wave through the water. It is possible that complex
surface waves, generated at the sample edges and reradiated

into the fluid from the flat surface of the plate, are affecting
the higher-frequency results. If that is the cause of the differ-
ences between theory and experiment seen for the largest
incidence angle, a panel that, unlike steel, has even a modest
intrinsic attenuation would not be as significantly affected as
is suggested in this measurement. The samples of actual
measurement interest typically have at least some intrinsic
attenuation, so the steel plate represents a particularly diffi-
cult case to test the method.

In order that the differences between the phase changes
for each angle of incidence are more readily seen, the theo-
retical curves for each of the angles considered in Fig. 2 are
compared in Fig. 3.

IV. DETERMINATION OF SOUND SPEED AND
ATTENUATION

A. Theory

Since it was desired to use the phase-change measure-
ment capability as the basis of a sound speed and attenuation

FIG. 3. Comparison of theoretical
curves for various angles of incidence
for a steel plate.

FIG. 4. Phase change for a dispersive sample. Solid
lines are the results of the fit, and plus~1! symbols
denote data.~a! First measurement.~b! Repeat measure-
ment.
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determination method, a causal theoretical model relating
these material properties was derived. The model is known to
be causal because it is compatible with the relevant
Kramers–Kronig relationship.~See, for example, Ref. 4!.
The model parameters~of which there are four! are deter-
mined by least-squares fitting of the material model, as in-
corporated into a layer model, to the measured phase
changes. In addition, the theoretical model is least-squares
fitted to the usual insertion loss1 that can also readily be
deduced from the measurements acquired by the IL hydro-
phone.

The model considered here is similar to that used in the
ONION method.5 However, unlike that model, the present
model is fully causal. Also unlike the ONION method, the
present method uses phase-change data as well as the inser-
tion loss data that are used in the ONION method. Moreover,
the present method does not use, or require, the echo
reduction.1

The model used here represents the attenuation in terms
of a Maclaurin series truncated at the quadratic term. In order
to avoid the use of specialized methods6 in the calculation of
the Hilbert transforms required for ensuring consistency with
the Kramers–Kronig relationship, the Maclaurin series is
subjected to a filtering function that forces the attenuation to
rapidly approach zero beyond an arbitrarily selected cutoff
frequency. The cutoff frequency is chosen well outside the
frequency band of measurement interest. Thus, the model
attenuation function assumes the form

a~v!5

a01a1S v

v0
D1a2S v

v0
D 2

F11bS v

v0
D 4G . ~1!

Here, a0 , a1 , and a2 are the~unknown! Maclaurin series
expansion coefficients, which have the dimension of recipro-
cal distance. The quantityv is the angular drive frequency
and v0 is the ~fixed! angular cutoff frequency~both ex-
pressed in radians/s! of the filter. Finally, the quantityb is a
dimensionless parameter that provides some flexibility in set-
ting the filter characteristics.~The cutoff frequencyv0 can
be used to entirely set the filter characteristics, so that the
dimensionless filter parameterb is merely a convenience.
Also, the use of a fourth-order filter here is arbitrary, al-
though this filter was found in the present work to provide
good computational properties.!

Using the appropriate Kramers–Kronig relationship,4

the Hilbert transform of the attenuation functiona~v! can be
related to the speed of soundcphase(v) by the equation

v

cphase~v!
5

v

c`
1@a~v!#. ~2!

In Eq. ~2!, the bracket notation@ # is used to denote the
Hilbert transform, and the symbolc` denotes the phase
speed at infinite angular frequency.~The quantityc` , to-
gether witha0 , a1 , anda2 , completes the four-parameter set
that is determined by least-squares fitting to the phase change
and insertion loss data.! Carrying out the indicated Hilbert
transform in Eq.~2! and solving the resulting equation for
cphase(v) gives

cphase~v!5
2b1/4c`p~bv41v0

4!

2b5/4pv42c`pv2v0Ab@&~a21a0Ab!1a1b1/4#1v0
3H pc`@&~a22a0Ab!12b1/4v0#2a1b1/4c`,nS b

v4

v0
4D J .

~3!

Using the analytical representation forcphase(v) given in Eq.
~3! in the least-squares data-fitting calculation, rather than
carrying out the Hilbert transform of Eq.~2! numerically,
provides a significant increase in computational efficiency,
and thus computational speed.

B. Experiment

As a ‘‘sanity check’’ of the sound speed and attenuation
measurement method, several sample panels fabricated from
materials of known sound speed were first evaluated.~Only a
small subset of these cases will be described here.! Good
agreement with the known results was obtained. Acquiring
multiple data sets for the case in which no panel was present
provided a sensitive test for investigating the accuracy of the
method. This test simulates the case of a sample with a per-
fect impedance match to the surrounding water medium and,
since the speed of sound in fresh water is accurately known,

the results for this case could be readily evaluated. In one
typical test, the water temperature was measured to be
17.8 °C. According to an empirical formula,7 the speed of
sound in distilled water at this temperature is 1.4751
3105 cm/s, which is taken here to be ‘‘ground truth.’’

Phase change and insertion loss data were acquired over
the frequency interval 20 to 50 kHz in this experiment. Since
no ‘‘sample’’ was actually present in these measurements, it
was possible to assume various sample ‘‘thicknesses’’ in per-
forming the least-squares fits. The results were as follows.
For an assumed thickness of 1 cm,c`51.476 603105 cm/s
6199 cm/s, a51.831023 nepers/cm66.231023 nepers/
cm. For an assumed thickness of 5 cm,c`51.471 90
3 105 cm / s655 cm/ s, a 5 5.03 1024 nepers / cm61.5
31023 nepers/cm. And for an assumed thickness of 15 cm,
c`51.475 203105 cm/s613 cm/s, a 5 1.031024 nepers/
cm64.531024 nepers/cm. The uncertainties were com-
puted for 95% confidence limits, and were calculated using
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standard methods associated with least-squares fitting.8 No-
tice that the attenuation values~a! are all quite small, and are
consistent with an assumption of zero attenuation~reason-
able, for water!, to within the computed uncertainties, since
in all cases the uncertainties in the attenuation exceed its
probable value.~The attenuation values given here represent
the results computed for thea0 constant of the model. The
values obtained fora1 anda2 were sufficiently smaller than
the given results that they did not significantly affect the
attenuation over the frequency band considered in this test.!
While the numerical values and uncertainty limits given for
thec` parameter for each of the assumed thicknesses are not

entirely consistent, the inconsistencies are minor.~The reader
should bear in mind that the parameterc` denotes the phase
speed atinfinite frequency, while the measurements were
only performed up to a frequency of 100 kHz.! Each of the
measured values can be seen to be reasonable estimates of
the sound speed obtained from the empirical formula for this
test temperature.

With these successes obtained from evaluating known
samples, the method was then applied to a more complex
sample of unknown properties, one expected to be fairly
lossy and dispersive. Panel thickness is 1.27 cm; panel den-
sity is 1.33 g/cm3. The results of fitting the model to the data

FIG. 5. Insertion loss for a dispersive sample. Solid
lines are the results of the fit, plus~1! symbols denote
data.~a! First measurement.~b! Repeat measurement.

FIG. 6. Phase speed as a function of frequency deduced
from the fits for the dispersive sample. Solid line is the
result of substituting the four model parameters ob-
tained from fitting the data@as illustrated in Figs. 4~a!,
~b! and 5~a!, ~b!# into Eq. ~3!. ~The a2 parameter was
held fixed at a value of 1025 nepers/cm in this fit.! The
plus signs~1! denote the 95% confidence band, as de-
termined from a standard propagation-of-error calcula-
tion for a least-squares procedure~Ref. 8!.
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acquired from this sample are shown in Figs. 4 and 5. The
model parameters obtained from the least-squares fitting pro-
cess are as follows:

c`51.491513105 cm/s6744 cm/s;
a050.1894 nepers/cm60.01159 nepers/cm;
a154.377 nepers/cm60.06556 nepers/cm; and
a251025 nepers/cm60 nepers/cm.

The quantitya2 was held fixed at the indicated small numeri-
cal value, because an initial attempt to allow this parameter
to vary in the least-squares calculation produced an unstable
fit. ~A negligibly small numerical value is used for an unvar-
ied quantity like this, rather than a pure zero value, because
zeros cause numerical difficulties in the software that imple-
ments the fitting calculations.! The value obtained fora2

when it was permitted to vary wasa251.375 nepers/cm
62.599 nepers/cm. Since, as can be seen, the uncertainties
are much greater than the probable value, it was felt that this
indicated that the data were insensitive to this parameter, so
it was held fixed in the manner noted above.

Substituting the four model parameters back into Eq.~1!
and Eq.~3!, and numerically evaluating these equations over
the frequencies of the experiment, produced the results
shown in Fig. 6 and Fig. 7~solid lines.! The 95% confidence-
limit uncertainty bands~denoted by plus signs in the figures!,
were again deduced using standard statistical techniques.8

V. SUMMARY AND CONCLUSION

A technique for measuring the phase change induced in
an acoustic sound field when a panel is inserted between a
projector and receiver was described. The method can deter-
mine the change in phase accurate to6 1

2 deg of phase over

the frequency interval of 10 to 100 kHz. A method for deter-
mining the phase speed and attenuation of a single-layer
sample panel was also described. The method involves the
adjustment of four or fewer parameters over the indicated
measurement decade, and typically determines the phase
speed accurate to630 m/s. Extensions of the sound speed
and attenuation measurement method to high hydrostatic
pressure and multilayer panels are the subject of future work.
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The theoretical directivity of a single combined acoustic receiver, a device that can measure many
quantities of an acoustic field at a collocated point, is presented here. The formulation is developed
using a Taylor series expansion of acoustic pressure about the origin of a Cartesian coordinate
system. For example, the quantities measured by asecond-ordercombined receiver, denoted a
dyadic sensor, are acoustic pressure, the three orthogonal components of acoustic particle velocity,
and the nine spatial gradients of the velocity vector. The power series expansion, which can be of
any order, is cast into an expression that defines the directivity of a single receiving element. It is
shown that a single highly directional dyadic sensor can have a directivity index of up to 9.5 dB.
However, there is a price to pay with highly directive sensors; these sensors can be significantly
more sensitive to nonacoustic noise sources. ©2003 Acoustical Society of America.
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PACS numbers: 43.58.Fm, 43.30.Xm, 43.20.Ye@SLE#

I. INTRODUCTION

Since the 1970s, multimicrophone probes have been
routinely used to measure pressure and acoustic particle ve-
locity in air. These probes measure sound intensity, which is
a vector quantity defined as the average acoustic power
transmitted per unit area in the direction of wave propaga-
tion. Typically, the probes were designed to measure a single
component of the pressure gradient~such asDp/Dz). This
measurement was then used to estimate the acoustic velocity
normal to the surface of a radiating structure. Acoustic inten-
sity was obtained, as described by Chung1 and Fahy,2 by
taking the imaginary part of the cross spectrum between the
two collinear and closely spaced microphones. The technique
required dual-channel spectrum analyzers, which were then
commercially available. The intensity probes did not mea-
sure pressure and velocity directly at a collocated point—
velocity was estimated using pressure gradient microphones.
Thus, these sensors had, at some level, phase-mismatch er-
rors and finite- difference approximation errors.

In-water measurements of the acoustic particle velocity
vector and the associated intensity vector are less common,
though sonobuoys have been used to measure pressure gra-
dients in the horizontal plane for many years. Over the past
decade, Lo,3 Ng,4 Shchurov,5 D’Spain,6 Wei,7 and other
researchers8–13have either built underwater vector sensors or
have analyzed and measured such quantities as acoustic in-
tensity, acoustic energy density and flux, and acoustic par-
ticle motion polarization. Algorithms that can be used to
beamform an array of vector sensors, for detection and for
direction of arrival estimation, are described by D’Spain,14

Nehorai,15 and Cray.16

The goal of the work presented here is to determine the
directivity of various types of combined receivers, that is,
sensors that measure acoustic pressure as well as additional
components of the acoustic field~such as particle velocity
and velocity gradients!. For pressure-sensing hydrophones,
directivity is fundamentally limited by the size of the aper-

ture of an array of hydrophones; therefore, increasing the
aperture increases directivity. Combined receivers, however,
provide additional directivity gain by measuring additional
quantities of the acoustic field.

II. TAYLOR SERIES EXPANSION OF AN ACOUSTIC
PRESSURE FIELD

An nth order Taylor series17 expansion of an acoustic
pressure field contained within a finite region (h,k,l ) about
the point (xo ,yo ,zo) can be expressed as

p~xo1h, yo1k,zo1 l !

5p~xo ,yo ,zo!1 (
n51

`
1

n! F S h
]

]x
1k

]

]y
1 l

]

]zD
n

3p~x,y,z!G
x5xo ,y5yo ,z5zo

. ~1!

Here, the pressure field’s time-harmonic dependence,
exp(ivt), is assumed and suppressed. Expanding the series to
second order~n52! and lettingx5xo1h, y5yo1k, andz
5zo1 l yields

p~r !'p~ro!1@r2ro#F ]p

]x

]p

]y

]p

]z

G
1

1

2
@r2ro#3

]2p

]x2

]

]y

]p

]x

]

]z

]p

]x

]

]x

]p

]y

]2p

]y2

]

]z

]p

]y

]

]x

]p

]z

]

]y

]p

]z

]2p

]z2

4 @r2ro#T, ~2!

where row vectorsr and ro are defined, respectively, asra!Electronic mail: crayba@npt.nuwc.navy.mil
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5@xyz# and ro5@xoyozo#; and matrix notation has been
used to simplify the series expression.

The spatial gradients of pressure, shown in the expansion’s
first-order term, may be related to acoustic particle velocity
via the linearized momentum equations, i.e.,

]p

]x
52roivu, ~3a!

]p

]y
52roivv, ~3b!

and

]p

]z
52roivw, ~3c!

wherero is the ambient density of the surrounding fluid,v is
the radian frequency of the acoustic plane wave, andu, v,
andw are the orthogonal components of the acoustic particle
velocity vector. By substituting Eqs.~3a! through ~3c! into
Eq. ~2!, and taking the appropriate partial derivatives, Eq.~2!
can be rewritten as

p~r !'p~ro!1roiv@ro2r #F u

v

w
G

1
1

2
roiv@ro2r #3

]u

]x

]u

]y

]u

]z

]u

]y

]v
]y

]v
]z

]u

]z

]v
]z

]w

]z
4 @r2ro#T. ~4!

Notice that the second-order off-diagonal terms above have
been simplified and are symmetric. The propagating plane
wave is irrotational and, hence, the curl of the velocity vector
is zero (]u/]y5]v/]x, ]u/]z5]w/]x, ]v/]z5]w/]y).

It is evident that each term in the series is proportional to
different characteristics of the acoustic field. The zeroth-
order term is proportional to acoustic pressure, the quantity
that is commonly measured by hydrophones and acoustic
arrays. The first-order term provides information on the three
components of acoustic particle velocity. The trace of the
second-order term can be shown to be proportional to the
instantaneous density of the acoustic field from the linearized
continuity equation, along with the typical acoustic approxi-
mation for condensation (s5(r2ro)/ro!1); thus

r~x,y,z;t !5
iro

v H ]u

]x
1

]v
]y

1
]w

]z J . ~5!

Clearly, each term in the series provides additional in-
formation on the acoustic field, and a combined receiver will
measure, at a collocated point (xo ,yo ,zo), these additional
quantities of the acoustic field. Thus, the series expansion
illustrates that a single receiver can be used to determine
properties of the acoustic field, not simply at a point, but
within a volumetric region surrounding the sensor. Many

investigators5,6,18–22have built and verified the performance
of vector sensors, or combined receivers, that measure acous-
tic pressure and the three orthogonal components of acoustic
particle velocity. However, measuring the quantities shown
in the higher-order terms will be more challenging; the rela-
tive magnitudes of these quantities are much less than the
magnitude of acoustic pressure given in the zeroth-order
term. Consider, for example, a simplified Taylor series to the
third order along thex axis:

p~x,t !5p~0,t !1x
]p

]x U
x50

1
x2

2

]2p

]x2 U
x50

1
x3

6

]3p

]x3U
x50

.

~6!

Assuming harmonic plane waves of the formp(x,t)
5Po sin(vt2kxx1f) with kx5ko cos(u), the expansion can
be rewritten as

p~x,t !>PoH sin~vt1f!2j cos~vt1f!2
j2

2

2sin~vt1f!2
j3

6
cos~vt1f!J , ~7!

where, foru50, j5kox52p(x/l).
The quantityj determines the error bounds associated

with the expansion. For a given acceptable error limit~say,
j50.2!, the region of a valid series approximation increases
with decreasing frequency, or, conversely, increasing acous-
tic wavelength.

The rms pressure of each term is

p̄0~x!5APo

2
, p1~x!5APo

2
j,

~8!

p̄2~x!5APo

2

j2

2
, p3~x!5APo

2

j3

6
.

Figure 1 compares the relative rms pressures of each
expansion term. As shown, forj50.2, the rms pressure of
the first-order correction term,p1(x), is approximately 7 dB
less than that of the zeroth-order direct-pressure measure-
ment. The rms pressure of the second- and third-order terms
are, respectively, 17 and 29 dB below that of the conven-
tional measurement of pressure. This result indicates that the

FIG. 1. Comparison of the relative rms pressures of correction terms in a
simplified Taylor series.
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magnitudes of the higher-order correction terms are small
compared to the zeroth-order term and diminish rapidly with
increasing order. The rms pressure within a given Taylor se-
ries approximation region is primarily determined by the
zeroth-order term. Hence, if the goal is to approximate the
amplitude of acoustic pressure surrounding a point, it is suf-
ficient to limit the measurement to zeroth order. As is, the
Taylor series expansion does not illustrate the advantage of
the directional characteristics of particle velocity and the
higher-order velocity gradients.

In addition, each of the higher-order quantities has their
own self-noise characteristics and are more sensitive to sub-
sonic noise sources.25–29

III. DIRECTIVITY FACTORS OF VARIOUS COMBINED
RECEIVERS

The directional dependence of the acoustic particle ve-
locity components, as well as the velocity gradient compo-
nents, may be obtained from the linearized momentum and
continuity equations. Thus, assuming a standard coordinate
system:

p~x,y,z;t !5po exp$ iko@x cosu sinf1y sinusinf

1z cos~f!#1 ivt%, ~9!

u~x,y,z;t !5
2cos~u!sin~f!

roc
p~x,y,z;t !, ~10!

v~x,y,z;t !5
2sin~u!sin~f!

roc
p~x,y,z;t !, ~11!

and

w~x,y,z;t !5
2cos~f!

roc
p~x,y,z;t !, ~12!

where c is the sound speed in the fluid andp is pressure.
Similarly, the gradients of Eqs.~10!, ~11!, and~12! are

u8~x,y,z;t !5
]u

]x
5

2 iv

roc2
cos2~u!sin2~f!p~x,y,z;t !,

~13!

v8~x,y,z;t !5
]v
]y

5
2 iv

roc2
sin2~u!sin2~f!p~x,y,z;t !,

~14!

w8~x,y,z;t !5
]w

]z
5

2 iv

roc2
cos2~f!p~x,y,z;t !. ~15!

A scale factor, denotedq1 and set equal to the negative
of the fluid’s specific acoustic impedance (roc), is now in-
troduced to convert Eqs.~10!, ~11!, and~12! into equivalent
pressure amplitudes. Thus

q1u5cos~u!sin~f!p~x,y,z;t !, ~16!

q1v5sin~u!sin~f!p~x,y,z;t !, ~17!

q1w5cos~f!p~x,y,z;t !. ~18!

The scaled velocity components can now be weighted
and summed along with the acoustic pressure. The power
sum is then defined as

B(4)~u,f!5uwp1wx cos~u!sin~f!1wy sin~u!sin~f!

1wz cos~f!u2, ~19!

where the arbitrary weighting coefficients$wp ,wx ,wy ,wz%
include the scaling factorq1 , andpo has been set to unity.

In a similar manner, the second-order terms may be
summed with the quantities in Eq.~19!. However, the scaling
factor is more involved, being both complex~p/2 phase
shift! and frequency dependent. The scaling factor is defined
asq25 iroc2/v. First consider the diagonal terms of the Hes-
sian matrix

q2S ]u

]xD5cos2~u!sin2~f!p~x,y,z;t !, ~20!

q2S ]v
]y D5sin2~u!sin2~f!p~x,y,z;t !, ~21!

and

q2S ]w

]z D5cos2~f!p~x,y,z;t !. ~22!

The power sum of the seven weighted quantities can
now be written as

B(7)~u,f!5uwp1wxa1wyb1wzc1wxxa
21wyyb

2

1wzzc
2u2, ~23!

where a5a(u,f)5cos(u)sin(f), b5b(u,f)5sin(u)sin(f),
andc5c(f)5cos(f). Similarly, the power sum of the com-
plete ten-term weighted expansion of the Hessian matrix is

B(10)~u,f!5uwp1wxa1wyb1wzc1wxxa
21wyyb

2

1wzzc
21wxy2ab1wxz2ac1wyz2bcu2.

~24!

The optimal weights for a vector sensor have been pre-
viously derived16 by solving for the set of weights that pro-
duced an extremum value for directivity factor. Theoreti-
cally, the direct elimination procedure can be extended to
determine the optimal weights for higher-order sensors, that
is, the weightswxx , wyy , wzz, wxy , wxz , wyz . However, the
algebra becomes cumbersome, even with the aid of programs
such asMATHEMATICA ™. Instead, the optimal weights for a
simplified directional sensor that measures pressure, the
three components of particle velocity, and asingle gradient
of velocity ~i.e., the weightswp , wx , wy , wz , wxx) were
determined here. These optimal weights generate the direc-
tivity shown in Fig. 2, which is noted to be as much as 9.5
dB ~or 3.5 dB greater than that of a vector sensor! along the
boresight of thex axis. Also shown are the steering directions
at which the velocity gradient]u/]x did not provide addi-
tional gain. Not surprisingly, if the gradient]v/]y is mea-
sured as well~allowing for the additional weightwyy), the
directivity increases along the boresight of they axis, at
us5690°, as shown in Fig. 3. The beam response of this
six-component directional sensor, using optimal weighting,
is illustrated in Fig. 4. The half-power beamwidth is 65°. For
comparison, Fig. 5 shows the optimal response for a four-
component vector sensor.
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The weight set for optimal directivity of a vector sensor
@Eq. ~19!# is given as $wp51, wx53as , wy53bs , wz

53cs%, where as5a(us ,fs), bs5b(us ,fs), and cs

5c(fs), and us and fs , respectively, are the chosen azi-
muth and elevation steering, or look, directions. For the
five-component receiver, the optimal weight set is$wp51,
wx54as /(325as

2), wy54bs /(325as
2), wz54cs /(3

25as
2), wxx55(3as

221)/(325as
2)%; and for the six-

component receiver: $wp51, wx52as /(425 sin2(fs)),
wy52bs/(4–5 sin2(fs)), wz52cs /(425 sin2(fs)), wxx

55(2as
21bs

221)/(425 sin2(fs)), wyy55(2as
21as

221)/
(425 sin2 (fs))%.

The optimal weight set of the four-component vector
sensor reduced to a constant~i.e., 3! times the directional
response of each velocity component. Given this, a similar

weighting set may be considered30 for a ten-component di-
rectional receiver, now allowing for two constantsm1 and
m2 . That is, the optimal weight set is assumed to be of the
form $wp51, wx5m1as , wy5m1bs , wz5m1cs , wxx

5m2as
2 , wyy5m2bs

2 , wzz5m2cs
2 , wxy52m2asbs , wxz

52m2as cs , wyz52m2bscs%. With this assumption, the alge-
bra required to determine the optimal weights is simplified.
As defined in Ref. 16, the directivity factor, DF, of a com-
bined receiver is

DF5
4pB~us ,fs!

*0
2p*0

pB~u,f!sin~f!df du
. ~25!

Substituting the ten-component receiver response, Eq.~24!,
into Eq. ~25! and performing the integration~with wp51!
yields

DF(10)5
15B10~us ,fs!

@1515wx
213wxx

2 14wxy
2 14wxz

2 15wy
213wyy

2 14wyz
2 15wz

212wyy~51wzz!12wxx~51wyy1wzz!1wzz~1013wzz!].

~26!

The optimal weight set could be found by maximizing the
above ratio for ten arbitrary weights; the procedure would
lead to solving ten equations with ten unknowns. However,
with the assumed optimal weight set for the dyadic sensor,
the directivity factor DF reduces to

DF(10)5
15~11m11m2!2

151~5m11m2~1013m2!
, ~27!

which is independent of steering angle.
It is conjectured that maximum directivity is 9.5 dB,

which occurs when DF59. Hence, setting DF(10)59, and
solving for m1 in terms ofm2 ,

m15 1
10$515m26A15A2~m215!2%. ~28!

A real solution for constantsm1 andm2 is obtained only for
m2525; then, the two constants for the optimal weights are
(m1522, m2525!.

Optimal weights for higher-order receivers can be ob-
tained ~see the Appendix! numerically by forming the La-
grangian that minimizes the denominator of Eq.~25!, thus
maximizing the directivity factor. In principle, this numerical
procedure will determine the directivity of any arbitrary or-
der combined receiver.

IV. CONCLUSIONS

Table I compares the directivity indices of various types
of acoustic receivers. A single pressure sensor is omnidirec-
tional, providing no spatial discrimination of an acoustic
field. Single-axis velocity sensors, measuring the component
velocities u, v, w are dipoles, or cosine-directive. In the
free field, these velocity sensors have a directivity index
(NDI ! of 4.8 dB and can provide spatial filtering of an acous-
tic field. Without a corresponding measurement of pressure,
however, velocity sensors have directional ambiguity—they

FIG. 3. Directivity of a six-component receiver.
FIG. 2. Directivity of a five-component receiver.
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cannot determine ‘‘left/right’’ propagation. True pressure-
gradient sensors~referred to asp–p probes9! provide a first-
order finite-difference estimate of particle velocity and, given
that these sensors measure pressure directly, can determine
arrival direction.

Vector sensors, which measure pressure and the three
components of acoustic particle velocity~p, u, v, w!, have a
directivity index of 6 dB. The optimal beam response of a
vector sensor was illustrated in Fig. 5, with half-power main-
lobe beamwidth of 104°. Higher-order sensors measure gra-
dients of acoustic particle velocity; it may be shown that
these gradients~for acoustic plane waves! are proportional to
variations in the instantaneous density of the acoustic field.
Just as pressure-gradient sensors infer acoustic particle ve-
locity, velocity-gradient sensors appear to infer changes in
density. If it were possible to measure density variations di-
rectly ~as, for example, accelerometers measure acoustic par-
ticle acceleration directly!, then it would not be necessary to
form finite-difference approximations of these gradients with
lower-order components.

A five-component sensor~p, u, v, w, u8, where u8
5ux) can have a directivity index of 9.5 dB, which is nine
times the DF of an omnidirectional pressure sensor. How-
ever, this directivity depends on the arrival direction of the
acoustic plane wave. Maximum directivity~9.5 dB! is ob-
tained only along the boresight of thex axis. As additional
velocity gradients are measured, the angular dependence is
eliminated and a constant maximum directivity of 9.5 dB is
obtained.

Combined receivers measure additional quantities of the
acoustic field; hence, the number of processing channels in-
creases with the order of the receiver. Combined receivers
that measure pressure and each orthogonal component of
acoustic particle acceleration have been built by many re-

searchers, including Shchurov,5 EDO Corporation,19 Wil-
coxon Research,20 the University of Massachusetts-
Dartmouth,21 AcousTech Corporation,22 and Pennsylvania
State University.23,24

McConnell31 has designed and tested an underwater
acoustic intensity sensor, denoted as theu–u probe, that es-
timates the velocity gradient (]w/]z) by using the finite dif-
ference approximationDw/Dz. The measurement is analo-
gous to the standard pressure gradient technique.
Measurements made of a reactive intensity field with the
u–u probe compared well with those made from ap–u
probe, and it was concluded that theu–u technique was vi-
able. Thus, it may be possible in the future to measure the
second-order expansion terms shown in Eq.~4!, and, hence,
increase an array’s directivity without increasing the array’s
acoustic aperture.

It will remain a challenge, though, to measure these
higher-order components. Additional self-noise mechanisms,
not present with the lower-order acoustic components, can
corrupt the acoustic sensitivity of highly directive receivers.
The gains possible with these sensors are significant. The
point directional dyadic sensors described here have directiv-
ity gains of as much as 9.5 dB. In addition, multiple nulls
may be generated within a single directional sensor’s angular
response. These nulls can then be used to reduce signal in-
terference, acoustic and nonacoustic sensor self noise, and
unwanted multipath reflections.
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FIG. 4. Optimal combined receiver~six-component! beam response. FIG. 5. Optimal vector sensor beam response (NDI56 dB!.

1530 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Cray et al.: Acoustic receivers



appreciate the detailed comments made by each reviewer of
this manuscript and are grateful for the pertinent references
they identified.

APPENDIX: OPTIMAL COMPONENT WEIGHTS VIA
LAGRANGE MULTIPLIERS

Consider a limited combined receiver that measures
pressure gradients, to any order, only along thez axis. Thus,
for a harmonic plane wave

]np

]zn
5~ ikoc~f!!np~x,y,z,t !, ~A1!

where p(x,y,z,t)5Poexp$iko((xa(u,f)1yb(u,f), 1zc(f))
1iwt)%.

The combined receiver is located at the origin of the
coordinate system, and, assuming a unit-amplitude pressure,
Po51, the power sum of the weighted and scaled gradient
may be written as

B~u,f!5U(
n50

N

wncn~f!U2

5 (
n50

N

(
m50

N

wnwmcn~f!cm~f!, ~A2!

with the harmonic-time dependence omitted.
The directivity factor~DF! thus becomes

DF5
4pB~us ,fs!

*0
2p*0

p (n50
N (m50

N wnwmcn~f!cm~f!sin~f!dfdu
,

~A3!

where

B~us ,fs!5U(
n50

N

wncosn~fs!U2

and (us ,fs) defines the arrival angles of the signal.
Interchanging the order of summation and integrating

over anglesu, f yields

DF5
~(n50

N cosn~fs!wn!2

(
n50

N

(
m50

N
wnwm

2

~12~21!n1m11!

~n1m11!

5
~(n50

N anwn!2

(n50
N (m50

N bnmwnwm
~A4!

with an5cosn(fs) and bnm5@12(21)n1m11#/@2(n1m
11)# .

The objective now is to maximize Eq.~A4! by choice of
the weight set$wn%. To simplify, introduce matrix notation
A5@ao ,a1 ,...,aN#T, W5@wo ,w1 ,...,wN#T, and B
5@bnm#, which is symmetric and positive definite, as may
be determined from the denominator of~A3!. Thus

DF5
~ATW…

2

WTBW
. ~A5!

From the Lagrangian, which minimizesWTBW, with the
constraintATW51, and thus maximizes DF:

q5WTBW2lATW. ~A6!

Equivalently, the Lagrangian may be expressed as

q5S W2
l

2
B21AD T

BS W2
l

2
B21AD2

l2

4
ATB21A.

~A7!

By inspection, the optimal weights are clearly
Wo5(l/2) B21A, which yields a minimum valueq
52(l2/4) ATB21A. From the constraint equation (ATWo
51), the Lagrange multiplier is obtained

l

2
5

1

ATBÀ1A
, ~A8!

and the weights that generate optimal directivity for an
arbitrary-order combined receiver are

Wo5
B21A

ATBÀ1A
, ~A9!

and the corresponding maximum directivity~with Wo above!
becomes

DFo5ATBÀ1A. ~A10!
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New perspectives in audible range acoustics, such as virtual sound space creation and active noise
control, rely on the ability of the rendering system to recreate precisely a desired sound field. This
ability to control sound in a given volume of a room is directly linked to the capacity to focus
acoustical energy both in space and time. However, sound focusing in rooms remains a complicated
problem, essentially because of the multiple reflections on obstacles and walls occurring during
propagation. In this paper, the technique of time-reversal focusing, well known in ultrasound, is
experimentally applied to audible range acoustics. Compared to classical focusing techniques such
as delay law focusing, time reversal appears to considerably improve quality of both temporal and
spatial focusing. This so-calledsuper-resolutionphenomenon is due to the ability of time reversal
to take into account all of the different sound paths between the emitting antenna and the focal point,
thus creating an adaptive spatial and temporal matched filter for the considered propagation
medium. Experiments emphasize the strong robustness of time-reversal focusing towards small
modifications in the medium, such as people in motion or temperature variations. Sound focusing
through walls using the time-reversal approach is also experimentally demonstrated. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1543587#

PACS numbers: 43.60.Gk, 43.38.Hz, 43.55.Br, 43.60.Dh@RLW#

I. INTRODUCTION

Most challenging applications in audible range acous-
tics, such as virtual sound space creation and active noise
control, rely on the ability of the rendering system to recreate
precisely a desired sound field.1 This accuracy in rendering
has to be achieved both temporally and spatially in a finite
volume around the desired listener. From a theoretical point
of view, the ability to recreate such a desired sound field is
directly linked to the capabilities of the system in terms of
spatial and temporal focusing. The propagation medium in
practical situations isa priori unknown and complex~e.g.,
multiple reverberations, absorption effects, etc.! thus requir-
ing focusing to be adaptive. Current approaches to achieve
this adaptive sound control consider modeling of the propa-
gation medium. Other signal-processing approaches based on
the solution of the inverse problem have also been proposed
to achieve this focusing objective.2

Adaptive focusing of acoustic waves is also an impor-
tant research topic in domains such as medical imaging and
therapy, underwater acoustics, and nondestructive evaluation.
The time-reversal method for such applications has been
proven a very efficient and easy technique to achieve adap-
tive focusing regardless of the complexity complex the
propagation medium.3 The aim of this paper is to study both
theoretically and experimentally the potential of this tech-
nique for audible range acoustics.

The time-reversal focusing technique is based on the
time-reversal invariance of the wave equation. In the case of
room acoustics, the wave equation can be written in a fairly
simple form: Propagation occurs in a lossless fluid with a

constant sound velocityc in a medium bounded with nondis-
sipative boundaries~in an ideal case!. Thus, for the acoustic
pressure fieldp(r ,t) in a transient regime, the propagation of
sound obeys the condition4

¹2p2
1

c2

]2p

]t2
50. ~1!

This equation is time-reversal invariant because it contains
only second-order derivatives with respect to time. Conse-
quently, for each burst of soundp(r ,t) diverging from a
source which can then possibly be reflected, refracted, or
scattered within the propagation medium, there exists in
principle a set of wavesp(r ,2t) that retraces precisely all of
these complex paths and converges simultaneously at the
original source site as if time were running backwards.

By taking advantage of the Huygens principle, this time-
reversal wave can be obtained by measuring the fieldp(rS ,t)
on a surface enclosing the experimental volume. This surface
is covered with microphones that detect the fieldp(rS ,t)
during a timeT sufficiently long for the wave to vanish.
Once this field is stored in memories, the microphones are
then replaced by loudspeakers and the surface of loudspeak-
ers reemits the time-reversed signalsp(rS ,T2t). The result-
ing wave field converges optimally towards the initial source
exactly as if the scene was played backwards.

In nondissipative media, such a time-reversal cavity acts
as an inverse filter of the diffraction transfer function that
relates the wave-field propagation from the source to the
closed surface: The movie of the diverging wave propagation
is played backwards resulting in an optimal focusing at the
initial source location. However, this filter is not perfect be-
cause evanescent waves5 emitted by the source~high spatial
frequency content of the wave field! cannot be recorded ona!Electronic mail: michael.tanter@escpi.fr
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the surface and thus cannot be time reversed. Diffraction acts
as a low-pass filter of the spatial frequencies, and it leads to
the classical diffraction limit that prevents the size of the
time-reversed focal spot from being smaller than half the
wavelength. Thus, details of the source smaller than the
shortest wavelength are lost during a time-reversal experi-
ment. So, for an ideal point source emitting a wideband
pulse, the ‘‘returning’’ field refocuses on it with a spot whose
dimensions is on the order of the smallest wavelength. For
the same reasons, the transducers covering the cavity surface
do not need to be uniformly distributed over the whole sur-
face. Because the smallest details are filtered by diffraction,
the surface may be sampled by a finite number of transducers
distributed on a two-dimensional array with spacing equal to
half the smallest wavelength.

This time-reversal cavity remains an idealized concept
which is difficult to implement in practice. The strongest
limitation is linked to the difficulty of surrounding the focal
region by a huge set of transducers. In ultrasound-based
medical or nondestructive evaluation applications, a time-
reversal mirror~TRM! consisting of a simple linear array is
generally used. However, in most cases, its limited aperture
reduces the focusing capabilities of the technique.3,6

In room acoustics, propagation occurs in a closed cavity
with reverberating boundary conditions. This specific con-
figuration leads to interesting properties that can be antici-
pated from previous results obtained in an ultrasonic fre-
quency range. Indeed, in lossless ultrasonic waveguides,7

Roux et al. have shown that time reversal benefits from the
multiple reflections that occur during propagation, permitting
the creation of a virtually infinite transducers array. Conse-
quently, the focal resolution of the array is improved in com-
parison with the focal resolution of the system in free space.
For the case of a closed and chaotic 2D cavity,8 Draeger
et al. have even shown that the information contained in the
reflections of the wave field coming from a single source is
sufficient to recreate a complete virtual time-reversal cavity.
Thus, a single loudspeaker time-reversal mirror is sufficient
to achieve focusing in such a closed and chaotic cavity. Our
configuration in room acoustics is slightly different because
the studied cavity does not have a chaotic shape and is not as
reverberant as the one studied in Ref. 8. However, similari-
ties with the work done by Draegeret al.9 and De Rosny
et al.10 can be established. See Fig. 1.

Our goal is to compare the performances of classical
time-delay-law focusing and time-reversal focusing in room
acoustics. This study is divided into three sections. In Sec. II,
time-reversal processing is studied and experimentally
achieved using a loudspeaker array inside a reverberating
room. The quality of focusing is studied both spatially and
temporally and the phenomenon of super resolution achieved
by time reversal in the room is clearly demonstrated. In Sec.
III, the loudspeaker array is placed outside of the room
where focusing is to be achieved. This second experiment
allows study of the robustness of the time-reversal focusing
process in nonideal conditions where the attenuation due to
the walls causes one to reconsider the initial assessment of
time-reversal invariance. Finally, the digital communications
experiment described in the last section will allow us to

quantify the capacity of time reversed to improve the quan-
tity of information that can be transmitted in a reverberating
medium.

II. TIME REVERSAL IN A REVERBERATING ROOM

A. Experimental setup

Experiments have been carried out in a typical room.
The room is neither a white reverberating room nor an
anechoic room. By choice, we use a room where many
people work on a variety of experiments and, consequently,
with many obstacles to sound propagation such as tables or
computers. This will prove helpful to study robustness of the
different tested focusing methods. The typical applications of
interest concern speech; for this reason, our study is limited
to the bandwidth in the audible frequency range@300–4000
Hz#.

The room in which experiments are undertaken is rect-
angular, with dimensions 4.735.933.1 m. The focusing sys-
tem consists of a 20-loudspeaker linear array~Fig. 2!, paral-
lel to the measurement bench. The receiving system consists
of an electret microphone that scans the pressure field gen-

FIG. 1. Time-reversal principle in a reverberating cavity.

FIG. 2. Setup for experiments in reverberating room.
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erated by the antenna along its measurement axis~see Fig.
2!. This simple configuration has been deliberately chosen to
avoid problems due to modification of the sound field by the
measurement system. Emitting and receiving systems are
controlled from an electronic device including 12-bit A/D
converters for microphones, 256 kBytes memory for each of
the 50 time-reversal channels, and 12-bit D/A converters and
amplifiers for each loudspeaker. Sampling frequency is set to
20 kHz. This sampling frequency limits us to work in the
0–5-kHz frequency range because focusing quality is linked
to the achievable precision in phase between each channel.11

Our goal in these experiments is to compare the perfor-
mances of classical time-delay-law focusing and time-
reversal focusing. For practical reasons, there are no active
sources at the desired focal point contrary to the usual time-
reversal experiment. Indeed, the first step of the time-reversal
experiment is conducted using the spatial reciprocity prop-
erty of the medium: instead of acquiring Green functions
G(Y i ,r f p ,t) by emitting from the desired focal pointr f p and
receiving at locationY i of each transducer of the array, we
acquire Green functions by letting each loudspeaker emit in-
dividually assuming thatG(Y i ,r f p ,t)5G(r f p ,Y i ,t). This
method avoids having to use a complex configuration of
transducers consisting of a couple of coaxially mounted
loudspeaker and microphone for each element of the array.

In the audible range, electro-acoustical response of
transducers cannot be neglected, especially for loudspeakers.
Impulse responses from an elementi of the array to the focal
spot are measured by emitting a chirp of bandwidth 100–
4100 Hz with the loudspeakeri and acquiring the corre-
sponding signal with a microphone located at the focal point
r f p ~the use of a chirp signal excitation instead of a delta
function is only due to sensitivity considerations!. Impulse
responses are then obtained by correlating the signal with the
initial chirp, and is given by

hi , f p~ t !5hAE
m ~ t ! t* G~Yi ,r f p ,t ! t* hEA~ t !, ~2!

where hEA(t) is the electroacoustic impulse response of
loudspeakeri ~it will be considered identical for each loud-
speaker in the present paper!, Y i is the position of theith
loudspeaker,hAE

m (t) is the acousto-electric impulse response
for the microphone, andt* denotes convolution with respect
to time. Due to the linearity of the problem, impulse re-
sponse of the electronic system and transducers will be con-
sidered as a whole, denotedhE

i (t). Thus

hi , f p~ t !5G~Yi ,r f p ,t ! t* hE
i ~ t !. ~3!

These impulse responses are time reversed and reemitted in
the medium by the set of loudspeakers, using the same elec-
tronic system. The signal received at locationx in the me-
dium can be written

hRT~x,t !5 (
i 51, . . . ,N

G~Yi ,x,t ! t* G~r f p ,Yi ,2t ! t*

3hE
i ~ t ! t* hE

i ~2t !, ~4!

wherex is a point in the medium. In the casex5r f p ~i.e., at
the focal point! and t50, hRT(x,t) is maximized: Eq.~3!
illustrates the fact that time reversal acts as a spatial and

temporal matched filter, both for electronic responsehE(t)
and for the propagation operatorG(Y i ,r f p ,t). This property
is emphasized in the next two parts.

B. Spatial focusing

The performances of the two focusing techniques can be
compared using spatial domain point spread functions~PSF!,
defined asd(x)5maxt$h(x,t)%, whereh(x,t) is the impulse
response obtained at locationx after the focusing process. To
obtain the PSFs for the different cases, initially, the set of
impulse responseshi , f p(t) relating the loudspeakers notedi
and the focal pointf p is acquired. First, the classical focus-
ing technique~time-delay law! is realized by deducing from
the experiments the travel time between each loudspeaker
and the microphone located at the focal point. Focusing is
then achieved by emitting the same signal on each loud-
speaker with different delays corresponding to inverse of the
previous travel time-delay law. Thus, the signal emitted by
each loudspeaker arrives at the same time at the focus@in
practice, this time-delay law is computed using the position
of the maximum of correlation betweenhi , f p(t) andhE(t)].
Second, signals to be emitted for time reversal are easily
deduced by reversing the set of thehi , f p(t) impulse re-
sponses with respect to time.

The set of impulse responsesh(x,t) obtained in the fo-
cal plane after the focusing process is measured by translat-
ing the microphone along thex axis ~see Fig. 2!. A typical
spatio-temporal response obtained along the focal axisx by
time-reversal processing is presented in Fig. 3.

1. Focal spot width

Figure 4 presents the PSF around the desired focal point
obtained with the partial antenna. By comparing PSFs ob-
tained by time reversal with that obtained by the classical
delay-law focusing technique, the improvement introduced
by time reversal is evident: the main lobe is sharper, and
sidelobes are 7 to 10 dB lower.

The dashed intermediate curve corresponds to the simu-
lation of time-reversal focusing when propagation occurs in

FIG. 3. Intensity of the spatio-temporal focusing pattern achieved by time-
reversal processing.
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free space. This result is obtained by assuming that transduc-
ers are point-like. In this situation, Green’s function relating
to point x andy can be written as

G~x,y,t !5
1

ixyi
dS t2

ixyi

c D ,

whereixyi is the distance between pointsx andy, andd(t)
is the delta function. Substitution of this formula in Eq.~3!
leads to

hRT~x,t !5(
i 51

N
1

ixYi iir f pYi i

3dS t2
ixYi i2ir f pYi i

c
D

t

*
hE

i ~2t ! t* hE
i ~ t !.

~5!

A good approximation of the impulse response of electronic
system and transducershE(t) is measured in an anechoic
room using the actual system; calculation ofhRT(x,t) is then
straightforward. The corresponding dashed curve in Fig. 4
demonstrates the advantages of time-reversal process. Time
reversal in free space provides results that are very similar to
those obtained with the classical delay-law focusing. The
slight improvement provided by time reversal in such a situ-
ation is due to the temporal matched filtering of the impulse
response of the electronic systemhE(t). In the case of propa-
gation in a reverberating medium, such as our room, time
reversal gives results that appear to be even better than those
obtained in free space.

This phenomenon, calledsuper-resolution, is also ob-
served in waveguides7 and in closed cavities.8 After time
reversal, the rays that arrive at the focal point appear to be

emitted from multiple sets of virtual sources. These sources
are the images of the actual emitting antenna with respect to
the different interfaces in the rooms~walls or furniture!. The
superposition of the signals coming from each virtual an-
tenna at the focal point leads to a virtually infinite antenna.
Thus, focusing by time reversal in a highly reverberant room
can be assimilated to near-field focusing, and the focal spot
width does not depend on the size of the antenna, but is
always equal tol0/2, wherel0 is the central wavelength of
the used signal. In the present experimental case, we can
clearly check that the focal spot has a lateral width ofl0/2
517 cm, corresponding to the central frequency of the loud-
speakers, 975 Hz.

In Fig. 5 the size of the focal spot is plotted versus the

FIG. 4. Point spread functions ob-
tained with the partial antenna: Delay
law ~dotted line!, TR in free space
simulation ~dashed line!, and experi-
mental TR in the room~solid!.

FIG. 5. Focal spot width vs antenna diameter for the delay law~dotted line!,
TR in free space simulation~dashed line!, and TR in the room~solid!.
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size of the antenna for the different focusing techniques. As
stated above, the size of the focal spot remains constant for
time-reversal focusing in a reverberating room correspond-
ing to the optimal focus sizel0/2. In the case of focusing in
free space, the focal spot width follows the classical diffrac-
tion relationd5l0(F/D), whereF is the distance between
antenna and focal point, andD the diameter of the antenna.
One can clearly notice that the super-resolution phenomenon
is experimentally checked as soon as the antenna is larger
than 3l0 ~i.e., 100 cm!. The slight variations observed for
smaller antenna diameters on the focal spot width obtained
by time-reversal processing show the limits of the virtual
antenna approach: the virtual antenna is infinite if the loud-
speakers are omnidirectional and if no attenuation occurs
during reflections, which is not the case in reality. After each
reflection on the wall, the amplitude of the reverberated sig-
nal is smaller and it results in a corresponding virtual source
of lower efficiency.

2. Secondary lobes level

Beside the importance of obtaining a narrow focal spot,
sidelobe level is the second parameter to take into account
when evaluating the performance of a time-reversal focusing
system. This parameter has been studied by Rouxet al.7 for
the case of a waveguide, where a simple interpretation of the
use of reflections by time reversal in terms of virtual images
is introduced. In this article, sidelobe levels are shown to be
dependent on the number of transmitters and on the dimen-
sions of the waveguide. More complete analysis is available
in Ref. 5. In the present case, other parameters require con-
sideration, such as the available bandwidth or the size of the
temporal window used for time-reversal processing. The sub-
jective effect of sound focusing for the human ear is mainly
linked to two parameters: quality of sound at the focal point

~which depends on the quality of the impulse response after
focusing!, and the relative level of the first sidelobe~dy-
namic of the focusing!. Thus, we introduce the sidelobe level
as SL~dB!5^20 log10@d(y)/d(0)#&, where d(y) is the PSF
andy varies betweenl0/2 and 2l0 .

Figure 6 represents the evolution of SL~dB! with the
number of loudspeakers and the bandwidth used during the
time-reversal experiment. In order to understand this evolu-
tion, we consider four aspects of the function SL (N,BW).

~i! In the center of the figure, SL~dB! evolves in a bilinear
way: SL~dB!5A log10(N)1B log10(BW)1C, where
N is the number of loudspeakers, BW the effective
used bandwidth, andA, B, Care constants. This point
can be explained considering that, due to their differ-
ent reverberations, the contributing signals coming
from each loudspeaker are uncorrelated; thus, they
will sum coherently at the focal time, and incoher-
ently elsewhere, leading to a ratio:d(y)/d(0)}AN.
In frequency domain, the number of excited modes is
proportional to the bandwidth. Similarly, it may be
considered that modes are uncorrelated and contribute
incoherently except at focal point. Here again, this
leads to a relation:d(y)/d(0)}ABW. This bandwidth
dependence was addressed by Draegeret al. for the
case of chaotic cavities.8,9 Substitution in the above
formula gives: St~dB!510(log10(N)1 log10(BW))
1C. This simple approach provides a coarse approxi-
mation of the surface. In fact, relation between band-
width and number of excited modes appears to be
more complicated.

~ii ! When bandwidth becomes very small, the excitation
is quasimonochromatic. In this case, point spread
function in free space is of the formd(y)
5@sin(2pl/Dy)#/@2pl/Dy#. This PSF leads to a

FIG. 6. Sidelobe level SL~dB! as a
function of the number of used loud-
speakersN and of the bandwidth BW.
Value is the average of 32 repetitions.
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minimum sidelobes level of213 dB; this agrees with
the minimum value of SL~dB! obtained experimentally
whenN increases for small bandwidths.

~iii ! For large bandwidths, SL~dB! seems to reach a limit.
This an artifact of the experiment, corresponding to
the fact that one bandwidth is limited by the electronic
system itself, and not by the applied filter.

~iv! When N51, it can be noticed that SL~dB! reaches a
maximum of 24 dB as the bandwidth decreases.
Thus, even a single loudspeaker is able to achieve
focusing by using the multiple reverberations in the
room. This situation is explained with a simple model:
the virtual images of the loudspeaker with respect to
the different interfaces in the room allows creation of
a spatially undersampled antenna. The focusing pat-
tern corresponds to the focusing quality obtained with
such an undersampled antenna with monochromatic
excitation in free space. A simple model is established
considering that time reversal in this situation creates
a virtual antenna of transducers with a step equal to

the width of the room~5.9 m!. The PSF is then cal-
culated using the Huygens–Fresnel principle.11 In
conclusion, even with one loudspeaker and a mono-
chromatic excitation, a minimal focusing does exist as
the time-reversal approach benefits from the multiple
reflections.

Another interesting point is the quantity of data needed
to achieve a good quality of focusing. In Fig. 7, SL~dB! is
represented against the size of the temporal window used
during the time-reversal process. This figure denotes the evo-
lution from smallDT ~where focusing is very similar to the
one obtained with a delay-law technique! to large DT for
which all available reflections are taken into account in the
time-reversal operation. Draegeret al.8 show the existence of
a saturation level for sidelobes in regards toDT, linked to
the fact that not all the modes of the cavity can be equally
excited and that this saturation time can be related to the
Heisenberg time. However, the saturation time observed in
our case cannot be interpreted this way: First, our cavity is

FIG. 7. Dependence of sidelobes level SL~dB! on quan-
tity of dataDT used for time reversal.

FIG. 8. Evolution of sidelobe level SL~dB! over a 48-h period~bottom! and the corresponding temperature evolution~top!.
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not strictly speaking chaotic. Moreover, observation of such
a saturation phenomenon requires a very low attenuation dur-
ing reflections and signal-to-noise ratios that are impossible
to obtain in a standard room and generally in audible acous-
tics contrary to the silicon wafers used in Ref. 8. In our case,
emitted signals are shorter due to attenuation: thus, the ob-
served saturation is due mainly to the signal falling below
the noise level.

3. Influence of changes in the propagation medium

In practical systems, focusing needs to be robust: focus-
ing has to be achieved in media where objects will eventu-
ally move, and conditions of the propagation can vary. The
influence of such an evolution upon focusing is measured by
acquiring an initial set of signals and calculating the corre-
sponding set of time-reversed signals to emit. This set is then
reemitted every 15 min in order to study the evolution of the
sidelobe level SL~dB! against time. Results are presented in
Fig. 8. During the measured period~48 h!, people move and
work in the room, creating slight modifications of the propa-
gating medium. In these conditions where temperature re-
mains constant~variations do not exceed 0.5 °C!, focusing
through time reversal proves to be very robust. However,
time-reversal focusing is very sensitive to cumulative varia-
tions of the propagation medium characteristics. Figure 8
shows that for example focusing quality has a strong depen-
dence with temperature~i.e., with variations of sound speed!.
This problem can easily be overcome in practical applica-
tions by using banks of data corresponding to the different
conditions and link the choice of the data bank to the tem-
perature in the room.

C. Temporal focusing

In the time domain, results presented in Fig. 9 show the
effect on time reversal for the compression of the impulse
response of the room. As shown in Eq.~2!, the response
obtained at the focal point corresponds to the coherent sum
of the autocorrelation of the impulse responses for each loud-
speaker. For this reason, the response is symmetric and is a
good approximation of a delta function. However, the shape
of the temporal response at the focal point for the two focus-

ing techniques appears to be very different: Time reversal
optimizes the ratio between the main focusing lobe and side-
lobes in a symmetric way, whereas delay-law techniques
concentrate noise after the main lobe, giving a noisier but
more natural response, since it is similar to what would be
obtained for the propagation of a single pulse in the room.

Thus, from the temporal point of view, time reversal
appears to give an interesting result in term of S/N ratio. This
result is directly linked to the fact that time reversal provides
both a temporal12 and spatial13 matched filtering, correspond-
ing to the real experimental conditions. However, the sym-
metrical form of the impulse response at the focal point,
although optimal in terms of S/N ratio, makes the system
difficult to use for audio applications. Indeed, the sidelobes
preceding the main lobes create strange perspective effects,

FIG. 10. Experimental setup for focusing through the wall.

FIG. 9. Temporal signal received at focus for delay-law
focusing ~bottom! and for time reversal at the focal
point hRT(r fp ,t).
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especially with percussive sounds and plosives consonants,
whose rendering quality is poor.

Experiments conducted in the room demonstrated the
efficiency and robustness of time reversal compared to the
classical time-delay technique to achieve focusing in a rever-
berant room, both in terms of temporal compression and spa-
tial focusing. A more challenging configuration for time re-
versal is investigated in the next section.

III. TIME REVERSAL THROUGH A WALL

Focusing sound in a reverberant room appears to be a
nearly ideal situation for time reversal: Attenuation is due
mainly to reflections, and remains quite small. In order to
study the robustness of the time-reversal process for audible
range acoustics, the focusing experiment described in the
preceding section is now conducted under the conditions
where attenuation is strong and propagation much more
complex. The experimental setup is described in Fig. 10: The
20-loudspeaker antenna array is now directed towards the
wall and we try to focus through the wall in the other room.

Propagation of acoustical energy from one room to the
other is complex, because sound propagates through multiple
paths, such through the wall, of course, but also through
doors and windows. As shown in Fig. 11, there is no direct
wavefront, and no specific path for propagation can be iden-
tified. In the conditions of experiment, the acoustic attenua-
tion ~acoustic attenuation is defined as the difference in mean
sound levels in each room for white noise! between the cen-

tral loudspeaker of the antenna and the central position of the
microphone is 2063 dB. The wall by itself is made of hol-
low bricks and plaster, and is 8 cm thick. Such a wall pro-
vides a normalized acoustic attenuation of;41 dB.14 Thus,
the most important part of acoustical energy that manages to
reach the focal point comes from ‘‘leaks,’’ probably via
doors and windows but also from lateral propagation through
walls. The problem is nevertheless very interesting because
the attenuation is strong and strongly frequency dependent,
as shown in Fig. 12.~For example, some cuts are down 30
dB.!

Those conditions are very tricky for time reversal. In-
deed, its ability to focus should be degraded by attenuation,
as the technique is based on the fact that no dissipation oc-
curs during propagation. Moreover, time reversal does not
provide any compensation for the amplitude of the frequency
response, and this point will necessarily lead to reductions in
the focusing quality.

A. Focusing experiments

A typical PSF obtained in the configuration described
above is plotted in Fig. 13. The results obtained in such a
configuration are very similar to those obtained in a simple
room, especially in terms of focal spot width:26-dB width
is equal tol/2, wherel corresponds to the central frequency
of the loudspeakers. On the other hand, secondary lobe level
is higher~around218 dB! than the one obtained for an equal
number of loudspeakers in the room. This phenomenon is

FIG. 11. B scan for the signal coming from loudspeaker
No. 8: h8(x,t).

FIG. 12. Spectral density of the impulse response
h8(r f p ,t) between loudspeaker No. 8 and the desired
focal point.
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linked to acoustical dissipation during propagation, which
implies distortion in the spectrum and distortion of the over-
all amplitude coming from each loudspeaker. Figure 14
shows the consequences of these distortions for the overall
quality of focusing: In many cases, no focusing can be
achieved~sidelobe level is 0 dB or higher!, whereas in simi-
lar conditions, focusing was possible when using the first
experimental setup~see Fig. 6!. Thus, loss of information
during propagation results in less quality in spatial focusing,
because the constructive interference system at the focal
point is less effective.

From the point of view of temporal compression, results
are very similar to those obtained with time reversal with the
conditions of the first experimental setup, except that the
temporal sidelobe level is higher: The level of first sidelobes
cannot be lowered under225 dB, whereas levels of235 dB
could be attained in rooms. In the meantime, as for spatial
behavior, the width of temporal response is equal to the
width obtained in rooms.

Previously, we have studied focusing only along one
axis. But, the shape of the focal spot can be studied in three
dimensions. Since time reversal benefits from the multiple

reflections in the three dimensions, we hope to obtain a simi-
lar focusing whatever the measurement axis is. Moreover,
focal spot width should remain the same, equal tol/2, where
l corresponds to the resonance frequency of the loudspeak-
ers. Sidelobe levels can vary because the virtual images of
loudspeakers created by reflections leads to spatially under-
sampled virtual antennas.

Figure 15 presents the PSFs obtained along the three
dimensions$x,y,z%: As suggested above, focusing occurs in
the three dimensions. One should notice that vertical and
lateral focusing~axesx and z) are similar and optical~l/2
spot size!, although the antenna is parallel to thex axis.
However, longitudinal focusing proves to be more difficult to
achieve, probably because of attenuation during reflections:
In this direction, focusing occurs indirectly through reflec-
tions against the opposite wall in the other room, so more
reflections are needed and attenuation is stronger.

We note that similar results are obtained when the active
sources are placed directly in the room. These are not pre-
sented to avoid redundancy, and because the present situation
is more challenging for such an experiment.

B. Communication experiment

The quality of focusing obtained with time reversal
through walls is too poor to be able to transmit music with
good quality from one room to the other, especially because
of important variations in the frequency response of the sys-
tem, and because of the high level of the temporal sidelobes.
However, this technique can prove very useful in a context of
digital communications. For example, using the previously
described experimental setup, we can transmit information in
a binary form.

To achieve this transmission, a classical method of
modulation and demodulation is used. In order to concentrate
the emitted signals in the frequency range of the focusing
system, information is modulated around a carrier frequency
of 2500 Hz, using a Q-DPSK technique.15 As it is shown in
Fig. 16, measurement imprecision can be quite important
both for phase and amplitude, justifying the choice of such a

FIG. 13. Point spread functions obtained with time reversal~dashed line!
and time reversal with amplitude compensation~solid line!.

FIG. 14. Sidelobe level SL~dB! as a function of the number of used loud-
speakersN and of the bandwidth BW. Value is the average of 32 repetitions.

FIG. 15. Point spread functions for focusing through the wall along the
three axes$x,y,z%.
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modulation system. Furthermore, the fact that modulation is
differential provides an easy way to get rid of problems with
baud clock synchronization.

In order to evaluate the performances of time reversal
for information transmission under such circumstances, three
different filtering techniques are used: First, the signals(t)
obtained from the modulator is transmitted as is with one of
the loudspeakers. A second technique consists of emitting the
s(t) signal with one loudspeaker after filtering with the time-
reversed propagation response between the loudspeaker and
the microphone. Thus, we obtain a temporal matched filter-
ing of the propagation medium with a single loudspeaker.
Finally, s(t) is transmitted after filtering by the different
time-reversal responses between each loudspeaker and the
microphone. Figure 16 shows how these different transmis-
sion techniques act on the signals constellations. When com-
pared to direct transmission or single channel matched filter-
ing, time reversal for multiple channels provides an
improvement in both phase and amplitude measurements due
to the fact that the improvement given by matched filtering is
coherently summed for each of the propagation paths.

Quantitative results about this experiment are obtained
by simulating the transmission a succession of random bit
sequences, each of them containing 25 kbits, at a band rate of
1250 symbols/s. A bit error rate~BER! is then calculated by
comparing the obtained sequence and the transmitted se-
quence. Each measurement is repeated 512 times and the
BERs are finally averaged to obtain the results of Table I. In
the case of direct transmission, no detection is possible
~BER>50%!: This point is directly linked to the fact that no
equalization of the channel is provided.

From these results, time reversal proves to be an effi-
cient way to provide channel equalization and to use channel
diversity. Indeed, Table I shows that a simple matched filter
~case of a one-loudspeaker antenna! is not sufficient in our
case of interest, whereas the use of a multiple-elements an-
tenna allows transmission to occur under varied conditions.
Thus, this technique can be very useful in environments

where propagation creates multiple reflections and complex
distortion of the channel, even when strong attenuation is
present.

IV. CONCLUSION

We have presented in this paper experimental results on
time-reversal properties in audible range acoustics. Thanks to
an optimal use of the reverberated field, due to its spatial and
temporal matched filter property, time reversal achieves high
focusing quality, both from the temporal and spatial points of
view. In particular, by using the time-reversal approach, a
loudspeaker antenna benefits from the reverberations in the
room to achieve a better focal spot than in free space. This
phenomenon, known as super-resolution, is experimentally
demonstrated here for room acoustics. So, according to its
spatial and temporal focusing ability, time reversal could be
very useful to control the local sound field in a 3D volume
around a focal point, even if the focal point is not in the same
room as the control antenna. This technique may find numer-
ous applications in different transmission systems, such as
virtual source imaging systems for multimedia applications
or devices for digital communications in complex media, as
shown in the previous section.

However, its potential remains limited for audio appli-
cations due to temporal sidelobes preceding the main signal
that create strange perspective effects, especially with per-
cussive sounds and plosives consonants, whose rendering
quality is quite poor. Moreover, time reversal proves to be
sensitive to attenuation and spectral content of the system.
Thus, as soon as the propagation medium becomes strongly
dissipative or if the loudspeaker bandwidth is nonuniform,
focusing quality can be degraded. In that case, more sophis-
ticated techniques, such as inverse filtering, as proposed by
Tanter16 or Kahana,17 can be envisioned and are currently
under investigation. The application of inverse filtering to
sound focusing is described and compared to the time-
reversal approach in following works.
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The mammalian cochlea is a structure comprising a number of components connected by elastic
elements. A mechanical system of this kind is expected to have multiple normal modes of oscillation
and associated resonances. The guinea pig cochlear mechanics was probed using distortion
components generated in the cochlea close to the place of overlap between two tones presented
simultaneously. Otoacoustic emissions at frequencies of the distortion components were recorded in
the ear canal. The phase behavior of the emissions reveals the presence of a nonlinear resonance at
a frequency about a half octave below that of the high-frequency primary tone. The location of the
resonance is level dependent and the resonance shifts to lower frequencies with increasing stimulus
intensity. This resonance is thought to be associated with the tectorial membrane. The resonance
tends to minimize input to the cochlear receptor cells at frequencies below the high-frequency
primary and increases the dynamic load to the stereocilia of the receptor cells at the primary
frequency when the tectorial membrane and reticular lamina move in counterphase. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1535941#

PACS numbers: 43.64.Jb, 43.64.Kc, 43.64.Ri@BLM #

I. INTRODUCTION

The mammalian cochlea functions with precise time
resolution as a sensitive, sharply tuned frequency spectrum
analyzer. Each point along the cochlear partition is most sen-
sitive to a particular frequency, which is called the character-
istic frequency~CF! of the place. These features of the co-
chlea depend on amplification provided by high-frequency
electromechanical feedback~Dallos and Evans, 1995; Frank
et al., 1999! from the outer hair cells~OHCs!. The OHCs are
stimulated through shear displacement~Davis, 1958! be-
tween the organ of Corti~OC!, which supports the OHC
soma, and the extracellular matrix of the tectorial membrane
~TM!, in which the tips of the OHC stereocilia bundles are
inserted. This relative shear displacement might be expected
to demonstrate a complex dependence on frequency and
level of stimulation because the mammalian cochlea is a
composite structure comprising many components that are
connected by elastic elements. Consequently, the cochlea is a
dynamic system with several mechanical degrees of freedom.
The response of each place along the length of the cochlea to
incoming sound is likely to be a combination of the normal
vibrational modes of the system. Thus, each tonotopic place
in the mammalian cochlea might be expected to respond
most sensitively at several different frequencies that corre-
spond to resonances at frequencies of the normal modes of
vibration.

From recent measurements of the basilar-membrane
~BM! mechanical responses made from normal, wild-type,
mice and genetically modified mice with detached TM
~Leganet al., 2000!, there is strong experimental evidence
that each section of the cochlear partition resonates at two or
more frequencies. In normal mice, the BM iso-response-

tuning curve reveals a sharp threshold minimum and associ-
ated level-dependent phase changes at the CF. Namely, the
phase angle lags or leads with increasing level of stimulation
for frequencies below or above the CF, respectively. Accord-
ingly, the phase angle is almost independent of level for fre-
quencies at or very close to the CF of the recording place.
These phase changes provide a signature of the nonlinear
resonance at the CF place. A second, more broadly tuned
threshold minimum and related level-dependent phase
changes was recorded about a half octave below the CF. The
iso-response-tuning curves of the BM displacements re-
corded from similar locations in the cochleae of mutant mice
without TM have a sharp but less sensitive minimum at the
expected CF of the measurement site, but the second low-
frequency minimum and accompanying phase changes are
absent. This is a strong indication that the TM is a second
mass that, together with the rest of the OC, forms a resonat-
ing system with at least two degrees of freedom. If this were
the case, then the acting stimulus for the hair cells, which is
the relative displacement of the TM with respect to the OC,
would depend strongly on the mode of vibration of the co-
chlear partition for specific signal parameters. Therefore, it is
of crucial importance for our understanding of the signal
processing in the cochlea to identify the modes of vibration
for each cross section of the cochlear partition.

With the exception of BM measurements in the mus-
tached bat cochlea~Russell and Ko¨ssl, 1999!, measurements
of BM responses in the hook region of the mouse cochlea
~Leganet al., 2000! differ from those made in other species,
~see Robles and Ruggero, 2001, for review!. To date, a low-
frequency resonance at the CF place has been reported only
in the mouse and the bat cochlea. This might be because only
in these two species have recordings of BM vibrations been
made through the transparent round window membrane of
the intact cochlea. In other studies of the BM mechanicala!Electronic mail: a.lukashkin@sussex.ac.uk
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tuning, the BM was viewed through an opening in the bony
wall of the cochlea. Such cochlear surgery has the associated
risk of changing the overall mechanical properties of the co-
chlea as a consequence of modifications to the cochlea’s hy-
drodynamics. Disruption of the cochlear integrity in the api-
cal turn of the cochlea has been reported~Cooper and Rhode,
1996! to lead to significant alteration in its mechanical re-
sponses. It is therefore worth attempting to use a noninvasive
technique to probe frequency tuning of theintact cochlea in
a species other than bat and the mouse to see if more than
one resonance contributes to the pattern of vibration at a
single location on the cochlea partition. In the current study,
the cochlear response at the CF place to frequencies well
below the CF was examined using low-frequency distortion
components.

Mechanical responses of the mammalian cochlea, at
least in its basal turn, have a significant level of distortion
~Robleset al., 1991; Cooper, 1998!. Part of the energy at
frequencies of the distortion components is reflected back
from the cochlea and can be recorded in the ear canal in the
form of distortion product otoacoustic emissions~DPOAE!
~Kemp, 1979!. DPOAE generation is closely associated with
the OHC motility~Frolenkovet al., 1998! at all levels of the
primary tones~Lukashkinet al., 2002!. Over a wide range of
stimulus parameters, DPOAEs originate mainly from the
place on the BM where the excitation due to the primary
tones overlap, i.e., from the cochlear region, which is close
to the f 2 CF place~Brown and Kemp, 1984; Knight and
Kemp, 2000!. Therefore, if f 2 is kept constant andf 1

changes, then the frequencies of the low-frequency compo-
nents of the DPOAE will sweep through the frequency re-
gion of the hypothetical low-frequency resonance at thef 2

CF place ~Russell and Ko¨ssl, 1999; Leganet al., 2000!.
Hence, one can expect that the DPOAE components will
demonstrate a level-dependent phase change specific to the
nonlinear resonance. Namely, a phase lag of the DPOAE
components with frequencies below the postulated resonance
should change to phase lead when frequencies of the com-
ponents exceed the resonance frequency. This transition of
the phase behavior should occur at around the same fre-
quency for all frequency components, e.g., for 2f 1– f 2 ,
3 f 1– 2f 2 , 4f 1– 3f 2 , etc., in other words for differentf 2 / f 1

ratios. However, it should be borne in mind that the DPOAE
amplitude does not necessarily peak at the TM resonance
frequency as it has been suggested earlier~Brown et al.,
1992; Allen and Fahey, 1993!. According to the latest experi-
mental and theoretical results, the bandpass structure of the
DPOAE could have a complex origin~Kanis and de Boer,
1997; Stoveret al., 1999; van Dijk and Manley, 2001;
Lukashkin and Russell, 2001; Vetesˇnı́k and Nobili, 2002! and
processes other than filtration might contribute to the genera-
tion of the bell-like filter shape of the DPOAE. It is also
worth noting that the resonance frequency in nonlinear sys-
tems depends on the level of the input signals. Accordingly,
the frequency of the phase transition could be different for
primary pairs of different levels.

II. METHODS

Eleven pigmented guinea pigs~250–350 g! were anes-
thetized with the neurolept anesthetic technique~0.06-mg/kg
body weight atropine sulphate s.c., 30-mg/kg pentobarbitone
i.p., 500ml/kg Hypnorm i.m.!. Additional injections of Hyp-
norm were given every 40 min. Additional doses of pento-
barbitone were administered as needed to maintain a nonre-
flexive state. The heart rate was monitored with a pair of skin
electrodes placed on both sides of the thorax. The animals
were tracheotomized and artificially respired, and their core
temperature was maintained at 38 °C with a heating blanket
and head holder. The middle-ear cavity of the ear used for
the DPOAE measurements was open to equilibrate air pres-
sure on the both sides of the tympanic membrane~Zheng
et al., 1997!.

Sound was delivered to the tympanic membrane by a
closed acoustic system comprising two Bruel & Kjaer 4134
1
2 -in. microphones for delivering tones and a single Bruel &
Kjaer 4133 1

2-in. microphone for monitoring sound pressure
at the tympanum. The microphones were coupled to the ear
canal via 1-cm long, 4-mm diameter tubes to a conical
speculum, the 1-mm-diameter opening of which was placed
about 1 mm from the tympanum. The closed sound system
was calibratedin situ for frequencies between 1 and 50 kHz.
Known sound-pressure levels were expressed in dB SPL
re:231025 Pa. White noise for acoustical calibration and
tone sequences for auditory stimulation were synthesised by
a Data Translation 3010 board at 200 kHz and delivered to
the microphones through low-pass filters~100-kHz cutoff
frequency!. Signal from the measuring amplifier was digi-
tized at 200 kHz using the same board and averaged in the
time domain. Amplitudes and phase angles of the spectral
peaks were obtained by performing an FFT on a time-
domain averaged signal, 4096 points in length. Phase data
were corrected for the phase angles of the primaries. The
maximum level of the system distortion measured with an
artificial ear cavity for the highest levels of primaries used in
this study (L15L2575 dB SPL) was 70 dB below the pri-
mary level. Experimental control, data acquisition, and data
analysis were performed using a PC with programs written in
TESTPOINT ~CEC, MA!.

The following experimental procedures were used:

~i! DPOAE-grams (f 2 sweeps,f 2 / f 1 ratio is constant,L1

andL2 are constant,L2 is 10 dB belowL1) for low-
level primaries were recorded on a regular basis dur-
ing each experiment~up to 5 h! to confirm stable con-
ditions of the animal. Data collected from an animal
were rejected if DPOAE level changed by more than
5 dB at f 2 frequencies used for the other procedures.

~ii ! DPOAE growth functions with increasingL1 were
measured while keepingL2 and frequencies of prima-
ries constant. The growth functions were measured at
different f 2 / f 1 ratios.

All procedures involving animals were performed in accor-
dance with UK Home Office regulations.
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III. RESULTS

The phase angle of the OHC mechanical response can
change as a consequence of changes in the input to the OHCs
~Kössl and Russell, 1992!. It is possible to minimize this
effect by using a specific experimental paradigm. Because
the DPOAE is generated mainly from a region in the
cochlea, which is close to thef 2 CF place ~Brown and
Kemp, 1984; Knight and Kemp, 2000!, one can keepf 2 and
L2 constant and vary only the levelL1 of the low-frequency
primary f 1 . The frequencyf 1 should be chosen to provide an
f 2 / f 1 ratio between 1.15 and 1.3. It has been reported~Kössl
and Russell, 1992! that stimuli from this frequency range
below the CF do not show level-dependent phase changes in
the basal turn of the guinea pig cochlea at least up to the 70
dB SPL, the maximum level used in this study.

A. Frequency dependence of DPOAE phase changes

When DPOAEs are recorded during the experimental
procedures defined above, then the phase of the 2f 1– f 2

component leads with increasingL1 for small f 2 / f 1 ratios,
i.e., when the 2f 1– f 2 frequency is relatively high~Fig. 1!.
The phase lead gradually declines whenf 1 moves further
away from the high-frequency primary and the 2f 1– f 2 fre-
quency decreases accordingly. Eventually, the sign of the
phase change inverses and the phase lags with increasingL1

for low 2f 1– f 2 frequencies. This sign inversion is expected
if the 2f 1– f 2 sweeps through the range of frequencies

around a nonlinear resonance about a half of an octave below
f 2 . Then, the resonance frequency that corresponds to one of
the frequencies of the normal modes for a given system co-
incides with the 2f 1– f 2 value for which the phase angle is
independent of the input signal level (L1 in our case!. Please
note that the phase changes discussed in the current study are
different from the relatively abrupt phase transition, which is
observed forL1 above 50 dB SPL and is most pronounced
for the near resonance values of 2f 1– f 2 ~Fig. 1, top!. The
abrupt phase transition is associated with a notch in the
DPOAE growth functions~Fig. 1, bottom!. These transitions
and corresponding notches are seen in the output of a non-
linear system at certain positions in the operating point of the
nonlinearity~Frank and Ko¨ssl, 1996; Lukashkin and Russell,
1998, 1999, 2002; Bianet al., 2002!. These relatively fast
phase transitions do not alter the general trend of the phase
changes, i.e., whether the phase leads or lags in the region
around the abrupt phase transition~Fig. 1, top!. Essentially
the same behavior of the DPOAE phase as that shown in Fig.
1 was observed in all 11 animals used in this study, and for
f 2 ranged between 4 and 30 kHz.

The observed phase changes are not only frequency but
also level dependent, which provides further evidence for the
association of the phase transition with a nonlinear reso-
nance. Namely, inversion of the direction of the phase
changes is observed over a finite frequency range of DPOAE
frequencies whenf 1 is moved further away fromf 2, so that
the 2f 1– f 2 frequency decreases~Figs. 1, 2!. Initially only
low-level responses are phase lagging, i.e., the curves in Fig.
2 have negative slopes at low levels, and the phase still leads
at higherL1 . The phase lag spreads towards progressively
higher L1 with further reduction of the 2f 1– f 2 frequency
~dotted arrow in Fig. 2!. This phenomenon is explained by
the fact that the resonance frequency of a dynamic nonlinear
system depends on the level of the input signals. The reso-
nance frequency may shift up or down depending on the
stimulus levels and on the properties of the particular non-
linear system. Accordingly, the phase pattern seen in Fig. 2
for the 2f 1– f 2 component would be expected if the reso-

FIG. 1. Level dependence of the 2f 1– f 2 DPOAE phase~top! and amplitude
~bottom! at different DPOAE frequencies.L2 and f 2 were held constant at
30 dB SPL and 10 kHz, respectively.f 1 was varied to obtain required
2f 1– f 2 frequency.

FIG. 2. Level dependence of the phase transition observed for the 2f 1– f 2

DPOAE. High-resolution version of some of the curves shown in Fig. 1. The
2f 1– f 2 DPOAE frequency for every curve is shown inside the panel. Dotted
arrow indicates a shift of the transition between phase lag and phase lead
observed with reduction of the 2f 1– f 2 frequency.
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nance frequency becomes lower when the level of the stimu-
lus (L1) is increased.

B. Phase changes for different DPOAE frequency
components

Two of the higher-order frequency components,
3 f 1– 2f 2 and 4f 1– 3f 2 , could be recorded reliably above the
noise floor in our experiments. The dependence of their
phase onL1 @Figs. 3~A!, ~B!# is the same as that reported for
the 2f 1– f 2 component~Fig. 2!; namely, level-dependent
phase lead transforms into phase lag when the component’s
frequency falls below that of the postulated resonance. How-
ever, the phase transitions for the higher order DPOAEs oc-
cur within much narrower frequency ranges and the level
dependence of the phase transition shown in Fig. 2 cannot
usually be resolved for DPOAEs higher in order than
2 f 1– f 2 . This abrupt change of the phase behavior is a con-
sequence of the much steeper amplitude growth functions of
the higher order frequency components at the output of a
nonlinearity, a feature that is a general property of nonlinear
systems. Figures 3~C!, ~D! show phase behavior for a much
wider frequency range. Here, phase is normalized to its value
at highL1 levels. In this instance, zero value means that the
phase does not change with increase inL1 , thereby indicat-
ing the resonance frequency. This frequency also coincides
with the point of intersection of the phase plots for different
L1 levels. Theoretically, the resonance frequencies for all
three low sideband DPOAEs found using the employed ex-
perimental paradigm should coincide, and this is indeed the
case. These frequencies are almost identical for 3f 1– 2f 2

@;6.37 kHz, Figs. 3~A!, ~C!# and 4f 1– 3f 2 @;6.40 kHz,
Figs. 3~B!, ~D!# components and they both fall within the
frequency range~6.30–6.42 kHz!, which can be determined
for 2f 1– f 2 component using differentL1 criteria ~36–37 dB

SPL! ~Fig. 2!. Some difference between resonance frequen-
cies obtained using different DPOAE components might be
anticipated because in our experiments we controlled only
the sound levels but not the input to the DPOAE producing
nonlinearity. However, the level of the input to the DPOAE
producing nonlinearity at the DPOAE generation place can
alter with changes in thef 2 / f 1 ratio even when the levels of
the primaries are kept constant~Lukashkin and Russell,
2001!.

C. Map of the second resonance

The DPOAE is generated mainly from a location in the
cochlea close to thef 2 CF place~Brown and Kemp, 1984;
Knight and Kemp, 2000!. Hence, it is possible to map the
second resonance along the cochlea length by changingf 2

and finding the frequency of the transition,f t , between the
level-dependent phase lead and lag for everyf 2 value. The
2 f 1– f 2 DPOAE component has much higher amplitude and
can be reliably recorded above the noise floor for a wide
range ofL1 @compare the horizontal axis in Fig. 2 and Figs.
3~A!, ~B!# Therefore, it is advantageous to use the 2f 1– f 2

component to determinef t . However, the transition occurs at
different 2f 1– f 2 frequencies for different values ofL1 ~Fig.
2!; hence, the map of the second resonance will be level
specific. Figure 4 gives an example off t as a function of the
high-frequency primaryf 2 for one particular primary pair,
L15L2110 dB540 dB SPL. The phase transition takes
place at lower 2f 1– f 2 frequencies for the sameL2 but for a
higher L1 ~Fig. 2!. In this case the experimental points
should be situated below the shown curve, reflecting a shift
of the nonlinear resonance to lower frequencies. Correspond-
ingly, a low L1 criterion would cause an upward shift of the
curve along thef t axis, thereby reflecting an increase in the
resonance frequency for lower levels of the input signals.

FIG. 3. Level dependence of the
DPOAE phase for high-order compo-
nents 3f 1– 2f 2 ~left column! and
4f 1– 3f 2 ~right column!. L2 and f 2

were held constant at 30 dB SPL and
10 kHz, respectively.f 1 was varied to
obtain required DPOAE frequency
@~A! and ~B!#. The DPOAE frequency
for every curve is shown inside the
panels@~C! and~D!#. Phases expressed
relative to the phases of emissions at
L1548 dB SPL ~C! and L1

544 dB SPL ~D!. L1 level for every
curve is shown inside the panels. Dot-
ted arrows indicate point of intersec-
tions, which correspond to the reso-
nance frequency.
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It is worth noting thatf t is set at a frequency further below
that of CF in the middle of a guinea pig’s hearing range than
it is at the extremes of the range~Fig. 4!.

IV. DISCUSSION

We have shown that the phases of the DPOAEs change
systematically with stimulus level for the DPOAE frequen-
cies close to a frequency that is about a half octave belowf 2 .
The phase changes are similar to those of BM responses that
have been observed in the guinea pig for single tones in
vicinity of the CF ~Cooper and Rhode, 1992; Nuttall and
Dolan, 1996! and indicate the presence of a second, nonlin-
ear low-frequency resonance at each tonotopic place along
the length of the cochlea. The resonance frequency is level
dependent and shifts towards lower frequencies with increas-
ing stimulus intensity. It is unlikely that there is a level-
dependent inertia present in the cochlea. Therefore, the shift
of the resonance to the lower frequencies indicates the pres-
ence of a nonlinear stiffness, which decreases with increas-
ing intensity of stimulation~but see Shera, 2001!. The exis-
tence of an intact TM is crucial for the presence of the low-
frequency resonance; it disappears in mutant mice with a
detached TM~Legan et al., 2000!. This last observation
leads us to suggest that the TM forms a multiresonance com-
plex with the OC. As a consequence, at each location along
the length of the cochlea the complex has two normal modes
of vibration. One mode is tuned to the frequency of the low-
frequency resonance and the other is tuned to a higher fre-
quency, which is close to the CF of the location.

The ability of the TM to oscillate at acoustic frequencies
has been shown experimentally~Gummer et al., 1996;
Rhode and Cooper, 1996; Hemmertet al., 2000! and incor-
porated into the realistic models of the cochlea~Zwislocki
and Kletsky, 1979; Allen, 1980; Mammano and Nobili, 1993;
Neely, 1993; Geisler and Sang, 1995; Markin and Hudspeth,
1995; Kolston, 1999!. A model proposed by Allen and Fahey

~1993! can qualitatively describe the data presented in this
paper. Namely, the TM is elastically attached to the spiral
limbus and can oscillate in the radial direction sliding over
the reticular lamina~RL!. The BM, loaded with the OC,
forms a second resonator, which is coupled to the TM by the
stiff OHC stereocilia. The system exhibits two resonances: a
high-frequency resonance where the TM moves almost in
counterphase with the RL and a resonance at lower frequen-
cies when the TM and RL move almost in phase. The relative
motion between the TM and the RL at the high-frequency
resonance is optimal for stimulating both the OHCs and in-
ner hair cells. There is little resultant shear displacement be-
tween the TM and RL during the low-frequency resonance.
Consequently, excitation of the inner hair cell’s stereocilia
which are viscously coupled to the flow of fluid displaced by
the OHC stereocilia, should be minimal. Accordingly, the
thresholds of auditory afferent neurons that are tuned to the
high-frequency resonance should be very high for stimuli
around the low-frequency resonance. In this respect, it has
been noted that the inner hair cells~Russell and Sellick,
1978! and the afferent fibers~Robertson, 1982; Salviet al.,
1983; Liberman and Dodds, 1984! become sensitized for fre-
quencies around the low-frequency resonance following sur-
gical damage or selective depletion of the OHCs in the re-
gion of the CF. Under these conditions mechanical coupling
between the TM and the OHCs would be expected to be
greatly reduced, thereby also reducing synchrony in the
movement between the TM and RL at the low-frequency
resonance and increasing stimulation of the inner hair cells.
Thus, in the intact cochlear, the low-frequency resonance
improves the signal-to-noise ratio at the CF by isolating hair
cells from excitation by low-frequency noise~Allen and Fa-
hey, 1993!. Shunting of the low-frequency excitation of the
OHCs could also be important for stabilizing the operating
point of the cochlear amplifier. The OHCs in the basal turn of
the cochlea operate about the most sensitive region of their
receptor-potential transfer function~Russell and Ko¨ssl,
1992!, and even subtle low-frequency biasing of the operat-
ing point might lead to substantial reduction of the cochlear
response. Earlier estimates of the low-frequency resonance
~Allen and Fahey, 1993! showed its linear dependence on the
CF in a log–log scale~Fig. 4!. The current data~Fig. 4!
reveal that in the region of the guinea pig’s most sensitive
hearing range~8–12 kHz! this resonance is set at a fre-
quency further below that of the CF than it is at either end of
the auditory range.

The input impedance of a system drops at the resonance
frequency. Consequently, a secondary minimum in the BM
iso-response-tuning curve may be recorded around the low-
frequency resonance for measurements made in the hook re-
gion of the intact cochleae of the mouse~Leganet al., 2000!
and mustached bat~Russell and Ko¨ssl, 1999!. Here, we
present data that confirm the existence of the second reso-
nance over a wide frequency range along the length the
cochlea. The nonlinearity of both resonances, near the CF
and below it, probably reflects the nonlinear pumping of en-
ergy into the cochlear partition from the OHCs. Augmenta-
tion of the BM mechanical response in the region of the tail
of the frequency tuning curve following perfusion of the

FIG. 4. Frequency of the second resonance as a function off 2 . Frequency
of the phase transition,f t , between level-dependent phase lag and lead is
taken as a resonance frequency for particular levels of primary tonesL1

540 andL2530 dB SPL. Average for four animals. Solid straight line in-
dicate dependencef t5 f 2 . Earlier estimates~Allen and Fahey, 1993! of the
second resonance map for cat (f t50.08f 2

1.22, dashed line! and human (f t

50.5f 2
1.04, dotted line! are given for comparison.
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cochlear with salicylate~Murugasu and Russell, 1995! also
provides further evidence for the potential of the OHCs to
influence BM mechanical responses at these frequencies. Ac-
cordingly, the augmentation of the response suggests that in
the healthy cochlea, OHCs effectively suppress the BM
movement for frequencies much below the CF.

It should be noted that the nonlinearity of the low-
frequency resonance imposes limitations on techniques for
analyzing DPOAE responses. For example, estimates of
DPOAE group delays~Kemp and Brown, 1983! and DPOAE
reconstructed filter functions~Stoveret al., 1996! have been
employed to identify several sources of emission with differ-
ent latencies. These techniques are based on studies of
DPOAE phase changes during variation of thef 2 / f 1 ratio.
The effective level of thef 1 primary in the DPOAE genera-
tion place, which is close to thef 2 place~Brown and Kemp,
1984; Knight and Kemp, 2000!, varies with variation of the
f 2 / f 1 ratio even if the primary SPLs are kept constant during
this procedure. However the level dependent phase changes
in the vicinity of a non-linear resonance are not associated
with changes in time delays. Therefore techniques for linear
system analysis should be used with great care for interpre-
tation of the phase data obtained in experiments with varia-
tion of the f 2 / f 1 ratio. Thus, the existence of a low-
frequency mode of vibration at each frequency location in
the mammalian cochlea and the presence of an associated
nonlinear resonance of the system casts doubts on the valid-
ity of a number of techniques that have been used to date to
analyze DPOAE behavior. The pattern of DPOAEs generated
by the nonlinear cochlea provides a signature that can be
decoded to reveal the functional properties of the cochlea.
However, as this paper shows, in order to interpret this sig-
nature it is necessary to understand how the low-frequency
resonance contributes in shaping the pattern of DPOAEs for
wide range of stimulus parameters.
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The accuracy of a plane wave approximation for phase velocity measurements in isotropic and
anisotropic material using the angle-beam-through-transmission method has been investigated
numerically and experimentally. In this method the velocity is measured in different propagation
directions as a function of incidence angle. The effect of two factors on the measurement accuracy
have been discussed: intrinsic phase shift of the transmitted signal through a fluid–solid interface
and beam diffraction due to the finite beam size of receiver and transmitter. It is shown that the
interface-induced phase shift can introduce an error in time delay measurements of the shear wave
after the first critical angle and that this time delay error can be accurately corrected for. Numerical
results obtained by a time-domain beam model show that except at the critical angles, the finite
width of the transmitter and receiver only affects the amplitudes of the transmitted signals and has
almost no effect on the measured zero-cross time delay; therefore the plane wave approximation for
obtaining phase velocity from the measured time delay data by this method and the plane wave
interface-induced phase correction are fully applicable. ©2003 Acoustical Society of
America.@DOI: 10.1121/1.1548151#

PACS numbers: 43.64.Kc, 43.58.Ry, 43.35.Cg@ASZ#

I. INTRODUCTION

Nondestructive determination of elastic constants of an-
isotropic materials, in particular composites, using ultrasonic
phase or group velocity measurements has been an active
field of study for the last several decades.1–24 The elastic
constants are obtained by inverting the Christoffel equation
using a set of phase or group velocity data in different propa-
gation directions. For an orthotropic material, seven of the
nine elastic constants can be found13–15 from measurements
in two symmetry planes; the solution is independent of the
initial guesses and is only slightly dependent on data scatter.
The other two elastic constants can be found from measure-
ments in nonsymmetry planes.16 The nondestructive methods
are different from early studies3 produced on samples cut out
in different directions relative to the material crystallo-
graphic system. In the nondestructive approach the samples
are not cut out for the measurements; instead ultrasonic
waves are excited and their velocity measured in different
directions relative to the material axes. Different approaches
to nondestructive measurement by through transmission and
point source-point receiver methods have recently been re-
viewed in Refs. 23 and 24.

The accuracy of elastic constant determination depends
on the precision of the velocity measurement. One method

for phase velocity measurement, well-developed and simple
to implement, is the self-reference double-through-
transmission method.13–21 If properly implemented this
method can provide velocity measurements with precision
0.1–0.3%.19,20 In this method, the sample is immersed in a
fluid ~water! and the ultrasonic signals are transmitted at dif-
ferent angles through the sample, reflected from the plane
reflector and returned to the transducer after the second
through transmission. The velocity in the sample is first mea-
sured at normal incidence while the velocity at oblique
angles is determined from the signal time delay shift relative
to that at normal incidence. The determination of velocity
from the time delays uses a simple equation obtained for
arbitrary anisotropy from plane wave geometrical acoustic
analysis.13–15 However, the phase velocity measurement
based on these geometric considerations neglects two effects:
one is the diffraction effect due to the limited size of the
transducer, the other the signal distortion effect due to phase
change at interfaces between dissimilar materials~for ex-
ample, the interface between the test sample and the immer-
sion fluid!. The same situation occurs in different implemen-
tations of immersion methods for phase or group velocity
measurement in through-transmission or reflection modes
and also for angle beam velocity measurements using contact
wedge transducers where the wedge material replaces the
immersion fluid. The phase correction for the self-reference

a!Author to whom correspondence should be addressed. Electronic mail:
rokhlin.2@osu.edu
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double-through-transmission method has been briefly dis-
cussed by Lavrentyev and Rokhlin17,19 and by Hollman and
Fortunko,20 who applied phase/slope analysis for the phase
correction in this method. The literature on the diffraction
correction of velocity measurements has a long history and
has been reviewed recently.25,26The diffraction effect on ve-
locity measurement is small@on the order of 0.1%~Ref. 25!#,
which is comparable with the error estimation for the self-
reference double-through-transmission method.19,20However
most previous analyses of the diffraction correction were
performed for normally incident beams and isotropic materi-
als. The beam effect on the velocity measurement at oblique
incidence has not been investigated. It may be especially
important in the vicinity of the critical angles where, as
shown in this paper, the interface-induced intrinsic phase
change of the transmitted signal is especially large and de-
pends strongly on the incident angle. In addition when one
performs angle beam measurements for anisotropic materi-
als, such as composites, the dependence of the ultrasonic
velocity on angle plays a significant role especially near the
first critical angles when the velocity of the refracted longi-
tudinal wave very strongly depends on the incident angle,
thus introducing distortion in the transmitted ultrasonic
pulse.

Assessment of plane wave approximation accuracy and
phase correction are important when improved accuracy of
angle beam velocity measurements is needed, for example
for stress determination from velocity measurement.19 In this
paper, using a time-domain beam model we will numerically
analyze these two effects on accuracy of angle beam velocity
measurement for isotropic and anisotropic materials, discuss
the phase correction and illustrate it by experimental ex-
amples. Examples are given for homogeneous isotropic or
anisotropic~unidirectional graphite epoxy composite! mate-
rials; however, the conclusions are valid for measurements
on multilayered structures15,21 where for multidirectional
composites one can consider Floquet waves21 instead of bulk
waves.

II. ULTRASONIC PHASE VELOCITY MEASUREMENT
BY DOUBLE-THROUGH-TRANSMISSION SELF-
REFERENCE METHOD AND PROBLEM STATEMENT

Let us first briefly consider the ultrasonic double-
through-transmission measurement method described by
Rokhlin et al.13–16The basic idea of this method is illustrated
in Fig. 1~a!. The sample is immersed in a fluid~water! and
the ultrasonic signals are transmitted through the sample, re-
flected from the plane reflector and returned to the transducer
after the second through transmission. First the velocityVn

in the sample and the time of flighttn are measured for the
double through transmission at normal incidence on the
sample, then by continuously varying the incident angle, the
time delay differenceDtu i

5tu i
2tn between the reference

time of flight tn at normal incidence and time of flighttu i
for

an arbitrary oblique incident angleu i is measured~as we
discuss below the time delay change is measured relative to
the zero crossing between the signal maximum–minimum
peak values!. Considering the back reflector as a mirror, we

represent in Fig. 1~b! the back propagation from the reflector
to the transmitter/receiver by dotted lines on the right-hand
side from the reflector~vertical midline!. The coordinate sys-
tems associated with the transducers and the sample are used
for modeling in Sec. IV.

The time delayDtu i
at different propagation refraction

anglesu r corresponding to the incident angleu i shown in
Fig. 1 for an arbitrary anisotropic material can be obtained
from geometrical considerations13–15

Dtu i
5

h cos~u r2u i !

V0cosu r
2

2h

1/V021/Vn
2

h

Vp~u r !cosu r
,

~1!
sin u r

Vp~u r !
5

sin u i

V0
,

whereVn is the velocity in the sample measured at normal
incidence,V0 is the sound speed in the immersion fluid,h is
the thickness of the sample, andVp(u r) is the phase velocity
in the sample at angleu r , whereu r is the refraction angle for
the incident angleu i in the fluid. The phase velocity at nor-
mal incidenceVn is measured with high precision by over-
lapping multiply reflected signals from the front and back
surface of the sample.

The phase velocity at refraction angleu r for a generally
anisotropic material is calculated using the phase velocity in
the normal directionVn and the measured time-delay change
Dtu i

with the rotation angleu i of the sample14

Vp~u r !5S 1

Vn
2

1
Dt02~Dt02Dtu i

!cosu i

hV0

2
Dtu i

~2Dt02Dtu i
!

4h2 D 21/2

, ~2!

with

u r5sin21S Vp~u r !sin u i

V0
D

and

FIG. 1. ~a! Schematic diagram of the self-reference bulk wave method.~b!
Equivalent representation of the measurement used for modeling. The
dashed lines indicate the mirror reflection of the back propagation path.
Mirror plane is indicated by the broken vertical line.
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Dt052h~1/V021/Vn!.

Since all measurements are made relative to the reference
acoustic path in the presence of the sample, the effect of
geometric imperfection is significantly reduced.14 The elastic
constants are determined from wave velocities in different
propagation directions by inverting the Christoffel
equation.13,15,16

Equations~1! and ~2! for time delay and phase velocity
calculations are based on geometric acoustics and do not
account for the diffraction effect due to finite beam size and
signal distortion due to phase change at interfaces. We will
evaluate the applicability of these equations and their im-
provement by accounting for the phase correction.

III. PHASE CORRECTION IN PHASE VELOCITY
MEASUREMENT

A. Phase change at fluid–solid interface

Reflection and transmission phenomena on the interface
between fluid and isotropic or anisotropic solids have been
well studied.27–29 It has been shown that the reflection and
transmission coefficients from the fluid/solid interface be-
come complex when the incident angle is above the first
critical angle and therefore the phase of the reflected or trans-
mitted ultrasonic signal changes. Because for a semispace
this phase shift is independent of frequency, the shape of the
ultrasonic signal will be distorted, which may introduce error
into the time delay measurement.

Figure 2 shows the computed phase shift for transverse
wave transmission through a fluid–solid interface for differ-
ent materials: Ti-6-2-4-2, aluminum, plexiglas and graphite/
epoxy composite. The positions of longitudinal, fast shear
and slow shear wave critical angles are marked by 1, 2, and
3, respectively. The position of the surface wave critical
angle, where the phase equals zero, is marked byS. One can
see that significant phase shift appears immediately above

the first critical angle and before the second critical angle.
The phase shift for the transmission coefficient in Ti-6-2-4-2
and Al has very sharp peaks at both critical angles. Plexiglas
has significant phase shift at the second critical angle. The
phase shift for a graphite/epoxy composite is small when the
incident plane is oriented at 0° to the fiber direction and has
similar behavior as plexiglas at 90° orientation.

Out of the plane of symmetry as shown in Fig. 2 for
@45°# composite, three critical angles appear.8 The behavior
of the phase shift between the first and second critical angles
is similar to that in isotropic materials, i.e., the phase shift
jumps to 90° at the first critical angle, then decreases to zero
at the zero phase angle~marked 0!, defined below, and in-
creases until the second critical angle. The phase shift is very
small ~,2°! between the first and second critical angles;
however, after the second critical angle, the phase shift starts
to decrease and reaches290°. The phase shift in this range is
significant and mainly negative.

As shown in Fig. 2, the phase shift for all materials has
some common features: as the incident angle increases, the
phase shift jumps from 0° to 90° at the first~longitudinal
wave! critical angle, then decreases to 0° at a certain incident
angle which we call the zero phase angle~ZPA, marked 0!;
finally above this angle the phase shift increases until the
second~transverse wave! critical angle. After the second
critical angle the phase shift decreases and passes through
zero at the Rayleigh angle. In order to investigate the effect
of material properties on the phase shift and the ZPA, it is
advantageous to use analytical equations for the phase shift.
For an orthotropic material in a plane of symmetry, the phase
shift is zero before the first critical angle and for an incident
angleu i above the first critical angle and below the second
critical angle, it is given by

tan f5
Tt

xTl
z8cosu i

r0V0
2~WlTt

x2WtTl
x!2Tl

xTt
zcosu i

, ~3!

whereV0 and r0 are the velocity and density of the fluid;
Wl ,t are normal displacement components in the solid corre-
sponding to plane longitudinal~l! and transverse~t! waves,
respectively,Tl ,t

z andTl ,t
x are the corresponding components

of normal and lateral stresses~see the Appendix! andTl
z8 is

the imaginary part ofTl
z . For an isotropic material, Eq.~3!

simplifies to

tanf5
Vl0cos2~2u t!cosu i

~Vl0
2 sin2 u i21!1/2~Vt0

2 sin~2u t!sin 2u i1r0 /r!
,

~4!

whereVl05Vl /V0 andVt05Vt /V0 ; Vl , Vt are the longitu-
dinal and transverse wave velocities in the solid, respec-
tively; u t is the transverse wave refraction angle andu i is the
incident angle in fluid.

At the longitudinal critical angleuc
I , one finds that the

right-hand side of Eqs.~3! and ~4! goes to infinity
@Vl0sinui51 in Eq. ~4!#, therefore the phase shift becomes
90°. At a certain incident angle above the first critical angle,
the shear stress componentTt

x of the transverse wave in the
solid equals zero and the right side of Eq.~3! becomes zero
and thus the phase shiftf is zero. Physically this occurs at

FIG. 2. Transmission phase shift at a water–solid interface for different
materials. The longitudinal, fast shear and slow shear waves critical angles
are marked by 1, 2, and 3, respectively. The zero phase angle is indicated by
0 and the surface wave critical angle is marked byS.
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ZPA incident angle to satisfy the boundary condition of total
zero shear stress and therefore the vanishing of the shear
stress component of the transverse wave in the solid requires
zero shear stress produced at the interface by the refracted
nonhomogeneous longitudinal wave. This condition can be
satisfied only when the amplitude of the refracted nonhomo-
geneous longitudinal wave is zero, i.e., no refracted nonho-
mogeneous longitudinal wave occurs and only a pure trans-
verse wave is excited in the solid. Because no
nonhomogeneous wave is formed in the solid at the ZPA
incident angle, the transmission coefficient is real and has
zero phase. For an arbitrary isotropic solid, this condition is
satisfied when the transverse wave is refracted at angleu t

545° @cos(2ut)50#. For an anisotropic solid this condition is
not universal and the refracted angle at ZPA does not neces-
sarily equal 45°. As the incident angle continuously increases
above ZPA, the phase shift becomes nonzero again and at the
transverse wave critical angleuc

II , the phase shiftfc
II is

given by

tanfc
II 5

rcot~uc
II !

r f K1/2 , ~5!

where K5((C112C55)C332(C131C55)
2)/(C33C55), Ci j

are the material elastic constants. For isotropic solids,

K512
Vt

2

Vl
2

5
1

2~12v !
,

wherev is the Poisson ratio.
As discussed above, one can easily estimate the phase

shift for different materials using the three special incident
angles. The ZPA separates the phase shift into two regions.
In the first region the phase decreases from 90° to 0° and in
the second region, the phase increases from 0° tofc

II . In Fig.
3 we plot the phase shift for solids with different Young’s
modulusE and Poisson’s ratiov ~the fluid is water!. The
incident angle is normalized by the longitudinal wave critical
angle. As shown in Fig. 3, the normalized ZPA position is
determined by the Poisson ratio; the higher the Poisson ratio,
the larger the first region. Young’s modulusE and density
have very little effect on the first region. The phase shift in
the second region is determined by the value offc

II which is
a function of Poisson ratio, Young’s modulus and density.
Smaller density and Young’s modulus and larger Poisson ra-
tio lead to smallerfc

II . For most materials, the Poisson ratio
is around 0.3, therefore the angle range of the first region
will be around half of the total angle range between the two

critical angles. The phase shift at the second critical angle is
usually higher for metals which have larger density and
higher modulus. For plastics, due to their low density and
modulus, the second critical angle is much larger and the
phase shift is relatively small. For composites, one can see
from Fig. 2 that the phase shift is similar to plexiglas at
90°orientation, while at 0°orientation, the ZPA occurs very
close to the first critical angle and the phase change is small.
The fc

II is small for a composite due to its low density.
The phase shift from solid to fluid exactly equals that

from fluid to solid and is thus determined by Eq.~3! or ~4!.
In the double-through-transmission measurement as shown
in Fig. 1, the acoustic beam transmits twice from fluid to
solid and from solid to fluid. Therefore the total phase shift
in this measurement is four times the phase calculated by Eq.
~3!.

B. Signal distortion due to phase change

The plane wave phase shift at plane interfaces is fre-
quency independent. For a harmonic signal sin~vt!, introduc-
ing a phase shiftf is equivalent to shifting the signal in the
time domain byDt5f/v; i.e., sin(vt1f)5sin(v(t1Dt)).
For a wideband signal, a constant phase shift to all harmon-
ics may significantly change the shape of the signal. Here we
will investigate this effect numerically for a typical Gaussian
ultrasonic signal.

In the ultrasonic measurements, the transducer spectrum
F(v) can usually be approximated by a Gaussian function:

F~v!5
1

A2pBw

e2~ f 2 f 0!2/2Bw
2
, ~6!

where f 0 is the center frequency andBw is the half band-
width. Then if we introduce a constant phase shiftf, the
corresponding time domain signal is

f ~ t !5e22p2t2Bw
2

12p i f 0(t2f/2p f 0). ~7!

From Eq.~7!, one can see that for a Gaussian-shape signal,
the phase shift effect is similar to that for a harmonic signal.
When introducing a phase shift, the Gaussian envelope is not
shifted and only the high frequency carrier filling the enve-
lope shifts in time.

In order to simulate the phase shift effect on non-
Gaussian ultrasonic signal propagation, we first measured an
ultrasonic signal with a typical wide-band transducer with
center frequency 5MHz shown in Fig. 4~0° indicates no
phase shift!. Then we calculated the spectrum of this signal

FIG. 3. Effect of material properties of solid on phase
shift at a water–solid interface. Incident angle is nor-
malized by the longitudinal critical angle.~a! Poisson
ratio50.2,0.3,0.4 ~density53.0 g/cm3, Young’s
modulus540 GPa!. ~b! Young’s modulus520,40,80
GPa~density53.0 g/cm3 and Poisson ratio50.3!.
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using FFT and multiplied it by a constant phase to obtain the
phase-shifted spectrum. The phase-shifted time domain sig-
nals shown in Fig. 4 are obtained using the inverse Fourier
transform. When the phase shift is equal to 180 degrees, the
obtained signal is the inversion of the original as shown by
the two dotted lines in Fig. 4. While the peaks and zero-cross
positions shift as the phase changes, the energy flow and the
group velocity do not change.

C. Phase correction: simulation

Usually the time delay change is measured from the shift
of a zero crossing or a peak position of the corresponding
ultrasonic signal. As shown in Fig. 4, the phase shift changes
these positions introducing an additional time delay. This
effective time delay for a harmonic or Gaussian-shape signal
can be calculated as

Dtu i

P 5k
f

360f
, ~8!

wheref is the plane wave phase shift in degrees andf the
ultrasonic wave frequency; the factork is the number of
fluid–solid, solid–fluid interfaces the wave is passing
through: k54 for the double through transmission method
and k52 in the single through transmission measurement.
Equation~8! may be used to account for phase change at the
interface and correct experimentally measured time delays
~see the next section!. In order to verify the applicability of
the correction~8! for a typical experimental~non-Gaussian!
ultrasonic signal shown in Fig. 4, we simulated the pulse
transmitted through the interface and computed the time de-
lays using the zero-cross positions and peak positions of the
simulated signals as indicated by circles and triangles respec-
tively in Fig. 4. Figure 5 compares the computed time delays
from the time domain signals and those calculated from Eq.
~8!. It shows excellent accuracy of the correction~8! for
predicting time delay change for the zero-cross measure-
ments and less accuracy for the peak position measurements.

To illustrate the interface phase delay effect, we simu-
lated the double-through-transmitted time domain signals
through the solid layer in the fluid, and then obtained the
time delayDtu i

at different incident angles from these simu-
lated signals. Figure 6~a! compares the time delay obtained
from the simulated plane wave time domain signals transmit-
ted through the 2.5 mm thick aluminum plate~circles! and
the time delay calculated from Eq.~1! with ~dashed lines!
and without ~solid lines! phase correction. For the shear
wave, because its amplitude is very small for incident angle
below the longitudinal critical angle, we only determined the
time delay above the longitudinal critical angle. The center
frequency of the ultrasonic signal is 5 MHz. One can see that
the time delay calculated by Eq.~1! and obtained from the
simulated time-domain signal agree well for the longitudinal
wave ~L! ~before the first critical angle, standard deviation
,0.001!. However, after the first critical angle, the time de-
lay of the shear wave~T! calculated by Eq.~1! and that
obtained from the simulated signal delay have significant
differences at angles close to the first and second critical
angles. Due to the phase jump at the first critical angle as
shown in Fig. 2, one can see this jump in the time delay
measurement~indicated by an arrow!. After phase correction
the correspondence is excellent~standard deviation
,0.0007!. Figure 6~b! shows the results for a unidirectional
composite lamina with thickness 2.5 mm at 0° orientation
angle of the incident plane to the fiber direction. The prop-
erties of this lamina are given in Table I. As shown in Fig.
6~b!, the time delay calculated by Eq.~1! without consider-
ing the phase correction is very close to that obtained from

FIG. 4. Simulated distortion of the time-domain signal due to frequency-
independent phase shift. The reference signal~no phase shift! is measured
using a typical wide-band transducer with center frequency 5 MHz and
bandwidth 2 MHz at23 dB.

FIG. 5. Applicability of phase correction by Eq.~8! to time delay measure-
ments using zero-cross and peak positions. Solid line is calculated from Eq.
~8!; circles and triangles are obtained from zero-crossing and peak positions
of simulated signals~shown in Fig. 4!, respectively.

TABLE I. Lamina properties. Axis 1 is in the plane of the plate and coin-
cides with the fiber direction.

Lumina elastic constants~GPa!
C11 C22 C55 C12 C23

143.2 15.8 7.0 7.5 8.2

Density (g/cm3) Thickness~mm!

1.6 2.5
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the simulated time domain signals~standard deviation
,0.0015! and phase correction may not be needed~compare
to that for Al!. Again, by considering the phase correction
@Eq. ~8!#, the time delay determined by both methods coin-
cides.

If the phase correction is not accounted for, then one
introduces error into the measurement. One can estimate this
error« induced due to transmission through interfaces (Dtu i

P )

normalizing by the time of flighttn through the sample at
normal incidence

«5
Dtu i

P

tn
5

fVn

180f h
. ~9!

Because the time of flight corresponding to shear wave
propagation at oblique incidence through the sample is usu-
ally larger than the time of flighttn at normal incidence, the
phase-induced error estimated by Eq.~9! is the upper bound
of the actual phase-induced error at arbitrary incident angle.
For example, for a 2.5 mm aluminum, the upper bound of the
error in double-through-transmission measurement at 5 MHz
is 2.8% for a 20° phase shift.

D. Phase correction: experiment

To calculate the phase change at the interface one needs
to know the elastic properties of the solid, which are a priori
unknown before measurement. To correct the measured time
delay data by taking into account the phase shift at the inter-
face, we use the following procedure. At first the wave ve-
locity is calculated using~2! from the measured time delays
without phase correction and the elastic constants of the
sample are determined in the first approximation. Based on
the elastic constants found, the shear wave phase shift is
calculated using Eq.~3!. The calculated phase shift is used to
correct the experimentally measured time delay data~cor-
rected time delay equals directly measured time delay plus

the time delayDtu i

P introduced by the phase shift! and to

calculate the phase velocity again using Eq.~2!. The proce-
dure can be repeated to improve the precision of the velocity
measurement using iterations; however the first iteration is
usually satisfactory. Finally, the sample elastic constants are
determined from the corrected time delay data.

An experimental example for the shear wave velocity
phase correction is shown in Fig. 7 for~a! plexiglas~9.5 mm!
and ~b! Ti-6-2-4-2 samples~3 mm!. Due to the large phase
shift just after the first critical angle for plexiglas~shear wave
refraction angle around 30°!, one can observe a sharp dip in
the velocity obtained before performing the phase correction.
For Ti-6-2-4-2, the phase shift is significant around both the
first ~shear wave refraction angle 30°! and second~shear
wave refraction angle close to 90°! critical angles. For these
samples and frequencies of measurements, the difference be-
tween phase velocity measurements with and without phase
correction can be significant. For lower frequency and thin-
ner samples, the difference could be even higher.

Hollman and Fortunko20 described a different phase cor-
rection method. It is based on phase/slope analysis30,31of the
phase spectrum of the transmitted signal. The interface-
induced phase change is frequency independent and is sepa-
rated from the frequency dependent part of the phase spec-
trum which is related to the signal time of flight. This method
provides a good alternative to the phase correction method
described above; however it is more difficult to implement.

The relative error in reconstructed elastic constants from
velocity data is much smaller than that of the maximum ve-
locity error due to interface-induced phase delay. This is the
result of the least squares minimization at all measured
angles13,15,16and therefore the deviation of the velocity from
the actual velocity in a small range of angle does not produce
a drastic effect on the elastic constants determined. However
the phase correction is very simple to implement and is rec-
ommended for all measurements.

FIG. 6. Comparison of time of flight calculated with
and without interface phase shift correction. Incident
signal has center frequency 5 MHz and sample thick-
ness is 2.5 mm.~a! Aluminum plate.~b! Unidirectional
graphite/epoxy composite with incident plane orienta-
tion angle 0° to fiber direction.

FIG. 7. Measured angular dependence of transverse
wave phase velocity with and without phase correction.
~a! Plexiglas, ~b! Ti-6-2-4-2 plate obtained by the
plasma sprayed process.
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IV. BEAM EFFECT ON PHASE VELOCITY
MEASUREMENT

A. Time domain beam model

It was shown above that the interface-induced phase
shift significantly affects time delay measurements at inci-
dent angles close to the critical angles. This phase shift de-
pends strongly on the incident angle. Rapid change of trans-
mission amplitude and phase leads to distortion of the
transmitted signal and since the signal from a finite size
source is represented by a spectrum of incident angles, it is
important to evaluate the beam effect on the velocity mea-
surements in this experimental arrangement, and specifically
to demonstrate the applicability of the plane wave phase cor-
rection described above. Also the strong dependence of lon-
gitudinal velocity on propagation angles in composites intro-
duces additional signal distortion.

To simulate double-through-transmission measurements,
we will use a two-dimensional time-domain beam model
based on a wave number integration technique.29 We apply it
to the experimental arrangement of the double-through-
transmission method shown in Fig. 1~b! considering the back
reflector as a mirror. Accounting for the phase delay in fluid
as shown in Fig. 1~b!, one can obtain the time-domain volt-
age output for the 2D approximation:

Vout~ t !5E
2`

1`

F~v!eivtdvE
2`

1`

F t~kx8!Tt~kx!Tb~kx9!

3ei (22kz8L1kzd1kz9d) dkx8 , ~10!

where L is the distance between the surfaces of the trans-
ducer and back reflector,d is the thickness of the sample.
kz5A(v/V0)22kx

2, V0 is the acoustic velocity in the fluid.
kx8 ,kz8 and kx9 ,kz9 are the wave numbers in the coordinate
systems rotated from the axisz @Fig. 1~b!# by u i ~primed! and
2u i ~double primed!, respectively (z8 is the normal to the
transducer face!. Tt(kx) andTb(kx9) are the transmission co-
efficients through the layer for the wave incident from fluid
on the layer top or bottom respectively.F(v) is the fre-
quency response of the transmitter/receiver;F t(kx8) is the
angular response of the transducer. We use Gaussian func-
tions to approximate the angular responses of the transmitter/
receiver

F t~kx8!5
B

A2p
e2~kx8B!2/2, ~11!

whereB is the beam width of the transmitter or receiver. The
transducer frequency responseF(v) and B in Eq. ~11! are
experimentally determined by optimized fitting of the mea-
sured reflection signal from a homogeneous semispace such
as a block of aluminum. The integration bound in Eq.~10! is
determined byF t(kx8)<« where« is a very small number;
we used«50.001. In our double-through-transmission mea-
surements we set the sample in the far field; therefore the
nonhomogeneous waves are not received by the transducer
and one need integrate only over thekx8 interval when the
correspondingkz85A(v/V0)22(kx8)

2 is real. For the plane

wave approximation~Sec. II C!, the transducer angular re-
sponse is represented by a delta function:F t(kx8)5d(kx8).

B. Beam effect on phase velocity measurement

In Sec. II using the plane wave model we investigated
the accuracy of Eq.~2! for phase velocity measurement; here
we will estimate the finite beam effect in these measure-
ments. Figure 8 compares the ultrasonic signals obtained us-
ing the beam model@Eq. ~10!# ~open circles! and the plane
wave approximation ~solid lines! for a unidirectional
graphite/epoxy composite at 0°~a! and 45°~b! incident plane
orientations to the fiber direction. Composite properties are
given in Table I. In the beam model calculations, we use
beam widthB55 mm. At small incident angles, one observes
only the longitudinal wave~marked asL!. The shear waves
start to appear when the incident angle is larger than 5°
~marked byT!. Behind the first transmitted signal one can
also observe multiple reflections in the layer. For phase ve-
locity measurements@Eq. ~2!# we use only the first double-
through-transmitted signal. As shown in Fig. 8 for different
incident angles, only the signal amplitude has been affected
by the finite width of the transmitter. It has almost no effect
on the zero crossing time delay. The signals calculated by
both models have the same shape, except near the critical
angle~8°!. At incident angles close to the critical angle, due
to the sharp phase shift the refracted ultrasonic beam distorts
and the plane wave approximation becomes invalid. In prac-
tice one should avoid phase velocity measurement when ob-
serving strong shape variation of the ultrasonic signal near
the critical angle.

The beam effect on time delay measurements is shown
in Fig. 9, where we replot Fig. 6 adding the time delay ob-
tained from the beam time domain model~indicated by
crosses!. As one can see from Fig. 9~b!, some discrepancy
between the plane wave and beam models occurs for longi-
tudinal waves immediately below the first critical angle.
Since the interface-induced phase shift for the refracted lon-
gitudinal wave is zero, and the discrepancy for aluminum is

FIG. 8. Comparison of time domain double transmitted signal calculated by
beam~open circles! and plane wave~solid lines! models at different incident
angles on unidirectional graphite/epoxy sample. Only the first group of
transmitted signals is shown. Beam widthB is 5 mm and distance between
transducer and reflectorL is 80 cm. Incident signal has center frequency 5
MHz. ~a! incident plane orientation to fiber direction is 0°,~b! incident plane
orientation angle is 45°.Tf labels the fast quasitransverse wave,Ts the slow
quasitransverse wave.
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negligible @Fig. 9~a!#, one can attribute the differences be-
tween the two models@Fig. 9~b!# to the strong anisotropy of
the composite. However, one should note that in the experi-
ment such high refraction angles for the longitudinal wave
are usually unattainable.13,14 However in general, as can be
seen~Fig. 9!, the discrepancy in time delays for transverse
wave calculated by Eq.~1! with phase correction by plane
wave model and by beam model is very small~standard de-
viation ,0.2%!. This conclusion is similar to those obtained
in the literature25,26 for other experimental arrangements.

V. CONCLUSION

The double-through-transmission self-reference method
has been analyzed using a time-domain beam model. It is
shown theoretically and experimentally that the phase shift at
the fluid–solid interface should be corrected for most mate-
rials for incident angles above the first critical angle. This
phase shift effect decreases with frequency and sample thick-
ness. It was demonstrated that for an ultrasonic signal with
Gaussian shape this phase shift effect can be very accurately
corrected by a phase shift calculated from the plane trans-
verse wave transmission coefficient. It is also shown that for
accurate results a zero crossing in the middle of the signal
should be used for time delay measurements. The beam dif-
fraction effect has been investigated theoretically. It is shown
that in the far field the finite width of the transmitter has an
effect under 0.2% on the time delay measurement in the
double-through-transmission method and affects only the
amplitude of the transmitted signal. Therefore the plane
wave phase correction method developed in this paper is
sufficient.

APPENDIX: PHASE SHIFT AT FLUID–SOLID
INTERFACE

For incident angleu i above the first~longitudinal wave!
critical angle, thekz

l component of the quasilongitudinal
wave number becomes complex and the quasitransversekz

t is
real. The normalized wave numbers are given by

a l5A@2B2~B224AC!1/2#/2A,

and

a t5A@2B1~B224AC!1/2#/2A, ~A1!

where

A5C33C55,

B5~C11sin2 u i2rV0
2!C331~C55sin2 u i2rV0

2!C55

2~C131C55!
2sin2u i , ~A2!

C5~C11sin2 u i2rV0
2!~C55sin2 u i2rV0

2!.

wherea l ,t5kz
l ,t/k0 , k0 is the wave number in water.Ci j are

the elastic constants.r is the density of the solid. The normal
Wl ,t and lateralUl ,t displacement components corresponding
to a plane longitudinal~l! and transverse~t! wave in the solid
substrate are given by

Wl ,t5C11sin2 u i1C55~a l ,t!
22rV0

2 ,
~A3!

Ul ,t5~C131C55!a l ,tsin u i .

The normalTl ,t
z and shear stressesTl ,t

x are given by

Tl ,t
z 5~C13Ul ,tsinu i1C33a l ,tWl ,t!,

~A4!Tl ,t
x 5C55~a l ,tUl ,t1Wl ,tsin u i !.

Here the stresses are normalized byik0 . The transverse
wave transmission coefficient is calculated using the bound-
ary conditions at the fluid–solid interface. From the complex
transmission coefficient, one can obtain the phase which is
given in Eq.~3!.
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Effects of peripheral nonlinearity on psychometric functions
for forward-masked tonesa)
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Psychometric functions~PFs! for forward-masked tones were obtained for conditions in which
signal level was varied to estimate threshold at several masker levels~variable-signal condition!, and
in which masker level was varied to estimate threshold at several signal levels~variable-masker
condition!. The changes in PF slope across combinations of masker frequency, masker level, and
signal delay were explored in three experiments. In experiment 1, a 2-kHz, 10-ms tone was masked
by a 50, 70 or 90 dB SPL, 20-ms on-frequency forward masker, with signal delays of 2, 20, or 40
ms, in a variable-signal condition. PF slopes decreased in conditions where signal threshold was
high. In experiments 2 and 3, the signal was a 4-kHz, 10-ms tone, and the masker was either a 4-
or 2.4-kHz, 200-ms tone. In experiment 2, on-frequency maskers were presented at 30 to 90 dB SPL
in 10-dB steps and off-frequency maskers were presented at 60 to 90 dB SPL in 10-dB steps, with
signal delays of 0, 10, or 30 ms, in a variable-signal condition. PF slopes decreased as signal level
increased, and this trend was similar for on- and off-frequency maskers. In experiment 3,
variable-masker conditions with on- and off-frequency maskers and 0-ms signal delay were
presented. In general, the results were consistent with the hypothesis that peripheral nonlinearity is
reflected in the PF slopes. The data also indicate that masker level plays a role independent of signal
level, an effect that could be accounted for by assuming greater internal noise at higher stimulus
levels. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1543933#

PACS numbers: 43.66.Ba, 43.66.Dc@MRL#

I. INTRODUCTION

Forward masking occurs when the threshold for detec-
tion of a brief tone or signal is elevated in the presence of a
preceding stimulus or masker. Forward masking data have
been obtained in conditions in which signal level is varied to
estimate threshold at fixed masker levels~variable-signal
condition!, or conditions in which masker level is varied to
estimate threshold at fixed signal levels~variable-masker
condition!. The function describing the relation between
masker level and signal level at threshold is referred to as
growth of masking~GOM!. These patterns have been de-
scribed in detail for variable-signal~e.g., Jesteadtet al.,
1982! and variable-masker conditions~e.g., Nelson and
Freyman, 1987!, and will not be reviewed here. A recent
model of forward masking~Oxenham and Plack, 2000; Plack
and Oxenham, 1998! accounts for GOM results by assuming
a peripheral nonlinearity with a specific form that is consis-
tent with direct basilar membrane~BM! input–output~I/O!

recordings~Rhode, 1971; Robleset al., 1986; Ruggeroet al.,
1997! and with estimates from auditory nerve rate-intensity
functions ~Yates et al., 1990!. The BM I/O function is de-
scribed as having a compressive, nonlinear growth when the
signal frequency is equal to the characteristic frequency
~CF!, which is analogous to the case in which the masker and
signal are the same frequency~on-frequency masker!, and
more linear growth when the signal frequency is different
from CF, which is analogous to the case in which the masker
is a different frequency than the signal~off-frequency
masker!. The nonlinearity at CF can be characterized by two
straight lines in log–log coordinates, with a low-level linear
region~i.e., slope of 1.0!, and a moderate-level compressive
region with a slope of around 0.2 above some breakpoint
~Yateset al., 1990!.

The Plack and Oxenham~1998! model assumes that a
sliding temporal integration window receives the output of
the peripheral nonlinearity, and serves to overlap the masker
and signal. In a two-interval forced choice task~2IFC!, the
output of the temporal window is compared for the two in-
tervals, and the subject is assumed to vote for the interval
with the greater output. Multiplicative internal noise limits
performance and is assumed to be uniform across all condi-
tions. The current paper is concerned only with the periph-
eral nonlinearity component of the model. Therefore, the re-
maining components of the model and their underlying
processes will not be discussed further here.

The Plack and Oxenham~1998! model describes the re-
lationship between signal level and masker level when both
of these quantities are changing, as in GOM functions. The

a!Portions of this work were presented in ‘‘Psychometric functions for de-
tection of tones following a forward masker,’’ 2001 MidWinter Meeting of
the Association for Research in Otolaryngology, St. Petersburg Beach, FL,
February 2001; ‘‘Psychometric functions for detection of tones following
on- and off-frequency forward maskers,’’ 141st Meeting of the Acoustical
Society of America, Chicago, IL, June 2001; and ‘‘Psychometric functions
for variable masker levels in the context of peripheral nonlinearity,’’ 2002
MidWinter Meeting of the Association for Research in Otolaryngology, St.
Petersburg Beach, FL, January 2002.

b!Electronic mail: schairerk@boystown.org
c!Current address: Department of Psychology, California State University,
San Bernardino, 5500 University Parkway, San Bernardino, CA 92407-
2397.
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dynamic nature of this relationship has tended to obscure the
role of the peripheral nonlinearity and the model has pro-
vided valuable insights concerning the effects of specific
changes in stimulus parameters or of changes in the nonlin-
earity itself ~e.g., Oxenham and Plack, 1997!. Psychometric
functions ~PFs!, which describe the relationship between
stimulus level and percent correct in a given condition, may
provide a means of exploring the effect of the nonlinearity in
a simpler framework in which only one quantity, either sig-
nal or masker level, is varied. In particular, the slope of the
PF might be expected to provide a direct measure of the
degree of nonlinearity at the signal place on the BM in the
range of intensities traversed by the signal or masker.

For example, in variable-signal conditions, the combina-
tion of a moderate masker level and a longer signal delay
produces a low signal level at masked threshold. In this case,
the signal passes through the more linear portion of the BM
I/O function as its level varies. Thus, changes in signal level
at the input of the cochlear nonlinearity will result in similar
changes in signal level at the output of the nonlinearity, and
a smaller range of input signal levels will be presented in
establishing threshold~Fig. 1!. The underlying distribution of
input signal levels in this case is represented by the probabil-
ity density function~PDF! on the left along theX axis, and
the corresponding distribution for signal levels at the output
of the nonlinearity is represented by the lower PDF on theY
axis. PF slope is related to the PDF width such that the wider
the PDF~i.e., the greater the standard deviation of the under-

lying distribution!, the shallower the PF slope. Thus, associ-
ated PFs for low masked-threshold conditions would be
steep because the standard deviation of the distribution on
theX axis would be small. In conditions that produce higher
signal levels at masked threshold, such as with shorter signal
delay and/or higher masker level, the signal will pass
through the more compressive region of the BM I/O func-
tion. The signal level at the input of the nonlinearity will
have to change by a greater amount to produce the same
change in signal level at the output of the nonlinearity, thus
the PF slope would be more shallow. This relationship is
illustrated by the wider PDF on the right along theX axis,
and the corresponding upper PDF on theY axis. Note that the
range of the PF at the output of the nonlinearity is specified
by internal noise, which is assumed to be uniform across
conditions~Plack and Oxenham, 1998!. This is illustrated by
similar standard deviations for the upper and lower PDFs on
the Y axis. We also would predict that PF slopes should be
similar for on- and off-frequency maskers in the variable-
signal case if the signal levels at threshold are similar for the
two conditions. When signal level is varied in order to deter-
mine threshold at a fixed masker level, the effect of the non-
linearity should be independent of the properties of the
masker.

In the current experiments 1 and 2, variable-signal con-
ditions were presented that produced a range of signal levels
at masked threshold for on- and off-frequency maskers.
Mean thresholds from the on-frequency masker case in ex-
periment 2 were used to estimate the parameters of the non-
linearity as described by Plack and Oxenham~1998! using
data analysis software provided by Plack. The purpose was
to demonstrate the ability of the Plack and Oxenham model
to predict our own masked thresholds before extrapolating
the model predictions to PFs. Next, PF slopes were estimated
and compared across conditions. It was hypothesized that PF
slope would decrease as a function of signal level, and that
this trend would be similar for on- and off-frequency masker
cases.

Although variable-masker conditions have been used
frequently in forward masking studies~Nelsonet al., 2001,
1990; Nelson and Freyman, 1987, 1984; Oxenham and
Plack, 1997!, PFs have not been reported for those condi-
tions. When the masker level is varied to determine threshold
at a fixed signal level, the masker travels through the nonlin-
earity at the place of the signal, but the growth of the masker
at the place of the signal is different for on- and off-
frequency maskers. This is because the growth of the on-
frequency masker will be influenced by the compressive
nonlinearity at the place of the signal, whereas the growth of
the off-frequency masker will be linear at the place of the
signal. Thus, we predicted that PF slopes should be different
for on- and off-frequency maskers in variable-masker condi-
tions. Masker levels were varied to find threshold at several
fixed signal levels for on- and off-frequency maskers in ex-
periment 3 and PFs were fitted to those data.

It should be emphasized that the purpose of the current
paper is to demonstrate that the peripheral nonlinearity has
an effect on PF slopes, and not to identify a specific form of
the underlying nonlinear function. More recent models that

FIG. 1. Example of a compressive nonlinearity similar to the nonlinearity
assumed in the model of forward masking. For conditions that produce low
signal level at masked threshold, the signal passes through the more linear
portion of the function as its level varies during the threshold estimation
procedure. Changes in signal level at the input of the function will result in
similar changes in signal level at the output of the function, and a smaller
range of input levels will be presented in establishing threshold. The under-
lying distribution of input signal levels in this case is represented by the
probability density function~PDF! on the left along theX axis, and the
corresponding distribution for signal levels at the output is represented by
the lower PDF on theY axis. PF slopes, which reflect the standard deviation
of these underlying PDFs, would be steep for low-threshold conditions be-
cause the standard deviation of the distribution on theX axis would be
small. In conditions that produce higher signal levels at masked threshold,
the signal will pass through the more compressive region of the function,
and will have to change by a greater amount~PDF on the right along theX
axis! to produce the same change in signal level at the output of the non-
linearity ~upper PDF along theY axis!. In this case, the PF slope would be
more shallow~i.e., the underlying PDF would have a larger standard devia-
tion!. Internal noise is assumed to be uniform across conditions, and is
reflected in this figure by similar standard deviations for the upper and lower
PDFs on theY axis.

1561J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Schairer et al.: Peripheral nonlinearity and psychometric functions



incorporate a compressive nonlinearity have assumed a con-
tinuously level-dependent function, such as that employed in
Glasberg and Moore~2000!, rather than the two-straight-line
approximation assumed in the Plack and Oxenham~1998!
model. We focus on the latter model because its properties
allow for specific predictions about forward-masked thresh-
olds and associated PFs, and because we have used select
conditions from Plack and Oxenham~1998! and Oxenham
and Plack~2000! in our experiments 1 and 2.

All of the PFs reported here have been reconstructed
from trial-by-trial data obtained with an adaptive procedure
using data collection and analysis procedures described and
tested by Dai~1995!. These procedures provided an efficient
method of obtaining PFs, while allowing us to obtain thresh-
old estimates using a procedure comparable to that used by
Plack and Oxenham~1998!. As a result of using an adaptive
procedure and then fitting a PF to the data, there are two
‘‘threshold’’ estimations described in the Results section for
each experiment. The thresholds estimated from the adaptive
procedures are presented first~i.e., the GOM functions!, then
the PF data are presented, which include slope and threshold
from the PF fitting procedures. Where PF slopes are com-
pared to threshold, ‘‘threshold’’ in this case refers to the val-
ues obtained from the PF fitting procedure, although the
good agreement between these measures makes them inter-
changeable.

II. EXPERIMENT 1

Variable-signal conditions were presented for combina-
tions of three on-frequency masker levels and three signal
delays. PFs were reconstructed for each subject in each con-
dition. If PF slope is determined by the degree of peripheral
nonlinearity, and only by the degree of peripheral nonlinear-
ity, then slopes should decrease as masked threshold for the
signal increases.

A. Subjects

Three subjects, ages 20 to 41, participated in experiment
1 ~S1–S3!. Two of the subjects were the first and second
authors. The other subject was a college student from a local
university who was paid for his participation. This subject
was informed of the procedures and purpose of the study,
and signed a consent form prior to participation. Hearing for
the authors was screened at 0.5, 1.0, 2.0, and 4.0 kHz in both
ears, using laboratory stimulus generation and threshold
measures as described in the following sections. Thresholds
were at or better than 20 dB SPL at each test frequency,
bilaterally. Hearing for the third subject was screened using
standard clinical procedures as part of a research project for
another laboratory at this facility. Results from that test indi-
cated thresholds were at or better than 15 dB HL at octave
and interoctave test frequencies from 0.25 to 8.0 kHz, bilat-
erally.

B. Stimuli

The variable-signal conditions in the current experiment
1 were a subset of the conditions used by Plack and Oxen-
ham ~1998! in their experiment 1. The signal was a 2-kHz,

10-ms tone~5-ms rise/fall! shaped with a cosine-squared en-
velope. The forward masker was a 2-kHz, 20-ms tone~2-ms
rise/fall! shaped with a cosine-squared envelope, presented at
50, 70, or 90 dB SPL. Each masker level was presented in
conditions in which the signal delay~measured at 0-voltage
points! was 2, 20, or 40 ms. Threshold for the signal in quiet
also was determined for each subject.

The masker and signal were generated digitally at 50
kHz ~TDT AP2!, and routed through separate 16-bit D/A
converters~TDT DD1!, then to an anti-aliasing filter~FT6!
with a 20-kHz low-pass cutoff. The filtered stimuli were
routed to programmable attenuators~PA4!, mixed ~SM3!,
then presented through headphone buffers~HB6! to the left
ear of each participant through circumaural headphones
~Sennheiser HD 250 II!. Additional attenuation of up to 30
dB was available from resistor pads located in each booth.
The headphones were plugged directly into boxes that con-
tained these resistor pads.

C. Threshold determination

Thresholds for the signal in quiet and in the various
experimental conditions were obtained using a 2IFC adaptive
procedure, in which the level of the signal was decreased
after two correct responses and increased after one incorrect
response~Levitt, 1971!. The step size was 8 dB until the
fourth reversal, after which the step size was 4 dB. The step
sizes were selected to reduce the number of levels visited by
the adaptive procedure and increase the number of trials per
level, an approach that Dai~1995! found to result in more
stable estimates of PF parameters. Subjects responded using
hand-held microterminals ~Intelligent Instrumentation
CTM280B!. A trial consisted of a 500-ms warning interval
~indicated by a ‘‘* ’’ on the microterminal!, two observation
intervals~indicated by a ‘‘1’’ and ‘‘2’’! separated by 500 ms,
an answer interval~indicated by a ‘‘?’’!, and a 300-ms feed-
back interval in which the correct answer was displayed.
There was a 500-ms interval between the trials, and 50 trials
were presented in each block. Threshold for a block was
calculated as the mean of the signal levels of all reversals
after the fourth reversal. Conditions were presented in coun-
terbalanced order. Subjects completed a minimum of 13 50-
trial blocks for each of the nine conditions~three signal lev-
els 3 three masker levels!. Data were collected in 2-h
sessions, and subjects were given breaks periodically during
the sessions. Mean threshold for each subject in each condi-
tion was calculated using thresholds from the last 12 blocks
of trials.

D. Psychometric functions

PFs have been analyzed in many different coordinates,
particularly in the literature on intensity discrimination~e.g.,
Buus and Florentine, 1991; Mooreet al., 1999!. In the litera-
ture on detection, the most common approach is to assume
that the PF can be described by

d85m~ I !k,

where the special cases of amplitude detection and energy
detection are represented byk50.5 andk51, respectively
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~Eganet al., 1969!. Other authors have assumed an underly-
ing function of this form when simulating recovery of PF
parameters from adaptive-tracking data~Dai, 1995; Leek
et al., 1992!. Dai ~1995! used a modified form of the equa-
tion

d85~ I /I o!k

where I o5(I /m)k in the Eganet al. equation. In Dai’s ver-
sion, 10 log(Io) represents the level required ford851,
whereas values ofm in the original equation have no mean-
ing independent ofk. In Dai’s approach,I o andk are varied
to minimize the weighted squared deviation between ob-
tained and estimated values of percent correct, ax2 measure.
Weights reflect the standard errors associated with the esti-
mated percent correct values. The exponentk can be treated
as a measure of the slope of the PF, given that 10 logd8
5k*10 log(I/Io). We have used Dai’s version of the formula
in the data analyses reported here.

The trial-by-trial data were pooled across the last 12
blocks to obtain estimates of percent correct as a function of
signal level for each subject in each condition. Signal levels
that were presented on 30 trials or less and/or produced less

than 50% correct were not included in the fits.1 The Dai
fitting procedure provided the threshold and the slope of the
PF for each condition for each subject. These parameters
were averaged across the three subjects to obtain grand av-
erage PFs in each condition. The average across subjects
included only those PF fits that had anr 2 of 0.50 or greater.

E. Results

Mean signal levels at threshold across subjects as a func-
tion of masker level, with signal delay as the parameter, are
displayed in Fig. 2. Error bars represent the standard devia-
tion of thresholds across subjects. Masked thresholds for the
20- and 40-ms delay conditions are low, slopes of GOM~i.e.,
the rate at which masked threshold increases as a function of
masker level! are shallow, and the two functions are similar.
Masked thresholds are much higher in the 2-ms delay con-
dition, and the slope of GOM is much steeper.

Although Dai’s maximum-likelihood procedure for fit-
ting PFs minimizesx2, unweightedr 2 values provide a more
interpretable measure of goodness of fit. Table I provides a
summary of the PF thresholds and slopes, andr 2 values for
the individual PF fits. All but one fit met the criteria ofr 2

.0.50 for inclusion in the mean data~S1, 50-dB masker,
2-ms signal delay!. Mean PFs for all nine conditions are
shown in Fig. 3. Overall, as the signal levels increase, the
slopes of the PFs decrease. Thus, presentation of a wider

FIG. 2. Signal levels at masked threshold as a function of masker level, with
signal delay as the parameter, for the mean across subjects for experiment 1.
The forward masker was a 2-kHz, 20-ms tone presented at 50, 70, or 90 dB
SPL and the signal was a 2-kHz, 10-ms tone presented at 2-~triangles!, 20-
~squares!, or 40-ms ~circles! signal delay in a variable-signal condition.
Error bars represent plus and minus one standard deviation. The dashed line
represents mean threshold for the signal in quiet~QT!. Thresholds are low
and slopes of GOM for the 20- and 40-ms delay conditions are shallow.
Thresholds are higher in the 2-ms delay condition, and the slope of GOM is
steeper for all subjects.

TABLE I. PF thresholds and slopes, andr 2 values for PF fits for each subject in each condition in experi-
ment 1.

Subject
Masker
level

2-ms signal delay 20-ms signal delay 40-ms signal delay

Threshold Slope r 2 Threshold Slope r 2 Threshold Slope r 2

S1 50 17.98 0.10 0.40 12.24 0.65 0.97 9.63 0.84 0.95
70 30.46 0.36 0.94 13.67 0.37 0.92 8.99 0.60 0.96
90 45.96 0.28 0.76 19.16 0.39 0.89 9.16 0.65 0.88

S2 50 39.30 0.67 0.96 29.44 0.58 0.95 30.79 0.56 0.90
70 48.06 0.60 0.97 32.27 0.54 0.88 31.33 1.11 0.99
90 56.72 0.36 0.92 32.59 0.69 0.99 28.71 1.03 0.99

S3 50 39.45 0.39 0.93 24.38 0.58 0.93 22.45 0.92 0.99
70 48.65 0.20 0.83 27.54 0.74 0.80 23.21 0.90 0.89
90 65.84 0.28 0.82 32.54 0.54 0.94 26.50 0.94 0.96

FIG. 3. Mean PFs for all nine conditions in experiment 1. The 50-dB
masker conditions are represented by the solid lines, 70-dB maskers by
dotted lines, and 90-dB maskers by dashed lines. Signal delay is not directly
identified in this figure. As the signal levels increase, the slopes of the PFs
decrease, indicating that presentation of a wider range of signal levels was
required to determine threshold at higher levels.
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range of signal levels is required to determine threshold at
higher levels. In Fig. 4, the mean slope of PFs across sub-
jects is shown as a function of mean threshold for the nine
masker level and signal delay combinations. PF slope de-
creases as masked threshold increases, and the relation is
well described by a straight line. However, the data points
for the two longer signal delays are not well separated, either
in terms of slope or threshold. Shorter signal delays may
have produced a better spread of masked thresholds and a
more appropriate set of data for regression analysis.

Individual PF fits to the data for three of the nine con-
ditions are shown in Fig. 5. As stated previously, the two
longer signal delays produced mean masked thresholds that
were very close together~see Fig. 2!, and this is reflected in
the PFs in the lower signal level range for individual sub-
jects. The data points, particularly in the middle of the per-
cent correct range, are well represented by the fits. However,
values closer to 50% correct are weighted less in the fitting
procedure, and sometimes are not well represented by the
fitted line.

III. EXPERIMENT 2

Variable-signal conditions were presented using three
shorter signal delays and a longer duration masker to pro-
duce more masking than in experiment 1. Off-frequency for-
ward maskers also were included. The stimuli and signal
delays were the same as those in experiment 1 of Oxenham
and Plack~2000!. Software supplied by Plack was used to
estimate the nonlinearity parameters from the mean data
from on-frequency masker conditions. It was predicted that
PF slopes would decrease as a function of signal level at
masked threshold, and that this trend would be similar for
on- and off-frequency masker conditions.

A. Subjects

Three males and four females from 19 to 35 years of age
participated in experiment 2~S4–S10!. Two of the males and
one of the females were tested simultaneously in one group,
and the remaining subjects were tested together in a second
group. Each participant was informed of the procedures and
purpose of the study, and signed a consent form prior to
participation. All participants were college students from a
local university, and none had previous experience with the
task. They were paid for their participation. Hearing was
screened at 0.5, 2.0, and 4.0 kHz in both ears using the same
procedures as described for the authors in experiment 1.
Thresholds for all participants were at or better than 20 dB
SPL at each test frequency, bilaterally.

B. Stimuli

The signal was a 4-kHz, 10-ms tone~5-ms rise/fall!
shaped with a cosine-squared envelope, and presented at de-
lays of 0, 10, or 30 ms. The on-frequency forward masker
was a 200-ms tone, presented at 30 to 90 dB SPL in 10-dB
steps in different blocks. The off-frequency forward masker
was a 2.4-kHz, 200-ms tone presented at 60 to 90 dB SPL in
10-dB steps in different blocks. Both maskers were shaped
with 2-ms cosine-squared rise/fall envelopes. Stimulus gen-
eration and delivery was the same as for experiment 1, with

FIG. 4. Mean slopes of PFs as a function of mean threshold in dB SPL
across subjects for all masker levels and signal delays in experiment 1. The
filled circle represents the PF threshold and slope for the quiet threshold
condition ~QT!. The r 2 value of 0.72 is from the linear regression fit. Note
that thisr 2 is associated with the regression line for slope versus threshold,
not individual PF fits.

FIG. 5. Individual PF fits for select variable-signal conditions for experiment 1. The open symbols represent the actual data points, and the solid lines represent
the fits to the points. The parameter andr 2 values are listed in Table I. Figure 2 shows that the two longer signal delays produced mean masked thresholds
that were very close together, and this is reflected in the PFs for individual subjects. The fits to the data points are good, particularly in the middle ofthe
percent correct range. Values at the lower end of the percent correct scale tend to be weighted less in the fitting procedure, and sometimes are not well
represented by the fitted line. In these individual fits, particularly for S3, it can be seen that PF slopes tend to decrease as signal level increases.
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the exception that multiple sets of attenuators, mixers, and
headphone buffers were used to enable simultaneous testing
of up to four subjects.

C. Threshold determination

Thresholds were determined using the same procedures
as experiment 1, with the exception that step sizes were all 4
dB. The first group~S5, S7, and S9! completed 12 50-trial
blocks of each condition; the second group~S4, S6, S8, S10!
completed eight blocks per condition. Data from all subjects
were combined and treated as one group for subsequent
analyses.

D. Data analysis

Plack and Oxenham~1998! used temporal window pa-
rameters established by Oxenham and Moore~1994! and
nonlinearity parameters established by Oxenham and Plack
~1997! to fit their data. After adjusting the breakpoint of the
nonlinearity from 45 dB~used by Oxenham and Plack, 1997!
to 35 dB, they varied only the efficiency parameter,k, the
threshold-level difference at the output of the temporal win-
dow required for detection of the signal~Plack and Oxen-
ham, 1998!. The model assumes thatk is constant across
conditions. In a later study, Oxenham~2001! varied the
lower ~more linear! and upper~more compressive! slope of
the nonlinearity as well as window parameters to obtain an
optimum fit, but allowed only a few parameters to vary at
once. In fitting the current data, we have taken a similar
approach. Using the standard window parameters, two suc-
cessive iterations were performed to arrive at best estimates
of the nonlinearity parameters based on the group mean
adaptive thresholds in the on-frequency conditions.2 First,
lower slope was fixed at 0.78 andk, breakpoint, and upper
slope were allowed to vary until a least squares fit was ob-
tained. The resultant values fork, breakpoint, and upper
slope were then fixed, and lower slope was allowed to vary
until a least squares fit was obtained.

PFs were calculated for each subject in each condition
using the Dai~1995! procedure. Signal levels with 30 trials
or less and/or less than 50% correct were excluded from the
fits. Of the 231 PFs~excluding those for quiet threshold! for
seven listeners and 33 conditions, 218 were used in further
analyses. Twelve PFs were excluded because of poor fits
(r 2,0.50), and one was excluded because only one signal
level remained after the trim procedure. Poor fits typically
resulted from nonmonotonic functions. Correlations were
calculated using SPSS to examine the relationship between
mean PF slope and mean threshold from the PF fits, masker
level, signal delay, and masker frequency.

E. Results

Mean signal levels at masked threshold~across replica-
tions, then across subjects! are shown as a function of
masker level with signal delay as the parameter in Fig. 6. In
the on-frequency masker conditions, the shorter signal delays
and longer masker duration used in experiment 2 produced
higher signal levels at masked threshold in comparison to
experiment 1. In both the on- and off-frequency conditions,

signal level at masked threshold increases with increases in
masker level. However, the slopes of GOM are much steeper
for the off-frequency maskers, and remain steep as the delay
increases, whereas the slopes of GOM tend to decrease with
an increase in signal delay for the on-frequency masker case.

The final fits of the Plack and Oxenham model to the
mean on-frequency masking data also are shown in the left
panel of Fig. 6. The rms error was 1.30 dB. The lower slope
that produced the best fit was 0.62 dB/dB. This value is
lower than the 0.78 dB/dB slope that Plack and Oxenham
use, and physiological data suggest a value closer to 1.0. The
upper slope of 0.12 dB/dB and breakpoint of 39 dB agree
more closely with the values of 0.16 dB/dB and 35 dB as-
sumed by Plack and Oxenham. The efficiency factor,k, was
2.58 dB.

The PF thresholds and slopes estimated from the Dai
procedure and the correspondingr 2 values for a subset of the
conditions are summarized in Table II. Because there is a
large amount of data, only the on-frequency, 30-, 60-, and
90-dB masker conditions, and the off-frequency 60- and
90-dB masker conditions for each signal delay are presented
to demonstrate the range of parameters and goodness of fit to
individual subject data. PF fits to the individual data for a
sample of low and high masked threshold conditions are pre-
sented in Fig. 7. PF fits whose parameters are included in
Fig. 8 and in other summaries are shown by solid lines, and
PF fits that are excluded are shown by dotted lines. These
excluded conditions are the on-frequency, 60-dB masker,
30-ms signal delay condition for subject S7, and the on-
frequency, 90-dB masker, 0-ms signal delay condition for
subjects S6, S8, and S10.

Figure 8 shows the PF slopes plotted as a function of the
PF thresholds for individual subjects, and the mean PF slope
as a function of mean PF threshold across subjects. Note that
subject S8 has extreme slope values~i.e., greater than 3.00!
in six conditions, and they are not plotted here in order to
keep theY-axis scale in a range that is appropriate for the

FIG. 6. Mean signal levels at threshold as a function of masker level with
signal delay as the parameter for on-frequency~left panel! and off-frequency
~right panel! masker conditions for experiment 2. The on-frequency forward
masker was a 4-kHz, 200-ms tone presented at 30 to 90 dB SPL in 10-dB
steps, and the off-frequency forward masker was a 2.4-kHz tone presented at
60 to 90 dB SPL in 10-dB steps. The signal was a 4-kHz, 10-ms tone
presented at 0-~triangles!, 10- ~squares!, or 30-ms~circles! signal delay in a
variable-signal condition. Error bars represent plus and minus one standard
deviation across subjects. The solid lines in the left panel for the on-
frequency masker conditions represent the model fit to the mean data ob-
tained with the specified parameters. The dotted line in the right panel rep-
resents threshold for the signal in quiet.
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TABLE II. PF thresholds and slopes, andr 2 values for PF fits for each subject for select conditions in experiment 2.

Subject
Masker

frequency
Masker
level

0-ms signal delay 10-ms signal delay 30-ms signal delay

Threshold Slope r 2 Threshold Slope r 2 Threshold Slope r 2

S4 On 30 34.60 0.97 0.86 29.84 0.82 0.90 24.76 1.41 0.99
60 54.33 0.88 0.97 41.08 0.65 0.99 30.22 0.75 0.93
90 82.76 0.24 0.64 63.28 0.24 0.80 49.76 0.38 0.46

Off 60 25.12 0.91 0.99 23.19 1.10 0.85 20.85 1.33 0.98
90 81.79 0.48 0.82 63.10 0.35 0.92 43.37 0.29 0.98

S5 On 30 34.68 0.91 0.75 32.92 1.30 1.00 30.67 0.49 0.54
60 56.14 1.19 0.97 47.62 0.92 0.99 36.41 1.13 1.00
90 85.80 0.47 0.83 58.02 0.22 0.80 44.82 0.96 0.96

Off 60 27.50 1.06 0.98 29.08 1.45 1.00 28.99 1.17 0.98
90 69.06 0.38 0.93 57.45 0.33 0.81 44.39 0.61 0.83

S6 On 30 34.68 0.98 0.93 31.34 0.98 0.92 30.20 0.76 0.91
60 54.22 0.60 0.89 42.00 0.33 0.97 34.98 1.03 0.95
90 76.30 0.10 0.37 50.42 0.64 0.97 41.45 0.64 0.87

Off 60 29.65 1.47 0.99 26.96 2.12 0.99 24.57 0.99 0.92
90 64.84 0.53 0.95 52.31 1.04 0.99 One-point function

S7 On 30 21.41 0.16 0.21 28.05 2.23 0.99 29.32 0.28 0.58
60 57.19 0.35 0.53 36.83 0.79 0.91 30.05 0.08 20.13
90 88.17 0.30 0.96 49.23 0.13 0.61 36.55 0.70 0.89

Off 60 34.16 0.29 0.52 29.91 0.35 0.85 26.15 0.72 0.94
90 77.57 0.26 0.62 54.54 0.43 0.83 45.03 0.30 0.70

S8 On 30 31.20 2.23 0.98 29.56 4.19 1.00 27.15 4.20 0.98
60 58.72 2.02 0.97 44.66 0.75 0.86 34.06 1.72 1.00
90 86.33 0.24 0.41 66.60 0.25 0.95 44.52 0.23 0.74

Off 60 29.57 0.66 0.86 29.57 1.29 1.00 27.59 1.19 0.95
90 78.63 0.94 0.96 71.34 0.27 0.66 54.12 0.45 0.68

S9 On 30 27.80 0.26 0.99 33.77 0.88 0.89 31.27 0.61 0.87
60 61.39 0.66 0.85 50.07 0.57 0.96 39.27 0.51 0.92
90 83.73 0.25 0.68 69.65 0.19 0.84 55.83 0.27 0.88

Off 60 28.82 1.07 0.95 28.04 0.66 0.88 27.23 1.02 0.69
90 76.65 0.38 0.88 67.67 0.30 0.89 51.82 0.26 0.69

S10 On 30 37.53 0.62 0.98 33.73 0.54 0.93 29.06 0.33 0.94
60 58.61 0.45 0.99 52.53 0.40 0.88 42.27 0.28 0.91
90 85.52 0.06 0.18 87.78 0.24 0.66 60.08 0.42 0.83

Off 60 34.66 0.35 0.79 25.33 0.48 0.98 25.35 0.53 0.91
90 81.94 0.63 0.92 80.14 0.33 0.83 81.11 0.56 0.98

FIG. 7. PF fits to the individual data for a sample of low threshold~60-dB masker, 30-ms signal delay, represented by triangles! and high threshold conditions
~90-dB masker, 0-ms signal delay, represented by squares! for on-frequency~open symbols! and off-frequency masker cases~filled symbols! for experiment
2. PF fits that were excluded from summaries due tor 2,0.50 are shown by dotted lines.
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remaining subjects. For this subject, the slope values in the
40-dB, on-frequency masker conditions are 4.13, 3.06, and
3.55 in the 0-, 10-, and 30-ms signal delay conditions, re-
spectively. Slope values in the 30-dB, on-frequency masker
condition are 4.19 and 4.20 for the 10- and 30-ms signal
delay conditions, respectively, and the slope value for thresh-
old for the signal in quiet is 3.02. All of these conditions
have associated PF thresholds that are below 41 dB SPL. In
general, PF slopes decrease as signal level at threshold in-
creases as observed in experiment 1. Further, there does not
appear to be a systematic difference between on- and off-
frequency masker conditions. However, there does appear to
be a large amount of variability across subjects. Subject S10,
for example, has relatively uniform PF slopes across condi-
tions. Also, although the mean data do not indicate a system-
atic difference among signal delays and masker frequencies,
subjects S4, S5, and S8 have higher masked thresholds in the
on-frequency, 0-ms condition~open triangles! without a cor-
responding decrease in the slopes of the PFs.

The correlation of mean PF slope with mean PF thresh-
old in Fig. 8 is20.69. We also evaluated the correlation of
mean PF slope with the stimulus parameters. The correlation
is 20.89 with masker level, 0.06 with signal delay, and 0.18
with masker frequency. Only the correlations between PF
slope and PF threshold and between PF slope and masker
level are significant (p,0.05). PF threshold also is signifi-
cantly correlated with masker level~0.66! and with signal
delay ~20.49!. The higher correlation of PF slope with
masker level than with signal level is unexpected, and may
be due in part to results obtained for the 0-ms signal delay,
on-frequency masker condition. When subjects S4, S5, and
S8 are excluded from the mean data for the 0-ms signal

delay, on-frequency masker condition, the correlation of
mean PF slope is20.77 with mean PF threshold,20.78 with
masker level, 0.28 with signal delay, and 0.49 with masker
frequency.

Given the form of the nonlinearity assumed by Plack
and Oxenham~1998!, described by two straight lines in dB
coordinates, all PFs with signal levels falling only on the
lower slope should be uniformly steep, while all PFs with
signal levels falling only on the upper slope should be uni-
formly shallow. The pattern of results in Fig. 8 suggests a
smooth nonlinearity that is continuously decreasing in slope
and is consistent with recent models that incorporate smooth
nonlinear functions~e.g., Glasberg and Moore, 2000! and
with data that provide independent support for those models
~e.g., Nelsonet al., 2001!.

IV. EXPERIMENT 3

Variable-masker conditions were presented for on- and
off-frequency maskers at one signal delay. In this case, it was
predicted that the slopes of PFs for the on-frequency maskers
would be shallow at higher masker levels, and that slopes of
PFs for the off-frequency maskers would be steep across
masker levels.

A. Subjects and procedures

Three females and one male from experiment 2 partici-
pated in experiment 3~S4, S6, S8, and S10!. The signal was
a 4-kHz, 10-ms tone~5-ms rise/fall! shaped with a cosine-
squared envelope, presented 0 ms after the offset of the
masker. The on-frequency forward masker was a 4-kHz,
200-ms tone. The off-frequency forward masker was at 2.4

FIG. 8. Slopes of PFs plotted as a function of threshold for individual subjects, and the mean PF slope as a function of mean threshold for experiment 2. On-
and off-frequency masker conditions are represented by open and closed symbols, respectively. The 0-ms signal delay conditions are represented by triangles,
10-ms delay by squares, and 30-ms delay by circles. Masker level is not directly identified in this plot. Threshold for the signal in quiet is represented by the
star. Slopes of PFs decrease as signal threshold increases, and there does not appear to be a systematic difference between masker frequency conditions.
However, there does appear to be a large amount of variability across subjects. Subject S10 has relatively uniform PF slopes across conditions. Also,subjects
S4, S5, and S8 have higher signal thresholds in the on-frequency, 0-ms condition~open triangles! without a corresponding decrease in the slopes of the PFs.
It should be noted that subject S8 has extreme slope values~i.e., .3.00! for five of the low-level, on-frequency masker conditions, and for the threshold in
quiet condition. These data points are not plotted because theY axis would have to be expanded to accommodate them, making the trends in the data for other
subjects difficult to distinguish.
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kHz. Maskers were shaped with 2-ms rise/fall cosine-squared
envelopes. Stimulus generation and delivery were the same
as for experiments 1 and 2.

Initially, signal levels were fixed at 30 and 50 dB SPL
for both on- and off-frequency maskers. Thresholds were ob-
tained using a 2IFC adaptive procedure in which the level of
the masker was decreased after two correct responses and
increased after one incorrect response. Step sizes were 4 dB.
Threshold for a block was calculated as the mean of the
masker levels of all reversals after the fourth reversal. Six-
teen blocks of each condition were presented in a counter-
balanced order. There was an extended break after complet-
ing data collection for these four conditions. In the process of
data analysis, an error in the stimulus file was discovered for
the off-frequency masker, 30-dB SPL signal level condition.
All blocks in this condition were repeated for all subjects,
along with four more blocks of the other three conditions as
a check for consistent thresholds. The first four blocks that
were collected previously in these conditions were excluded
from further analysis.

The initial data for masker levels at threshold for fixed
signal-level conditions of 30 and 50 dB were used to select
signal levels that would produce an overlap in the range of
masker levels at threshold for on- and off-frequency condi-
tions. The final data set included threshold for the signal in
quiet, and masked thresholds for fixed signal levels of 30, 50,
57, and 63 dB SPL for the on-frequency masker case, and 25,
30, 40, and 50 dB SPL for the off-frequency masker case.
Twelve 50-trial blocks were completed for threshold in quiet,
and 16 50-trial blocks were completed in the remaining con-
ditions, with the exception of the off-frequency masker in the
25-dB SPL signal level condition. S6’s threshold for the sig-
nal in quiet was 24.9 dB SPL, and she reported difficulty
hearing the signal and masker in the 25-dB SPL fixed-signal
condition. The condition was terminated after eight blocks
for all subjects.

Subjects occasionally produced masked thresholds that
clearly deviated~e.g., by more than 8 dB! from the rest of
their masked thresholds in a particular condition. These data
were excluded, and runs for the corresponding conditions
were repeated. In one instance, a subject produced unusually
variable thresholds for the 63-dB SPL fixed-signal, on-
frequency masker condition~8.95 dB standard deviation
across the 16 thresholds!, which were all collected during
one test session. These initial thresholds were discarded, and
16 more repetitions were collected. This second set of thresh-
olds had a lower standard deviation, and were used for fur-
ther data analysis.

PFs were calculated using the Dai~1995! method. How-
ever, because PFs in this case described percent correct as a
function of masker level, percent correct increased as masker
level decreased. PFs were fitted for individual subjects, and
only those fits that producedr 2 values of.0.50 were in-
cluded in further analyses. With this criterion, PFs were ex-
cluded for the off-frequency masker, 25 dB SPL signal con-
dition for subjects S6 and S10. Correlations were calculated
for mean PF slope as a function of mean PF threshold for on-
and off-frequency masker conditions.

B. Results

Mean growth of masking~GOM! functions in the
variable-masker conditions are shown in Fig. 9. The GOM in
the variable-masker conditions was steeper for on-frequency
maskers than for off-frequency maskers. The PF thresholds,
slopes, andr 2 values for each subject in each condition are
summarized in Table III. The correlation of mean PF slope
and mean PF masker level at masked threshold was20.88
for the on-frequency masker case and20.87 for the off-
frequency masker case. Given the small number of data
points, neither of the correlations was significantly different
from zero. The negative correlation in the on-frequency case
was expected, but the correlation was expected to be near 0
for the off-frequency case.

PF fits to the individual data for select conditions are
shown in Fig. 10. As noted in experiments 1 and 2, there is
variability in PF slopes among the subjects. For example,
PFs for subjects S4 and S6 reflect the expected trends, that is,
PFs are steeper in the off-frequency masker conditions across
masker level in comparison to the shallower PFs in the on-
frequency masker conditions. However, subject S8’s PFs are
of similar slope across all conditions. Subject S10’s PFs are
shallow across conditions, which is similar to experiment 2
in which the PFs for the same subject were shallow regard-
less of masker frequency, masker level, or signal delay~see
Fig. 8!. There are also concerns regarding individual fits.
Although the PF fit for the off-frequency masker, 50-dB
fixed-signal level condition for S10 met the criteria for in-
clusion in data analysis, for example, the line appears to
approximate only one or two data points. Alternative fits
with higher values ofr 2 and better visual properties are
available, but the values ofx2 associated with those fits are
much greater.

FIG. 9. Mean masker levels at threshold across subjects as a function of
signal level for experiment 3. The on-frequency forward masker~open sym-
bols! was a 4-kHz, 200-ms tone and the off-frequency forward masker
~filled symbols! was a 2.4-kHz tone presented in a variable-masker condi-
tion. The signal was a 4-kHz, 10-ms tone presented at 0-ms signal delay.
Mean threshold for the signal in quiet is represented by the dotted line. The
signal was fixed in different conditions at 30, 50, 57, and 63 dB SPL for the
on-frequency masker case, and at 25, 30, 40, and 50 dB SPL for the off-
frequency masker case. Masker level at threshold is much higher in the
off-frequency masker case than for the on-frequency case, particularly for
the lower signal levels. The slope of GOM is more shallow for the off-
frequency case. These trends agree with the literature.
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V. DISCUSSION

A. Methodological issues

Our confidence in the interpretation of the current PF
data is limited by several issues that are ongoing topics of

debate in the literature. The first is the use of adaptive-
procedure data to estimate PF parameters. Simulation studies
suggest that procedures with more than two intervals, com-
bined with a decision rule that estimates a higher point on the
PF, provide more efficient and more accurate estimates of the
PF slope~e.g., Leeket al., 1992; Leek, 2001!. Dai ~1995!,
using a similar approach based on extensive simulations,
found that estimates of PF parameters were unbiased when
obtained using the data collection and analysis procedures
we have used, although he did not explore the alternative
decision rules tested by Leeket al. ~1992!. While Dai ~1995!
evaluated the accuracy of both the PF slope and the PF
threshold estimate, only the accuracy of the slope estimate is
of any concern here. The PF threshold estimates are highly
correlated with the estimates obtained by taking the mean of
the reversal points in the adaptive procedure (r 50.99 for the
231 thresholds in experiment 2!, a widely used threshold
measure.

The second issue is the choice of equation used to fit the
PFs and to estimate the slope parameter. The estimates of PF
slope reflect the representation of the stimuli used in fitting
the PFs, as well as the assumed form of the PF. Any of the
approaches used in the detection literature would show shal-
lower slopes at higher signal levels, but the outcome of a
statistical analysis could be somewhat dependent on the mea-
sure of slope that was used. We converted signal levels to
power and fitted the data using the same equation used to fit
PFs for absolute thresholds~e.g., Watsonet al., 1972!. This
approach seemed most consistent with the literature, given
that the data were obtained in a masking procedure where we
had no valid measure of the effective level of the masker at
the time the signal was presented. The Plack and Oxenham
~1998! model assumes, however, that the task is equivalent to
intensity discrimination where the decision variable is an in-
ternal representation ofDI /I or (I 1DI )/I . Those two quan-
tities produce identical threshold predictions when using the
model, but they do not result in identical PFs. Use ofDI /I ,

TABLE III. PF thresholds and slopes, andr 2 values for PF fits for each
subject in each condition in experiment 3.

Subject
Masker

frequency
Signal
level Threshold Slope r 2

S4 On 30 27.32 1.00 1.00
50 54.53 0.55 0.99
57 75.77 0.32 0.94
63 79.33 0.51 0.89

Off 25 61.71 1.75 1.00
30 65.93 1.15 0.99
40 72.79 1.51 1.00
50 77.78 0.99 0.96

S6 On 30 26.42 0.62 0.97
50 51.42 0.33 0.85
57 60.96 0.26 0.88
63 77.33 0.26 0.82

Off 25 32.88 0.11 0.28
30 64.39 1.38 0.98
40 72.70 0.51 0.71
50 80.41 1.13 0.99

S8 On 30 26.89 0.74 0.90
50 50.97 1.18 0.90
57 58.44 0.46 0.91
63 67.86 0.45 0.81

Off 25 53.33 0.55 0.82
30 59.60 0.64 0.89
40 65.84 1.09 0.97
50 71.88 0.92 0.99

S10 On 30 21.69 0.52 0.90
50 43.65 0.40 0.84
57 59.20 0.20 0.90
63 68.83 0.41 0.99

Off 25 58.45 0.08 0.27
30 67.40 0.33 0.86
40 73.97 0.19 0.77
50 77.93 0.27 0.80

FIG. 10. Example PF fits to the indi-
vidual data for variable-masker condi-
tions in experiment 3. Data for the on-
frequency masker, 57- and 63-dB
fixed-signal-level conditions are repre-
sented by open triangles and squares,
respectively. Data for the off-
frequency masker, 30- and 50-dB
fixed-signal-level conditions are repre-
sented by filled triangles and squares,
respectively. PF fits to the data are rep-
resented by solid lines. PFs for sub-
jects S4 and S6 demonstrate steeper
PFs in the off-frequency masker con-
ditions across masker level, and shal-
lower PFs in the on-frequency masker
conditions. However, PF slopes are
similar across conditions for subjects
S8 and S10s. For S10, PFs are shallow
across conditions for variable-masker
conditions ~this figure! and variable-
signal conditions~see Fig. 8!.
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where I was a constant dependent on masker level, would
rescale all points on the function leaving the slope un-
changed and thus would produce slope estimates identical to
those we have obtained. Conversion to (I 1DI )/I would be a
nonlinear transform, with unclear results, but it seems un-
likely that the differences in the fits would be large. We
assumed a form of the PF~e.g., Eganet al., 1969! that has
been widely used in the detection literature, but many alter-
natives have been proposed. There are only two other studies
in the literature that we are aware of that have reported PFs
for forward masking conditions. Werner~1999! plotted PFs
in percent yes votes versus signal level in dB, but did not fit
an equation to the data. Nizami and Schneider~1999! used
probit analysis to fit PFs as normal ogives in percent correct
versus signal level in dB. Their PFs were similar in form to
those generated with the Eganet al. equation.

The quality of some of the individual PF fits also is an
issue. In order to avoid ambiguity in the analyses and the
potential for selective data trimming when fitting a large
number of PFs, we adopted strict rules for removing data
points before fits were done and for excluding unreliable fits
when computing mean slope values. The criterion ofr 2

.0.50 used for inclusion of the PF slope in summary data
was somewhat arbitrary, but use of other criterion points did
not have a strong effect on the correlation of slope with
signal level or masker level. Some fits appeared to be less
than optimal when the PFs were plotted with the actual data
points~e.g., Fig. 10, S10, off-frequency masker, 50-dB signal
level data! because the maximum likelihood procedure~Dai,
1995! assigned more weight to points higher on the PF.

Finally, it is a concern that the individual data were
highly variable across subjects and conditions. For example,
subject S10 demonstrated shallow PFs as a function of signal
level, regardless of masker frequency, masker level, signal
delay, or varied parameter~see Fig. 8 and Fig. 10!. We do not
have an explanation for this trend. One possibility is that this
subject has greater internal noise in comparison to the other
subjects. If this is the case, the difference in internal noise
did not extend to detection of the signal in quiet, where re-
sults are in line with the remaining subjects~see the data
points represented by stars in Fig. 8!. Another example of
individual variability is that a few of the subjects demon-
strated higher PF slopes than would have been expected,
given the associated signal levels, in the on-frequency
masker, 0-ms signal delay, variable-signal condition~see S4,
S5, and S8 in Fig. 8!. There is not sufficient information to
determine whether the slopes or the thresholds were unusu-
ally high. It also cannot be determined at this point whether
this threshold/slope effect is one that should be taken into
account in a model of forward masking, or could be attrib-
uted to a phenomenon such as confusion~Neff, 1985, 1986!
that is outside the framework of the model. A confusion ef-
fect seems unlikely given that such effects are not generally
found for sinusoidal maskers and signals, and tend to be
associated with nonmonotonic PFs, with sharp decreases in
percent correct in regions where the signal and masker levels
are nearly equal. Of the individual PFs that met the criteria
for inclusion in the mean, only one function~subject S4,
90-dB masker condition, see Fig. 7! displayed this trend.

B. Effects of the peripheral nonlinearity

Despite the methodological considerations discussed in
the previous section, the peripheral nonlinearity is clearly
reflected in both the GOM and PF data. In general, GOM
functions for on- and off-frequency maskers and with various
signal delays were consistent with previous reports in the
literature for variable-signal conditions~Fastl, 1979; Jesteadt
et al., 1982; Kidd and Feth, 1981; Luscher and Zwislocki,
1947; Munson and Gardner, 1950; Oxenham and Plack,
2000; Plack and Oxenham, 1998; Widin and Viemeister,
1979; Zwislockiet al., 1959! and variable-masker conditions
~Nelsonet al., 2001, 1990; Nelson and Freyman, 1987, 1984;
Oxenham and Plack, 1997!. The Plack and Oxenham~1998!
model, which includes peripheral nonlinearity as a first stage,
provides an excellent account of the present GOM data for
on-frequency maskers~see the left panel of Fig. 6!. The cur-
rent data for off-frequency maskers show a larger effect of
signal delay on GOM functions than observed by Oxenham
and Plack~2000!, but the effect was still smaller than that
observed with on-frequency maskers, in agreement with their
model.

Plack and Oxenham~1998! make no specific predictions
concerning PFs, but the assumptions of the model suggest
that PF slopes should reflect the nonlinearity, and the model
and supporting data specify the degree of nonlinearity ex-
pected for the on- and off-frequency maskers used here. The
model assumes that internal noise is Gaussian in power with
a standard deviation that is proportional to the mean~i.e.,
constant in dB!, except in conditions where the masked
threshold is near quiet threshold. Given that internal noise is
constant, the slope or exponent of the PF should be propor-
tional to the degree of nonlinearity. To a first approximation,
the results of the present experiments were consistent with
this prediction. In the variable-signal conditions of experi-
ments 1 and 2, PF slopes decreased as a function of signal
level for on- and off-frequency maskers. This was expected
because in variable-signal conditions, the signal passes
through a range of input levels to the nonlinearity at the
place of the signal during threshold estimation. Thus, the
associated PF slopes should be influenced by the nonlinearity
at the place of the signal, regardless of masker frequency.
Given this trend, it also was expected in experiment 2 that
PF slope would be more highly correlated with signal level
at threshold than with the other variables~i.e., masker level,
signal delay, and masker frequency!. However, the correla-
tion of PF slope with masker level was greater than the cor-
relation with signal level. This relationship is explored fur-
ther in the following section.

In the variable-masker conditions of experiment 3, it
was expected that PF slope would be shallower at higher
masker levels for the on-frequency masker case, and that PF
slope would remain steep across all masker levels for the
off-frequency masker case. This is because in the variable-
masker condition, masker level passes through a range of
input levels to the nonlinearity at the place of the signal as
the PF is obtained for any given condition. Thus, the on-
frequency masker will be influenced by the nonlinearity at
the place of the signal, and the associated PF slopes will
reflect the amount of compression, whereas the off-frequency
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masker will grow linearly at the place of the signal, and the
associated PF slopes should be similar over the entire range
of masker levels. Only two of the four subjects demonstrated
this trend. Because on- and off-frequency masker cases were
examined separately, there were fewer data points available
for the correlation in experiment 3 in comparison to experi-
ment 2 in which on- and off-frequency data were combined.
Given the small number of data points, we cannot draw any
meaningful conclusions from the correlation coefficients for
experiment 3.

Both of the previous studies that describe PFs for
forward-masked conditions used variable-signal procedures.
Werner~1999! used a 65-dB SPL broadband noise to mask a
1-kHz tone with signal delays varying from 5 to 200 ms in
normal-hearing adults and infants 3 to 6 months of age. The
PFs for the adult group were steep and parallel across signal
delay, and all PFs were restricted to signal levels below ap-
proximately 40 dB SPL. Thus, the PFs for the adult group in
the Werner study were not in a signal-level range that would
have reflected the effects of the nonlinearity as in the current
study. Even if the PFs had extended into a higher signal
range, it is not clear that the effects of the nonlinearity should
be evident in conditions using a broadband masker rather
than a pure tone masker. Nizami and Schneider~1999! ob-
tained their data using a 97-dB, on-frequency, 2-kHz tone to
mask a Gaussian-shaped signal, and manipulating signal de-
lay in very small steps. While we found a large effect of
masker level on PF slope in experiment 2, in the Nizami and
Schneider study, masker level was constant. Their data point
to a strong effect of signal level. They also observed fine
structure and nonmonotonicity in their PF parameters, char-
acterized by sharp increases in masked threshold and slope
with successive increases in signal delay. This fine structure
was not observable in the current data because of the large
differences in signal delays~2, 20, and 40 ms in experiment
1, and 0, 10, and 30 ms in experiment 2 in the current study,
as opposed to 0.5-ms steps in some cases in the Nizami and
Schneider study!. The general trend in their data was for
masked threshold to decrease and PF slope to increase as
signal delay increased. This is consistent with the current
data ~experiments 1 and 2, on-frequency masker! and with
the interpretation that signal level at threshold determines the
slope of the PF.

The Plack and Oxenham~1998! model can be extended
to make specific quantitative predictions about PF slope ra-
tios, in addition to the qualitative predictions reviewed
above. If the slope or exponent of the PF is truly proportional
to the degree of nonlinearity, then the compression ratio as-
sumed in the model should be reflected in the slopes esti-
mated from the data. Plack and Oxenham~1998! assumed a
compressive nonlinearity with a lower slope of 0.78 dB/dB
and an upper slope of 0.16 dB/dB, a ratio of 4.9 to 1 in the
model fits to their on-frequency masker data. This is similar
to the ratio of 5.2 to 1 that was obtained with the parameters
estimated from the current GOM data~see Fig. 6, lower
slope of 0.62 and upper slope of 0.12! and predicts a ratio of
5 to 1 in the slopes of the PFs. The observed ratio of the
mean PF slope at 25.8 dB (slope50.99), the lowest signal
level in the mean data panel of Fig. 7, to the mean slope at

85.1 dB (slope50.31), the highest signal level, was 3.2 to 1.
The smaller ratio may reflect errors in fitting the PFs.

Finally, regardless of the strength of the relationship be-
tween signal level and PF slope, the pattern of PF slopes
across conditions should predict the general form of the non-
linearity. The assumption in the Plack and Oxenham~1998!
model that the nonlinearity can be approximated by a two-
part function defined by two straight lines predicts two
groups or clusters of data points in Figs. 4 and 8, one at high
PF slope values~i.e., to reflect the linear portion of the func-
tion! and the other at low slope values~to reflect the com-
pressive portion of the function!. The PF slope data suggest a
nonlinearity with a continuously decreasing slope or a very
gradual transition, consistent with more recent models that
include a peripheral nonlinearity~e.g., Glasberg and Moore,
2000!.

The degree of peripheral nonlinearity has been estimated
from masking data using the comparison of slopes of GOM
for on- and off-frequency maskers in variable-masker condi-
tions ~Oxenham and Plack, 1997!, from the ratio of
temporal-masking-curve slopes for on- and off-frequency
maskers~Nelsonet al., 2001!, and from behavioral thresh-
olds in on-frequency masking conditions with a range of
signal delays and masker levels, such as those shown in Fig.
6. The current data suggest that measures based on slopes of
PFs might offer another alternative that, with use of optimum
procedures for measurement of PFs, could be both efficient
and broadly applicable. The ratio of slopes of GOM func-
tions for on- and off-frequency maskers only provides an
estimate of the compressive portion of the nonlinearity, not
of the transition or the lower, steeper portion of the function.
In contrast, the ratio of fixed-probe temporal-masking-curve
slopes for on- and off-frequency maskers provides an esti-
mate of the transfer function for a larger range of input lev-
els, including the lower levels~Nelsonet al., 2001!. How-
ever, collection of a full set of data for a range of masker
levels and signal delays is time consuming and recovery of
nonlinearity parameters for either method requires a specific
model with numerous assumptions. The range of PF slopes
from a carefully selected set of conditions could be used to
provide a more complete estimate of the nonlinearity, with
fewer a priori assumptions concerning its form.

C. Exploring the masker level effect on PF slope

By far the biggest issue in the interpretation of the cur-
rent data is the strong effect of masker level on the slope of
the PF. The original hypothesis was that PF slope would have
a higher correlation with signal level than with the other
variables in experiment 2 because the signal level was varied
in the adaptive procedure to reconstruct the individual PFs
within conditions. However, it was found that PF slope was
more highly correlated with masker level than with signal
level. Interpreting the relationship between PF slope and sig-
nal level, and between PF slope and masker level, is compli-
cated by the fact that masker level and signal level are highly
correlated with each other. We examined these relationships
further using partial correlations to obtain a measure of the
relation between PF slope and each variable, with all other
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variables held constant. The partial correlation of PF slope
with threshold was20.06, with masker level was20.71,
with signal delay was 0.05, and with masker frequency was
0.28. Thus, signal level at threshold had no almost relation-
ship to PF slope once the remaining variables were ac-
counted for in the comparison. Masker level had the stron-
gest relationship with PF slope, indicating that as masker
level increased, PF slope decreased with signal level held
constant. This effect is not predicted by the model described
in Fig. 1. When the data from the three subjects~S4, S5, and
S8! in the 0-ms signal delay conditions were excluded from
the analysis, the overall correlation of PF slope decreased
with masker level~from 20.89 to20.78! and increased with
signal level ~from 20.69 to 20.77!. A similar trend was
noted in the partial correlations of PF slope with masker
level ~a decrease from20.71 to20.61! and with signal level
~an increase from20.06 to20.10!. Partial correlations of PF
slope increased with signal delay to 0.29 and with masker
frequency to 0.34. This shift in the zeroth order and partial
correlations cannot account for the masker level effect, and it
does not change the conclusion that masker level has a
strong, independent contribution to PF slope.

Three factors might contribute to the strong effect of
masker level in experiment 2. First, the relationship between
signal level at threshold and PF slope is not linear, and there-
fore would be poorly represented by a correlation that as-
sumes a linear relationship between variables. The mean data
panel in Fig. 7 could be viewed as nonlinear, particularly if
the 0-ms signal delay conditions are disregarded, and the
model described in Fig. 1 predicts a nonlinear effect. We do
not have enough data points to support a nonlinear regression
analysis. Second, the correlation of PF slope with signal
level at threshold is attenuated by the measurement error
associated with the latter variable. Masker level, masker fre-
quency, and signal delay are all independent variables whose
values are not subject to measurement error. We do not have
an appropriate measure of the reliability of the estimates of
signal level at threshold that could be used to correct for
attenuation~e.g., Guilford, 1965, p. 487!. Data from experi-
ment 3, where masker level was the dependent variable, are
too limited to provide a valid comparison.

Third, the strong effect of masker level might reflect an
increase in internal noise with an increase in overall level. In
the example provided in Fig. 1, the internal noise is assumed
to be the same across conditions as represented by lower and
upper PDFs with similar standard deviations on theY axis.
An increase in internal noise with increases in level, corre-
sponding to the more compressive region of the function,
would be represented by an upper PDF with a larger standard
deviation. This would result in a stronger effect of masker
level than of signal level because masker levels vary over a
wider range than signal levels. We would also predict an
effect of masker level with signal level held constant. Of the
factors considered here, the assumption that internal noise is
greater at higher levels seems best able to account for the
observed pattern of results. This assumption would have a
significant impact on procedures for fitting threshold data. It
may be possible to test the assumption by measuring the
amount of internal noise~e.g., Spiegel and Green, 1981!.

VI. CONCLUSIONS

Growth of masking results for on- and off-frequency
forward-masker cases, in variable-masker and variable-signal
conditions, were consistent with the literature. The mean on-
frequency masker data from experiment 2 were well repre-
sented by a model described by Plack and Oxenham~1998!
that incorporates a peripheral nonlinearity as its first stage.
The model assumptions suggest that this nonlinearity also
should be reflected in the PF slopes. Mean PF slopes de-
creased with increases in mean signal level at threshold for
on- and off-frequency masker cases in the variable-signal
conditions of experiments 1 and 2. PF slopes were shallow
for on-frequency maskers and steep for off-frequency
maskers at high thresholds for two of the four subjects in the
variable-masker conditions of experiment 3. These results
are consistent with the hypothesis that the peripheral nonlin-
earity is reflected in PF slopes, particularly for experiments 1
and 2. Further data collection would be necessary to make
stronger statements about the influence of the peripheral non-
linearity on PF slopes for variable-masker conditions. PF
slopes from select conditions could be used to produce more
direct estimates of the specific form of the nonlinearity than
can be obtained by fitting current models to threshold data.
An unexpected result was the strong relationship of masker
level with PF slope, independent of signal level. This finding
might be explained by assuming that internal noise increases
with increasing stimulus level. Greater internal noise would
result in shallower PFs. Given that masker levels are higher
than the corresponding signal levels at threshold in forward
masking and that the range of masker levels is greater than
the range of signal levels, an internal noise that increased
with stimulus level would result in a correlation between PF
slope and masker level that was higher than the correlation
between PF slope and signal level. Further work will be re-
quired to determine the cause of the masker level effect.
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1The number of signal levels excluded during the PF fitting procedure varied
among subjects, and depended, for example, upon the starting level of the
signal at the beginning of each adaptive track. Because we collected data
from three to four subjects simultaneously in experiments 2 and 3, the
starting level was the same for all subjects. A greater number of signal
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Psychophysical estimates of compression often assume that the basilar-membrane response to
frequencies well below characteristic frequency~CF! is linear. Two techniques for estimating
compression are described here that do not depend on this assumption at low CFs. In experiment 1,
growth of forward masking was measured for both on- and off-frequency pure-tone maskers for
pure-tone signals at 250, 500, and 4000 Hz. The on- and off-frequency masking functions at 250 and
500 Hz were just as shallow as the on-frequency masking function at 4000 Hz. In experiment 2, the
forward masker level required to mask a fixed low-level signal was measured as a function of the
masker–signal interval. The slopes of these functions did not differ between signal frequencies of
250 and 4000 Hz for the on-frequency maskers. At 250 Hz, the slope for the 150-Hz masker was
almost as steep as that for the on-frequency masker, whereas at 4000 Hz the slope for the 2400-Hz
masker was much shallower than that for the on-frequency masker. The results suggest that there is
substantial compression, of around 0.2–0.3 dB/dB, at low CFs in the human auditory system.
Furthermore, the results suggest that at low CFs compression does not vary greatly with stimulation
frequency relative to CF. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1538247#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk@NFV#

I. INTRODUCTION

It is now well established that the response of the basilar
membrane~BM! is highly compressive in the basal region of
the cochlea, the region that is most sensitive to high frequen-
cies ~Murugasu and Russell, 1995; Rhode and Recio, 2000;
Rhode and Robles, 1974; Robleset al., 1986; Ruggeroet al.,
1997; Russell and Nilsen, 1997!. Much less is known about
the response of the BM in the apical region of the cochlea,
the region that is most sensitive to low frequencies. Direct
measurements of BM vibration in the apical regionin vivo
are complicated by the difficulty of the surgical procedure,
and by the obstruction provided by Reissner’s membrane.
Rhode and Cooper~1996! made BM and tectorial membrane
~TM! displacement measurements in the apical turn of the
chinchilla cochlea using laser interferometry, for places with
characteristic frequencies~CFs! ranging from 500 to 800 Hz.
They found a maximum compression of around 0.5 dB/dB,
much less than the value of around 0.2 dB/dB typically esti-
mated from the basal measurements. However, the technique
involved opening Reissner’s membrane in order to place mi-
crobeads onto the BM or the TM. This may have disrupted
the ionic balance of the scala media, thereby damaging the
physiologically vulnerable mechanism that underlies the
nonlinear behavior. On the other hand, Zinnet al. ~2000!
reflected the measuring laser directly from Hensen cells in
the guinea-pig cochlea, without damaging Reissner’s mem-
brane. They reported a nearly linear response for CFs of
around 400 Hz.

Cooper and Yates~1994! estimated BM compression
from auditory nerve rate-level functions recorded from
guinea pigs. If it is assumed that the BM response to a tone

well below CF is roughly linear~Ruggeroet al., 1997; Rus-
sell and Nilsen, 1997!, then the BM response to a tone at CF
can be derived from a comparison of the rate-level functions
to tones at and below CF. For fibers with CFs between 1.5
and 3.6 kHz, the estimated compression was 0.5 dB/dB,
compared to a maximum compression of 0.13 dB/dB for
fibers with CFs above 4 kHz. Consistent with this, the
threshold elevation in cat auditory nerve fibers produced by
furosemide, which is thought to impair the active mechanism
in the cochlea, is less for fibers with CFs below 3 kHz than
for higher CFs~Sewell, 1984!.

Over the last few years, psychophysical techniques have
been used to make inferences about the response of the hu-
man cochlea. Some of these techniques involve comparing
the growth of masking for forward maskers at or below the
signal frequency~Moore et al., 1999; Nelsonet al., 2001;
Oxenham and Plack, 1997!. Forward masking is used to
avoid nonlinear interactions~e.g., suppression! between the
masker and the signal in the cochlea. Following Yateset al.
~1990! and Cooper and Yates~1994!, these techniques as-
sume that the BM response to a tone well below CF is
roughly linear. The ratio of the slopes of the masking func-
tions for on- and off-frequency pure-tone maskers provides
an estimate of the BM compression to a tone at CF. Alterna-
tively, it is sometimes assumed that the on-frequency mask-
ing function is linear~when the masker and signal have simi-
lar levels!, and the BM response is derived from the off-
frequency masking data alone. Plack and Oxenham~2000!
presented a masker and signal alternately in a pulsation
threshold design~Houtgast, 1972!. The masker frequency
was set to 0.6 times the signal frequency. Based on the as-
sumption of below-CF linearity, they estimated BM com-
pression for a range of signal frequencies. The compression
ranged from 0.76 dB/dB at 250 Hz to around 0.35 dB/dB fora!Electronic mail: cplack@essex.ac.uk
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frequencies of 1000 Hz and above. Although the high-
frequency compression was less than expected, the results
seem to confirm that the cochlea is much less compressive in
the low-frequency region. Hicks and Bacon~1999! explored
the effects of frequency using three different psychophysical
estimates of nonlinearity: frequency selectivity as a function
of level, two-tone suppression, and the growth of forward
masking for a masker below the signal frequency. Once
again, all the measures showed a progressive decrease in
nonlinearity from 3000 to 750 Hz, with no evidence of non-
linear processing at 375 Hz.

Although there seems to be a consensus among these
studies that there is less compression in the apical region,
some of the techniques depend on a crucial assumption: that
the BM response to tones below CF is linear. In the tech-
niques of Cooper and Yates~1994! and Oxenham and Plack
~2000!, the derived slopes will only differ from unity if there
is differential compression between the on- and off-
frequency tones. If both the masker and the signal are com-
pressed equally, then the two effects should cancel out, and
the derived response will be linear~1 dB/dB!. The two addi-
tional psychophysical techniques used by Hicks and Bacon
~1999! may also depend on this assumption. Frequency se-
lectivity will change as a function of level only if the growth
of excitation ~and hence the compression! differs between
frequency regions relative to CF. Although psychophysical
two-tone suppression is more complex, it is possible to imag-
ine situations in which there is a great deal of compression
without any suppression. For example, if compression is ap-
plied after filtering ~and is therefore in addition not fre-
quency selective!, then the nominal suppressor can only add
to the overall output of the channel, not reduce it.

In other words, the psychophysical results are consistent
with the possibility that the human BM response function is
just as compressive in low-CF regions as in high-CF regions,
if compression in the apical turn extends over a wide range
of frequencies relative to CF. In fact, this is exactly what has
been found in the chinchilla. The apical BM displacement
measurements of Rhode and Cooper~1996! suggest that the
compression may indeed be less frequency selective in the
apex than in the base, with a broad band of frequencies af-
fected relative to CF. This finding casts doubt on the validity
of many of the psychophysical procedures used to estimate
apical compression.

The aim of the present study was to investigate the fre-
quency dependence of compression in human listeners using
two psychophysical techniques that do not depend on
below-CF linearity. The first technique is a measurement of
the growth of forward masking. It has been known for many
years that the growth of forward masking is nonlinear~Jest-
eadt et al., 1982; Moore and Glasberg, 1983; Munson and
Gardner, 1950!. A given increase in masker level causes a
much smaller increase in the signal level at threshold, if the
signal level is low~below about 40 dB SPL!. When both the
signal level and the masker level are high, the growth of
masking is roughly linear~Munson and Gardner, 1950; Ox-
enham and Plack, 1997; Plack and Oxenham, 1998!. The
shallow growth for low signal levels can be explained on the
basis that the response of the BM to a tone at CF is linear at

low levels and compressive at higher levels~Murugasu and
Russell, 1995; Ruggeroet al., 1997!. If the signal is in the
low-level, linear region, then a given increase in signal level
~in dB! will produce the same increase in BM vibration~in
dB!. If the masker is at a higher level, and is therefore in the
compressive region of the BM function, then a given in-
crease in masker level will produce a smaller increase in BM
vibration. It follows that if the signal-to-masker ratio in
terms of BM vibration is to remain constant, physical masker
level has to grow more rapidly than physical signal level,
leading to a shallow slope.

A prediction of this hypothesis is that if the signal level
at threshold is made high enough so that it too falls within
the compressive region of the BM, then both the masker and
the signal response should grow at the same rate and the
growth of masking should belinear. Plack and Oxenham
~1998! tested this prediction by using short masker–signal
intervals and brief signals to increase the signal level at
threshold. Their results confirmed the prediction. As signal
threshold reached a level of around 35 dB SPL, the growth
function steepened dramatically, reaching unity at high lev-
els. Plack and Oxenham showed further that the slope of the
growth-of-masking function depended on signal level~rather
than on masker level or on masker-signal interval! and that
the overall form of the masking function wasquantitatively
consistent with the form of the BM response function. Fur-
ther evidence that the forward masking growth function is
related to cochlear compression comes from studies of for-
ward masking in listeners with sensorineural hearing loss.
Physiological models have indicated that sensorineural hear-
ing loss is associated with a linearization of the BM response
~Ruggero and Rich, 1991; Ruggeroet al., 1997!. That is,
animals with a moderate to severe cochlear hearing loss~pro-
duced in the laboratory! tend to show a linear BM response
to a tone at CF. For human listeners with sensorineural hear-
ing loss the growth of forward masking is linear~Moore
et al., 1999; Oxenham and Moore, 1995, 1997; Oxenham
and Plack, 1997!. This suggests, first, that the nonlinear
growth of forward masking in normal listeners is the result
of cochlear nonlinearity, and, second, that subsequent to the
cochlea forward masking may be regarded as alinear pro-
cess.

If the hypothesis is correct, then the growth of forward
masking for low signal levels may provide an estimate of the
BM compression in response to the masker, at the place with
a CF equal to the signal frequency. The technique may be
useful, therefore, in estimating the variation in BM compres-
sion with CF. In previous studies, little variation in the
growth of forward masking with frequency has been ob-
served~Harris and Rawnsley, 1953; Harriset al., 1951; Jest-
eadt et al., 1982; Lüscher and Zwislocki, 1949; Rawnsley
and Harris, 1952!, with shallow slopes across all frequencies,
even down to 125 Hz in the experiment of Jesteadtet al., for
example. This is consistent with a compressive BM response
at low CFs, although it has been suggested that the form of
these functions may not be attributable solely to BM com-
pression~Hicks and Bacon, 1999!. The present study ex-
plores growth of forward masking functions in detail, includ-
ing a range of masker frequencies relative to signal
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frequency, at low and high signal frequencies. If the shallow
masking functions are a result of BM compression, and if the
compression is not frequency selective at low frequencies,
then the masking functions should have the same slope for
on- and off-frequency maskers. This is in contrast to
forward-masking functions for high-frequency~e.g., 4 kHz!,
low-level signals, which show a shallow slope for on-
frequency maskers and a linear slope for off-frequency
maskers~Oxenham and Plack, 2000!.

The second technique is a variation of that developed
recently by Nelsonet al. ~2001!. In this technique, the signal
is fixed at a low level and the gap between the signal and the
forward masker varied. For each gap, the masker level
needed to mask the signal is measured for various masker
frequencies. As the gap is increased, the masker level needed
also increases, although the growth functions~masker level
versus gap! for maskers close to the signal frequency are
generally steeper than those for maskers below the signal
frequency.~Nelsonet al. refer to the resultant curves asiso-
responsetemporal masking curves, or ‘‘TMCs.’’! The ratio
of the slopes for on- and off-frequency maskers provides an
estimate of the BM response, assuming that the response to
the off-frequency masker is linear. At low frequencies, of
course, this assumption may not be valid. However, if it is
assumed that after the cochlea the decay of forward masking
is the same across frequency, or possibly that the equivalent
rectangular duration of the temporal window is constant
across frequency~Plack and Moore, 1990!, then the off-
frequency masking functions at high frequencies may be
compared to the on or off-frequency masking functions at
low frequencies to obtain an estimate of the BM response
functions at low CFs.

II. EXPERIMENT 1: GROWTH OF FORWARD
MASKING

A. Stimuli

Three conditions were run, two low-frequency condi-
tions and one high-frequency condition. In the first condi-
tion, the sinusoidal signal was set atf s5250 Hz and the
sinusoidal masker atf m5100, 150, 250, or 400 Hz. In the
second condition, the signal was set atf s5500 Hz and the
masker atf m5300 or 500 Hz. In the third condition, the
signal was set atf s54000 Hz and the masker atf m52400 or
4000 Hz. In all conditions maskers were presented at fixed
levels of 35, 45, 55, 65, 75, 85, and 95 dB SPL and the signal
level varied adaptively, starting at levels about 20 dB above
masked threshold.

Temporal envelopes were the same for all conditions.
The signal envelope consisted of 16-ms raised-cosine ramps
with 0-ms steady state, giving an absolute duration~envelope
0 V to 0 V! of 32 ms. The masker envelope consisted of
16-ms raised-cosine ramps at each end of a 40-ms steady-
state period, giving an absolute duration of 72 ms. Maskers
always preceded signals. The masker–signal gap~between
the 0-V points at the end of the masker and the start of the
signal! was either 0 or 10 ms in the 250- and 4000-Hz con-
ditions, and 0 ms in the 500-Hz condition.

The experiment was controlled by custom-made soft-

ware from a PC workstation located outside a double-walled
sound-attenuating booth. All stimuli were generated digitally
with 32-bit resolution and were output by an RME Digi96/8
PAD 24-bit soundcard set at a clocking rate of 48 kHz. The
soundcard includes an anti-aliasing filter. The output of the
soundcard was fed from the headphone output of the sound-
card via a patch-panel in the sound booth wall to Sennheiser
HD 580 circumaural headphones without filtering or ampli-
fication. Stimuli were presented to the right ear. Each listener
sat in the booth and decisions were recorded via a computer
keyboard. Listeners viewed a computer monitor through a
window in the sound booth. Lights on the monitor display
flashed on and off concurrently with each stimulus presenta-
tion and provided feedback at the end of each trial.

B. Procedure

A two-interval forced-choice forward masking experi-
ment was run using an interstimulus interval of 500 ms. The
masker was presented in both intervals. The signal was pre-
sented following the masker in only one of the two intervals
chosen at random with probability 0.5. Masker level and
frequency remained fixed within each block of trials. Signal
level was varied adaptively using a two-down one-up adap-
tive procedure to obtain the signal level needed to achieve
70.7% correct~Levitt, 1971!. The signal level step size was 4
dB for the first 4 turnpoints, which reduced to 2 dB for 12
subsequent turnpoints. The mean of the last 12 turnpoints
was taken as the threshold estimate for each block of trials. If
the standard deviation of the turnpoints was greater than 6
dB, the estimate was discarded and the trial-block was later
repeated. At 250 and 4000 Hz, five estimates were averaged
and taken as the threshold for each combination of param-
eters. At 500 Hz, ten estimates were averaged.

Listeners ran in 1–2-h sessions and took breaks as
needed. Per replication, there were 56 blocks in the 250-Hz
condition ~7 masker levels34 masker frequencies32
masker–signal gaps!, 14 blocks in the 500-Hz condition~7
masker levels32 masker frequencies31 masker–signal gap!,
and 28 blocks in the 4000-Hz condition~7 masker levels32
masker frequencies32 masker–signal gaps!. Blocks were
presented in randomized order within each replication. The
250- and 4000-Hz replications were alternated until five of
each had been completed. The 500-Hz replications were run
later in separate sessions.

C. Listeners

Three normal-hearing listeners took part in the experi-
ment. Listeners EK and PP were college students paid an
hourly wage for their participation, and author VD was also
a listener. EK and VD were experienced listeners whereas PP
was a naı¨ve listener. Absolute thresholds for the signal~for
VD, EK, and PP, respectively! were 10.6, 22.4, and 19.9 dB
SPL at 250 Hz;1 7.2, 10.5, and 14.0 dB SPL at 500 Hz; and
0.0, 8.7, and 1.7 dB SPL at 4000 Hz. Each listener received
at least three hours practice before data collection began.
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D. Results, analysis, and discussion

The individual data are presented in Figs. 1–3. The fig-
ures show signal level at threshold as a function of masker
level. Each panel shows the data for a given signal frequency
and a given masker–signal interval. The different curves
show the results for different masker frequencies. The hori-
zontal lines in each panel show the absolute thresholds for
the signal.

The broad pattern of results was similar for the three
listeners. Consider first the results for the 250-Hz signal. All
the curves show a shallow rate of growth of signal threshold
with masker level. For the 0-ms gap the curves for the low-
frequency maskers (f m5100 and 150 Hz! are slightly
steeper than the on-frequency curve (f m5250 Hz), over the
range of masker levels from 55 to 95 dB SPL. For the 10-ms
gap the slopes for all the masker frequencies are similar. The
results at 500 Hz show similarly shallow slopes for the on-
and off-frequency maskers, except that, for two of the listen-
ers~VD and EK!, there is a sudden increase in threshold for
the highest masker level in the on-frequency condition. Simi-
larly for the 4000-Hz conditions, the slopes for the on-
frequency masker tend to steepen slightly at the highest
masker levels in some cases. The slopes for the off-
frequency masker are very shallow for low masker levels

~probably because threshold is limited by the absolute
threshold for the signal! but then steepen, converging on the
slopes for the on-frequency masker. For a givensignal level
at 4000 Hz, the slopes for the off-frequency masker are gen-
erally steeper than the slopes for the on-frequency masker, a
pattern that is not seen for the two lower signal frequencies.

In their studies of forward masking, Oxenham and
Moore~1994! and Plack and Oxenham~1998! interpreted the
on-frequency growth-of-masking slopes as a reflection of the
characteristics of the BM response function to a tone at CF.
When the signal is at a low level it is passed by the BM
roughly linearly, but the more-intense masker is compressed.
It follows that if the signal-to-masker ratio in terms of BM
vibration remains constant, the slope of the growth-of-
masking curve should be numerically equal to the compres-
sion applied to the masker~in dB/dB!. When the signal level
enters the compressive portion of the response function the
slopes steepen towards linearity, as both masker and signal
are compressed. This may explain the increase in slope at
high levels, shown particularly in the 500-Hz data. At high
CFs the response to a masker much lower than CF will be
roughly linear at all levels. When the signal level is low,
therefore, both the masker and the signal will be passed lin-
early. This should result in a linear growth of masking~1
dB/dB!. It appears, however, that the slope for a 2400-Hz
masker and a 4000-Hz signal is less than 1 in the present
data. A possible reason for this discrepancy is discussed in
Sec. IV B.

The masking functions for the results averaged across
the three listeners were subjected to straight-line, least-
squares fits, considering only those signal levels greater than
5 dB SL. ~It was considered that thresholds less than this
would be determined more by the proximity of absolute
threshold than by the level of the masker.! For two of the
data sets~on-frequency 500 and 4000 Hz, 0-ms gap! where
there appeared to be a distinct steeping of the curve at high
levels in the mean data, two lines were fit, one for the shal-
low growth and one for the steeper growth. This was in
addition to a fit covering all the data for the condition. The
slopes of the straight-line fits are shown in Table I, together
with the range of masker levels used for each fit. Following
the reasoning of Plack and Oxenham, and with the exception
perhaps of the two upper-segment fits, the slopes can be
considered estimates of the BM compression applied to the
masker for each data set.

Considering first the single fits to the on-frequency
masker data, there is comparatively little variability across
the three frequencies and two gaps, with values ranging from
0.2 dB/dB ~250 Hz, 10 ms! to 0.34 dB/dB~500 Hz, 0 ms!.
All these values are within the range usually associated with
the basal region of the cochlea. Dividing the data into two
segments reduces the slope of the lower-level portion to 0.27
dB/dB at 500 Hz and 0.15 dB/dB at 4000 Hz, 10-ms gap.
The slopes for the off-frequency maskers are also revealing.
For f s54000 andf m52400 Hz, the slope is much steeper
than the slope for the on-frequency masker, having a value of
0.62 dB/dB for the 0-ms gap and 0.54 dB/dB for the 10-ms
gap. While these values are a fair way from the linearity
expected by theory, they are considerably higher than

FIG. 1. The results of experiment 1 for listener VD, showing signal level at
threshold as a function of masker level. Data for the 250-Hz signal are
shown in panels~a! and ~b!, for the 500-Hz signal in panel~c!, and for the
4000-Hz signal in panels~d! and ~e!. Left-hand panels show data for the
0-ms masker–signal interval. Right-hand panels show data for the 10-ms
masker–signal interval. Masker frequencies are listed in each panel next to
their respective data symbols. Solid squares always represent on-frequency
masking at each signal frequency. Horizontal lines indicate the absolute
threshold for the signal at each frequency.
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any of the slopes for the on-frequency masker for low signal
levels. @Oxenham and Plack~1997! observed roughly linear
growth of forward masking for low-level signals and low-
frequency maskers, but they used high-pass noise to restrict
off-frequency listening; see Sec. IV B.# In contrast, the
slopes for the off-frequency maskers for 250 and 500 Hz
from the present study are not dramatically different from the
slopes for the on-frequency maskers. The biggest frequency
effect is seen for the 250-Hz, 0-ms conditions, and even here
the slopes forf m5100 andf m5150 Hz are only 0.37 dB/dB,
compared to 0.24 dB/dB for the on-frequency condition.
There is a slight tendency for the slopes to decrease as the
gap is increased at 250 and 4000 Hz. This may partly reflect
the closer proximity of the thresholds to absolute threshold
for the 10-ms gap. Clearly, at absolute threshold itself the
masker will have no effect on signal threshold and the slope
will be 0.

Considered overall, and in the context of the explanation
for forward-masking growth proposed by Plack and Oxen-
ham~1998!, the results of experiment 1 provide evidence for
strong compression at low CFs that does not vary substan-
tially with frequency relative to CF.

III. EXPERIMENT 2: TEMPORAL MASKING CURVES

A. Stimuli

Two conditions were run, a low-frequency and a high-
frequency condition. Each condition involved both on-
frequency masking (f m5 f s) and off-frequency masking
( f m50.6f s). In the low-frequency condition, the sinusoidal
signal was set atf s5250 Hz and the sinusoidal masker at

f m5150 or 250 Hz. In the high-frequency condition, the
signal was set atf s54000 Hz and the masker atf m52400 or
4000 Hz.

The temporal envelopes were the same as in experiment
1 except that a larger range of masker–signal gaps was used.
The minimum gap used was always 0 ms. The maximum gap
depended on each individual’s performance in each condi-
tion, and extended to values where practice blocks indicated
masker levels at threshold would lie above 90 dB SPL. For
listeners VD, EK, and PP, gaps ranged out to 52, 44, and 24
ms, respectively, in the 250-Hz condition, and 70, 45, and 55
ms, respectively, in the 4000-Hz condition. For all listeners
in the 250-Hz condition, and for EK in the 4000-Hz condi-
tion, the range of gaps was smaller for off-frequency mask-
ing than for on-frequency masking. For the high-frequency
condition, gaps generally were set in multiples of 5 ms, but
also in multiples of 2.5 ms over the range where a listener’s
on-frequency masker thresholds increased most rapidly as a
function of gap. For the low-frequency condition, gaps were
set in multiples of 4 ms for listeners VD and EK and in
multiples of 2 ms for PP, who showed much steeper TMCs.
The method of stimulus generation and presentation was the
same as for experiment 1.

B. Procedure

The basic procedure was the same as in experiment 1,
with the following exceptions. The signal wasfixedat 6 dB
above absolute threshold~6 dB SL, relative to the absolute
threshold measured in experiment 1! and the masker level
was varied adaptively using a two-up one-down adaptive
procedure to obtain the masker level needed to achieve
70.7% correct~Levitt, 1971!. The initial masker level was set
about 20 dB below the estimated masked threshold~based on
practice trials!. The masker level step size was 4 dB for the
first 4 turnpoints which reduced to 2 dB for the 12 subse-
quent turnpoints. The mean of the last 12 turnpoints was
taken as the threshold estimate for each block of trials. If the
standard deviation of the turnpoints was greater than 6 dB,
the estimate was discarded and the block was later repeated.
Data were also discarded and repeated for the occasional
block in which the masker clipped at levels greater than or
equal to 102 dB SPL.2

All the data for f s54000 Hz were collected before the
data for f s5250 Hz. Trials were run in sessions of 15–60
min, with listeners taking breaks as needed between sessions.
The order of masker–signal gaps and on- and off-frequency
maskers was randomized together across blocks of trials. In
other words, within a replication, the block was selected ran-
domly from among all the remaining masker–signal interval
and frequency combinations. On account of the number of
conditions, and the variable session length, a complete TMC
was rarely completed within a session. The remaining con-
ditions were completed in a random order in the subsequent
session. Five replications were run in the high-frequency
condition. Ten replications were run in the low-frequency
condition due to greater variability in the data. The mean
over five ~or ten! estimates was used as the threshold for
each combination of masker–signal gap and masker fre-

FIG. 2. As in Fig. 1 except showing the results for listener EK.
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quency. No discernable practice effects were evident in the
data.

The listeners were the same as in experiment 1. Each
listener ran several sets of practice replications to determine
the range of masker–signal gaps to use for the main data
collection.

C. Results, analysis, and discussion

The individual TMCs are presented in Fig. 4. Shown are
the on- and off-frequency masker levels required to mask the
low-level signal as a function of the silent interval between
the masker and the signal. Forf s5 f m54000 Hz, for listen-
ers VD and PP the masker grows relatively slowly for the
shorter gaps, before steepening dramatically at the longer
gaps~higher masker levels!. The same pattern was observed
by Nelsonet al. ~2001! and is thought to reflect BM com-
pression. As the masker level reaches the compressive region
of the response function, larger changes in masker level are
required to produce the same change in BM excitation~and
in the amount of forward masking!, and hence the TMC
steepens. Listener EK does not show a striking increase in
slope for the on-frequency condition. For all three listeners,
however, the on-frequency TMCs are considerably steeper
than the off-frequency TMCs (f s54000 Hz,f m52400 Hz),
which grow at an almost constant shallow rate with increases
in gap. If it is assumed that the BM response to a below-CF
masker is linear, then the linear growth of masker level with
gap for the off-frequency TMCs implies that the decay of
forward masking,measured in units of BM velocity or inten-
sity, is an exponential process. This is consistent with recent
incarnations of the temporal window model~Oxenham and
Moore, 1994; Plack and Oxenham, 1998; Placket al., 2002;
Wojtczaket al., 2001!.

For the 250-Hz signal frequency the slopes of the TMCs
~on- or off-frequency! vary little with increasing gap. Again,
this may be because the masker thresholds for the shortest
gap were higher than at 4000 Hz. Importantly, however, the
on-frequency TMCs (f s5 f m5250 Hz) for all three listeners
appear to be just as steep as the on-frequency TMCs at 4000
Hz. Two possible reasons for this come to mind. Either tem-
poral resolution is more acute at low frequencies than at high
frequencies~so that the effective decay in masker excitation
with time is less! and the compression is less, or temporal
resolution does not vary much with frequency and there is
just as much compression at low CFs as at high CFs. The
fact that temporal resolution measured by gap detection ap-
pears not to vary significantly with frequency~Shailer and
Moore, 1987! suggests that the explanation in terms of
equivalent compression across CF is the more plausible. Fur-
thermore, for listeners VD and PP the off-frequency TMCs
( f s5250 Hz,f m5150 Hz) appear almost as steep as the on-
frequency TMCs. In accord with experiment 1, this suggests
that for these two listeners at least compression does not vary
substantially as stimulation frequency is varied relative to
CF. For listener EK this does not seem to be the case. This
listener shows a steeper TMC for the on-frequency as com-
pared to the off-frequency masker.

Yateset al. ~1990! derived BM response functions from
auditory-nerve fiber rate-level functions by comparing on-
and off-CF recordings. Using the same reasoning, Nelson
et al. ~2001! showed how it is possible to estimate BM re-
sponse functions from TMC data. Briefly, it is assumed first
that the BM excitation produced by the masker at the place
tuned to the signal isconstantfor a given masker-signal gap
at masked threshold. Second, it is assumed that the growth in
BM excitation with masker level islinear for a masker well

FIG. 3. As in Fig. 1 except showing the results for listener PP.

TABLE I. Slopes of the mean growth of masking functions for each masker
frequency and masker–signal interval in experiment 1. On-frequency-
masker functions for 500 and 4000 Hz are divided into two segments,
roughly following the breakpoints seen in the mean data. Slopes are given
for each segment as well as for the entire function, and were only calculated
for data points lying 5 dB or more above mean absolute threshold, as indi-
cated by the masker range.

Masker
frequency,
f m ~Hz!

0-ms gap 10-ms gap

Masker
range~dB!

Slope
~dB/dB!

Masker
range~dB!

Slope
~dB/dB!

100 65–95 0.37 75–95 0.34
150 65–95 0.37 65–95 0.17
250 35–95 0.24 45–95 0.20
400 65–95 0.26 65–95 0.20

300 55–95 0.37
500 35–95 0.34
500 35–85 0.27
500 85–95 0.94

2400 65–95 0.62 75–95 0.54
4000 35–95 0.29 35–95 0.25
4000 35–75 0.21 35–75 0.15
4000 75–95 0.45 75–95 0.52
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below the signal frequency. It follows that, give or take an
additive constant, the physical level of the low-frequency
masker needed to mask the signal is an estimate of the BM
excitation required. Hence if, for each gap, the off-frequency
masker level at threshold is plotted against the on-frequency
masker level at threshold, the curve describes the BM exci-
tation produced by the on-frequency masker as a function of
level. In other words, the curve represents the BM response
function to a tone at CF.

The problem with applying this technique to the present
data is that there seems to be evidence from both experi-
ments that at low CFs the response to a below-CF masker is
not linear. However, if it is assumed that temporal resolution
does not vary with CF, then the TMC for the 2400-Hz
masker can be used as a linear reference for all CFs. To do
this, a straight-line fit was made to the 2400-Hz TMC for
each listener independently. A projected value could then be
read off to provide they-axis reading~i.e., excitation esti-
mate! for each masker level and gap. Response functions
were derived in this way for both masker frequencies for the
250-Hz signal, and for the on-frequency masker for the
4000-Hz signal. The results are shown in Fig. 5.

To obtain an estimate of the slopes of the response func-
tions, linear least-squares fits and also third-order polynomial
least-squares fits were made to these data~Nelson et al.,
2001!. The best fitting polynomials are shown by the con-
tinuous lines on Fig. 5. The first derivative of each polyno-
mial provides an estimate of the slope of the response func-
tion, and hence the compression, as a function of input level.
These are shown in Fig. 6. Slopes of the linear fits and mini-
mum slopes of the cubic fits are given in Table II.

Slope estimates from the polynomial fits are in agree-
ment with the estimates based on linear fits, but the mini-
mum slopes are lower by a factor of2

3, broadly speaking.
~This just reflects the ability of the cubic form to better ap-
proximate the data than a linear fit.! At 250 Hz, slopes range
from 0.14 to 0.23, again indicating substantial compression
at low frequencies.

It should be noted that a recent psychophysical study
measured the variation in frequency selectivity with CF and
level ~Lopez-Povedaet al., 2003!. The technique based on
TMCs was similar to that used in experiment 2, and the
conclusions regarding the variation in compression with CF
were consistent with those described here.

IV. GENERAL DISCUSSION

A. Analysis with the temporal window model

The temporal window model is a model of masking and
of temporal resolution~Moore et al., 1988; Oxenham and
Moore, 1994; Plack and Moore, 1990; Plack and Oxenham,
1998; Placket al., 2002; Wojtczaket al., 2001!. The model
assumes that the internal representation of a stimulus is
smoothed in time by the action of a sliding intensity integra-
tor, or temporal window. An assumption of the model is that
temporal masking, both forward and backward, is a result of
this integration process: The signal is masked because the
temporal window centered on the time of signal presentation
integrates masker energy for times before and after. The tem-

poral window model was fit to the data from the two experi-
ments for two reasons: first, to determine whether the results
are consistent with a single function representing the decay
of internal excitation~i.e., the temporal window itself!, and,
second, to provide an alternative measure of compression
across frequency that takes into account, among other things,
the proximity of some of the masked thresholds to absolute
threshold in experiment 1. The model does this by incorpo-
rating an internal noise floor that limits the detectability of
low-level signals.

The characteristics of the temporal window model used
in the present article have been described in detail elsewhere
~Plack and Oxenham, 1998!, and only a brief description is
provided here. The input stimulus is subjected to a ‘‘broken-
stick’’ nonlinearity of the form:

Lout5L in , L in,B, ~1!

Lout5cLin1~12c!B, L in>B, ~2!

where L in ~in dB SPL! and Lout ~in dB! are the input and
output levels, respectively,c is the compression exponent,
andB is the breakpoint in the function~in dB SPL!. In order
to simplify the analysis, the lower slope of the function@Eq.
~1!# is assumed to be linear. The output of the nonlinear

FIG. 4. Temporal masking curves~TMCs! for each of the three listeners in
experiment 2, VD, EK, and PP, showing masker level at threshold as a
function of masker–signal interval. Left-hand panels show TMCs for the
250-Hz signal. Right-hand panels show TMCs for the 4000-Hz signal.
Masker frequencies are listed in each panel next to their respective data
symbols. Error bars show61 standard error.
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stage, in units of amplitude, is squared before being passed
through the temporal window. The weighting function,W(t),
for the temporal window is defined by

W~ t !5~12w! exp~ t/Tb1!1w exp~ t/Tb2!, t,0, ~3!

W~ t !5exp~2t/Ta!, t>0, ~4!

where t is time relative to the window peak in ms, and the
parameter values areTb1 , Tb2 , w, andTa. The leading slope
of the window~that determines forward masking! consists of
two exponentials, one with time constantTb1 that deter-
mines the shape of the tip of the window, and one with time
constantTb2 that determines the skirt of the window. The
parameterw determines the relative weight given to these
two functions. The equivalent rectangular duration~ERD! of
the window is given by

ERD5~12w!Tb11wTb21Ta. ~5!

To find predictions for a set of temporal masking data,
the masker alone is passed through the model and then the
masker plus signal is passed through the model. Detection is
assumed to be based on the ratio of the signal-plus-masker at
the output of the model to the masker alone at the output of
the model, expressed in dB~in other words, a measure of
DL), at the time that this ratio reaches its maximum value.
To reduce the computational load, for forward masking the
‘‘center time’’ of the temporal window is assumed to be at
the start of the offset ramp of the signal.

One of the parameters of the model isk, the value of the
decision variable at threshold. In predicting a single data
point, the model varies the dependent variable~e.g., signal
threshold!, repeating the simulation until the value of the
decision variable is equal tok. The value of the dependent
variable required is taken as the prediction of the model. This
process is repeated for the entire data set. For each value of
k a constant is added to the output of the temporal window so
that, in the absence of the masker, the prediction of the
model is equal to the absolute threshold determined experi-
mentally. Effectively, the model simulates absolute threshold
by assuming that there is an internal noise floor that contrib-
utes to the masking of signals close to absolute threshold.

Since the form of the TMC for the 2400-Hz data set
should be determined by the shape of the temporal window
only ~assuming that the BM responds linearly to this fre-
quency at the 4000-Hz place!, it was decided to use these
data to derive the shape of the temporal window for use in
the simulations. The value ofc was set to 1~linear response!
and the model was fit to the mean TMC data at 2400 Hz,
varyingTb1 , Tb2 , w, andk ~using the ‘‘fminsearch’’ routine
in MATLAB ! to obtain the values that minimized the
squared deviations of the predicted thresholds from the mea-
sured thresholds. The best-fitting parameter values were
8.34, 30.29, and 0.000 73, forTb1 , Tb2 , andw, respectively.
~The best-fitting value ofk, 0.000 22 dB, was determined
mainly by the attenuation of the masker by the auditory filter,
and it is not relevant to the rest of the analysis!. Although
these values differ from those used by Plack and Oxenham

~4.0, 29.0, and 0.16, forTb1 , Tb2 , andw, respectively!, the
ERDs of the windows are almost identical~11.50 ms in Plack
and Oxenham compared to 11.85 ms here!.

For the remaining fits the temporal window parameters
were fixed. In the first phase, three fits were conducted: all
the mean data for the 250-Hz signal and 250-Hz masker from
the two experiments; all the mean data for the 4000-Hz sig-
nal and 4000-Hz masker from the two experiments; and the
mean data for the 500-Hz signal and 500-Hz masker from
experiment 1. The best-fitting values ofc, B, and k were
obtained for each of the three on-frequency data sets. In the
second phase, three further fits were made: all the mean data
for the 250-Hz signal and 150-Hz masker from the two ex-
periments; all the mean data for the 4000-Hz signal and
2400-Hz masker from the two experiments; and the mean
data for the 500-Hz signal and 300-Hz masker from experi-
ment 1. To fit the off-frequency data, assumptions had to be
made about the variation in nonlinearity with frequency. For
the 250/150- and 500/300-Hz fits, it was assumed that all the
parameters~including k! were the same as those derived in
the first phase from the corresponding on-frequency fits
~250/250 and 500/500 Hz, respectively!. In particular, the
nonlinearity for the off-frequency fits was identical to that
for the on-frequency fits, consistent with the hypothesis that
there is no variation in compression with frequency relative
to CF. It was also assumed, however, that the off-frequency
maskers were filtered prior to the nonlinearity. In the fitting
procedure, these maskers were subject to an attenuation ofA
dB to reflect the filtering. For the 4000/2400-Hz fit, the value
of c was set to 1, to reflect linear processing of below-CF
stimuli, but againk was fixed at the value derived from the
on-frequency fit, and the masker level attenuated byA. In all

FIG. 5. Estimated response functions for each of the three listeners in ex-
periment 2. Each function shows the 2400-Hz masker level at threshold
versus the masker level at threshold for the masker frequency of interest,
paired according to masker–signal interval, forf m5150 Hz ~squares!, 250
Hz ~triangles!, and 4000 Hz~circles!. Solid lines represent cubic fits to the
functions. At each masker–signal interval, the 2400-Hz masker level for
each listener is based on linear fits to the 2400-Hz temporal masking curves
shown in Figs. 4~b!, ~d!, and~f!.
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three off-frequency fits,A was the only parameter varied, and
a single value ofA was derived for each of the three fits.

The fits to the mean data are shown in Fig. 7 and the
best-fitting parameters are shown in Table III. Considering
that only a small number of parameters were varied in the
fits, the model does a good job of accounting for the data,
especially the on-frequency masking functions. It should be
remembered that for a given signal frequency, thesame pa-
rameter valueswere used for all the on-frequency data
across the two experiments. It is reassuring to discover that
the results are consistent between the two experiments. The
same nonlinearity, the same temporal window, and the same

detector efficiency can account for the results from the two
different measurement techniques.

Another significant finding is that the off-frequency data
at the two lower signal frequencies, 250 and 500 Hz, are
broadly consistent with the nonlinearity derived from the on-
frequency data, if it is assumed that the lower-frequency
masker is subject to an attenuation~or filtering! before being
passed through the nonlinear function. The assumption of a
constant nonlinearity across frequency simplifies the fitting
procedure considerably, because it is not necessary to fit
separate nonlinearities for the masker and the signal when
their frequencies differ. However, the mean signal thresholds
for the off-frequency maskers in experiment 1 were all below
the estimated breakpoints~B! in the broken-stick functions at
250 and 500 Hz~see Table III!. It follows that, in the model,
the representation of the signal will be unaffected by the
compression exponentc. A new set of fits was therefore con-
ducted on the off-frequency data at 250 and 500 Hz, allow-
ing both the attenuation,A, and the compression exponent,c,
to vary. All the other parameters were the same as for the
on-frequency conditions. At 250 Hz, the best-fitting values of
c and A were 0.21 and 26.26 dB, respectively, with a rms
error of 2.03 dB. At 500 Hz, the best-fitting values ofc and
A were 0.29 and 24.88 dB, respectively, with a rms error of
1.35 dB. The compression values for the off-frequency
maskers, measured independently, do not differ greatly from
those for the on-frequency maskers in Table III. The fits sug-
gest that the simplifying assumption of a constant nonlinear-
ity across frequency is reasonable at low CFs.

For the 4000-Hz signal frequency it was assumed that
the off-frequency masker grows linearly at the signal place.
However, the assumption of below-CF linearity, while con-
sistent with the results of experiment 2 at 4000 Hz, does not
provide good fits to the off-frequency results of experiment 1
at 4000 Hz. The measured threshold values for the highest
masker levels for both gap conditions are less than those
predicted by the model. It is possible that the experimental
values were affected by off-frequency listening, a process
that is not taken into account in the current version of the
model. This possibility will be explored in Sec. IV B.

The main finding of the modeling results is that the best-
fitting value of the compression exponent,c, is almost con-
stant across frequency at around 0.25. To estimate how sen-
sitive the fits are to the value ofc, the fits to the on-frequency
data were repeated with the value ofc fixed at either 0.75 or
1.25 times the best-fitting values.B andk were varied adap-
tively. At 250 Hz, the rms error increased from 1.64 dB~best
fitting value ofc! to 2.46 and 2.35 dB, for multipliers of 0.75
and 1.25, respectively. At 500 Hz, the rms error increased
from 0.44 dB to 3.29 and 0.88 dB. At 4000 Hz, the rms error
increased from 2.47 dB to 2.88 and 3.06 dB. Overall, there-
fore, the value ofc appears to be fairly well constrained by
the data, particularly at the two lower frequencies. The
model fits support the hypothesis that compression does not
vary greatly with CF in humans.

Finally, the transitions, or breakpoints, between the lin-
ear and nonlinear portions of the broken-stick function are
similar at 500 and 4000 Hz~33 and 31 dB SPL! and are
consistent with previous physiological and psychophysical

FIG. 6. Response function slope as a function of masker level, for masker
frequenciesf m5150 Hz ~dotted lines!, 250 Hz ~dot-dash lines!, and 4000
Hz ~solid lines!. These quadratic functions are the derivatives of the cubic
functions shown in Fig. 5.

TABLE II. Slopes of estimated response functions at each masker frequency
and for each listener in experiment 2. Linear fits were only calculated for
masker thresholds greater than 40 dB SPL.@The minimum slope of the cubic
fit to PP’s data for 150 Hz is omitted since the slope becomes negative, as
seen in Fig. 6~c!.#

Listener

Masker
frequency,
f m ~Hz!

Slope of
linear
fit to

response
function

Minimum
slope of

cubic fit to
response
function

VD 4000 0.23 0.19
250 0.31 0.23
150 0.36 0.26

EK 4000 0.46 0.37
250 0.52 0.19
150 1.14 0.79

PP 4000 0.15 0.05
250 0.15 0.14
150 0.21 ¯
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findings ~e.g., Ruggeroet al., 1997; Plack and Oxenham,
1998!. The estimated breakpoint at 250 Hz is slightly higher
~41 dB SPL!.

B. Off-frequency listening

It was noted in the discussion of the results from experi-
ment 1 that the slopes of the masking functions for a
4000-Hz signal and a 2400-Hz masker, while greater than the
slopes for the on-frequency masker, were less than would be
expected if the auditory system were responding linearly to a
below-CF stimulus. This was confirmed by the modeling re-
sults: The signal levels at threshold for the highest masker
levels were less than the values predicted by the model. One
possibility is that the results were affected by off-frequency
listening ~Johnson-Davies and Patterson, 1979; O’Loughlin
and Moore, 1981!. It has been shown that listeners do not
always use the auditory filter centered on the signal fre-
quency to detect the signal. For example, adding a narrow-
band noise above the signal frequency that is not in itself
sufficient to mask the signal will reduce the detectability of
the signal in the presence of a low-frequency masker
~Johnson-Davies and Patterson, 1979!. It is argued that the
narrow-band noise restricts the listening band, forcing listen-
ers to use a region of the cochlea tuned close to the signal
frequency. When the noise is not present, listeners may im-
prove the signal-to-masker ratio by using an auditory filter
centered above the signal frequency, or perhaps by combin-
ing information across a range of places in the cochlea.

As the signal level is increased, so the excitation pro-
duced by the signal spreads farther along the BM. The ben-
efits of off-frequency listening should therefore increase with
level. The increase in off-frequency listening with level may
explain why the slopes of the masking functions were less

than unity for the 4000-Hz signal and 2400-Hz masker in
experiment 1. In their study using forward masking to esti-
mate BM compression, Oxenham and Plack~1997! pre-
sented a high-pass noise when the masker was below the
signal frequency to restrict off-frequency listening. In these
conditions, the masking growth waslinear (slope51) when
the signal level was low. Nelsonet al. ~2001! showed that, in
the absence of the high-pass noise, the slopes of the func-
tions relating masker level to signal level were much steeper
~a relative increase in detectability with level!, although the
effect of the noise on signal detectability was small for signal
levels below 40 dB SPL.

It is possible that the off-frequency results for the two
lower frequencies~250 and 500 Hz! were also affected by
off-frequency listening. However, the fact that these masking
functions are much shallower than those for the 4000/
2400-Hz conditions suggests that there is still substantial off-
frequency compression at low CFs. Furthermore, the model-
ing results suggest that the off-frequency data at 250 Hz are
broadly consistent between experiments 1 and 2. In experi-
ment 2, the signal was fixed at a low level and off-frequency
listening should not have had an effect on the slope of the
TMC. Finally, it is unlikely that off-frequency listening had a
significant effect on the on-frequency masking functions. For
low-level signals and on-frequency maskers, the effect of
restricting the listening bandwidth with noise is minimal
~Johnson-Davies and Patterson, 1979; Nelsonet al., 2001!,
implying that off-frequency listening has little effect on
threshold in these conditions.

C. Comparison with previous studies

The results of experiment 1 confirm the earlier findings
~Harris and Rawnsley, 1953; Harriset al., 1951; Jesteadt

FIG. 7. The mean data from the two experiments together with the thresholds predicted by the temporal window model. The two columns on the left show
the data from experiment 1. The right-hand column shows the data from experiment 2.
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et al., 1982; Lüscher and Zwislocki, 1949; Rawnsley and
Harris, 1952!: The growth of forward masking with masker
level is similar at low and high frequencies. In addition, and
in contrast to the results at high signal frequencies~Oxenham
and Plack, 1997, 1998, 2000!, the growth of masking for
off-frequency maskers is not greatly different from that for
on-frequency maskers for low signal frequencies. There is
less of adifferential effect of masker frequency for low sig-
nal frequencies.

At the 4000-Hz signal frequency, the magnitude of the
BM compression estimated here~0.15–0.29 dB/dB in experi-
ment 1, around 0.05–0.37 dB/dB in experiment 2! is similar
to that estimated in recent psychophysical studies~Nelson
et al., 2001; Oxenham and Plack, 1997! and that measured
directly in recent physiological measurements from the basal
region of the cochlea~Murugasu and Russell, 1995; Rhode
and Recio, 2000; Rhode and Robles, 1974; Robleset al.,
1986; Ruggeroet al., 1997; Russell and Nilsen, 1997!. The
results add support to the argument that forward-masking
experiments can be used to derive the BM response function
in humans.

D. Compression in the apical region of the cochlea

The present results provide evidence for substantial
compression at CFs as low as 250 Hz in the human auditory
system. It was argued in the Introduction that previous psy-
chophysical measures of low-CF compression depended on
the assumption of a linear response to a tone below CF.
Consistent with the chinchilla data of Rhode and Cooper
~1996!, the results of experiment 1 suggest that this assump-
tion is not valid. The shallow growth of masking was present
for all masker frequencies relative to the signal frequency,
implying that the compression extends over a wide fre-
quency range relative to each CF. Similarly, the TMCs mea-
sured in experiment 2 for listeners VD and PP show steep
slopes for both on- and off-frequency maskers for the
250-Hz signal.

Two other psychophysical results offer support for the
idea that there is considerable compression at low CFs in
humans. First, the rate of growth of loudness with level var-
ies little with frequency, except for frequencies below around
100 Hz where the growth becomes steeper~Robinson and
Dadson, 1956!. Estimates of the function relating physical
intensity to perceived magnitude~Buus et al., 1998; Hell-

man, 1976! are similar to measurements of the BM response
to a tone at CF, also showing a more linear response at low
levels. In other words, loudness may be a linear function of
BM intensity ~Schlauchet al., 1998!. If this is the case, then
the finding of shallow loudness growth with level at low
frequencies is suggestive of high cochlear compression at
low CFs. Second, Oxenham and Dau~2001! showed recently
that there are large effects of the relative phase of harmonics
on the amount of masking produced by a complex tone. In a
compressive system, the peakier the waveform, the smaller
the output rms level compared to the input rms level. An
effect on masking of harmonic phase, which alters the enve-
lope of the waveform, is taken as evidence for auditory com-
pression. Oxenham and Dau found large phase effects for
signal frequencies as low as 125 Hz.

The question remains, however, as to whether the com-
pression is of cochlear origin, or whether it is the result of
more central processes. The frequency dependence of the
nonlinearities in forward masking athigh frequencies
strongly points to a source in the cochlea. It is hard to imag-
ine how a single frequency channel could provide a differ-
ential response to tones of different frequencies unless the
nonlinearities occurred as a consequence of cochlear pro-
cessing. Once the frequency components combine to deter-
mine the response of an auditory nerve fiber with a particular
CF, they should then be subject to the same nonlinearities. At
low frequencies, however, the compression is not frequency
dependent, so it is at least possible that the nonlinearities in
the masking data are a consequence of neural processing; for
example, saturation in the rate-level functions of auditory
neurons. Assuming this is the cause, it seems unlikely that
the low-CF saturation is at the level of the auditory nerve.
The recordings of Sachs and Abbas~1974! in the cat and
Cooper and Yates~1994! in the guinea pig suggest that the
rate-level functions of auditory nerve fibers exhibit slightly
lesssaturation, if anything, as CF is decreased.

If the nonlinearities in the present psychophysical results
are a consequence of cochlear nonlinearities, then it can be
said that the compression at CFs of 250 and 500 Hz in the
human mechanics appears to be much stronger than in the
other mammals~chinchilla, guinea pig, cat! that have been
studied so far~Cooper and Yates, 1994; Rhode and Cooper,
1996; Sewell, 1984; Zinnet al., 2000!.

TABLE III. The best-fitting parameter values for the temporal window model for each set of mean data.c is the
compression exponent,B is the breakpoint of the broken-stick nonlinearity,k is the detector efficiency, andA is
the attenuation applied to off-frequency maskers. Values shown in brackets were not varied in the fit. Also
shown are the root-mean-squared deviations~the square root of the mean of the squared deviations! of the
model predictions from the measured values.

Signal
frequency,

f s ~Hz!

Masker
frequency,
f m ~Hz!

Compression
exponent,

c

Break-
point,

B ~dB SPL!
Efficiency,

k ~dB!
Attenuation,

A ~dB!
rms error

~dB!

250 250 0.24 41.48 2.28 ~0! 1.64
250 150 ~0.24! ~41.48! ~2.28! 27.44 2.14
500 500 0.25 32.93 2.06 ~0! 0.44
500 300 ~0.25! ~32.93! ~2.06! 24.87 1.46

4000 4000 0.24 31.34 1.50 ~0! 2.47
4000 2400 ~0.24! ~31.34! ~1.50! 42.26 3.81
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V. CONCLUSIONS

~i! The slopes of growth-of-forward-masking functions
~signal level versus masker level! are similar for sig-
nal frequencies of 250, 500, and 4000 Hz when the
masker is at the signal frequency. For masker frequen-
cies below the signal frequency the slopes are steeper
at 4000 Hz, but at the two lower frequencies they do
not differ greatly from the on-frequency slopes.

~ii ! The slopes of temporal masking functions~masker
level versus masker–signal interval! are similar for
signal frequencies of 250 and 4000 Hz when the
masker is at the signal frequency. For masker frequen-
cies below the signal frequency the slopes are shal-
lower at 4000 Hz, but at 250 Hz they do not differ
greatly from the on-frequency results.

~iii ! These results are consistent with a low-CF compres-
sion of around 0.2–0.3 dB/dB that does not vary sub-
stantially with stimulation frequency relative to CF.
The possibility remains, however, that the compres-
sion is not cochlear in origin.
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Control of voice fundamental frequency in speaking
versus singing
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In order to investigate control of voice fundamental frequency (F0) in speaking and singing, 24
adults had to utter the nonsense word@’ta:tatas# repeatedly, while in selected trials their auditory
feedback was frequency-shifted by 100 cents downwards. In the speaking condition the target
speech rate and prosodic pattern were indicated by a rhythmic sequence made of white noise. In the
singing condition the sequence consisted of piano notes, and subjects were instructed to match the
pitch of the notes. In both conditions a response in voiceF0 begins with a latency of about 150 ms.
As predicted, response magnitude is greater in the singing condition~66 cents! than in the speaking
condition~47 cents!. Furthermore the singing condition seems to prolong the after-effect which is a
continuation of the response in trials after the frequency shift. In the singing condition, response
magnitude and the ability to match the targetF0 correlate significantly. Results support the view that
in speaking voiceF0 is monitored mainly supra-segmentally and controlled less tightly than in
singing. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1543928#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.70.Aj@AL #

I. INTRODUCTION

Auditory control of voice fundamental frequency (F0)
has been investigated with the frequency shift paradigm in
many studies before@an overview can be found in Donath
et al. ~2002!#. From the very beginning, continuous vocaliza-
tion has been studied~e.g., Elman, 1981; Burnettet al.,
1997; Larson, 1998!. In this approach, subjects usually pro-
duced a vowel for a duration of about 5 s. After a randomly
determined period, auditory feedback provided via head-
phones was shifted in frequency. Typically subjects reacted
with a change in voiceF0 in the opposite direction of the
frequency shift~‘‘opposing response’’!, which indicates a
closed-loop negative feedback system compensating devia-
tions between intended and perceived pitch. However, inter-
individual differences in responses were large and responses
in the direction of the frequency shift~‘‘following re-
sponses’’! were also observed. There is some evidence that
opposing responses occur with a short latency of 100–150
ms, whereas following responses have a longer latency of
250–600 ms~Larson, 1998!. The presence of two responses
was confirmed by Hain and colleagues~2000!, who found
that the direction of the second response, but not of the first
response, can be modified by instruction. The first response
therefore indicates a negative feedback system stabilizing
voice F0 automatically. The second response may reflect a
voluntary mechanism, which adjusts voiceF0 to match an
~supposed! external reference.

In order to investigate voiceF0 control in speaking,
which is characterized by rapidly repeated onsets and offsets
of phonation, Natke and Kalveram~2001! and Donathet al.
~2002! utilized a perturbation paradigm which was used pre-
viously in investigating the control of vowel duration with
delayed auditory feedback~e.g., Kalveram and Ja¨ncke, 1989;

Jäncke, 1991; Natke, 1999!. In this paradigm, subjects utter a
nonsense word repeatedly and auditory feedback is modified
in randomly selected trials. These trials are compared to pre-
ceding trials in which auditory feedback is not altered. The
prosodic pattern of the nonsense word is varied, so that ef-
fects of feedback manipulation on short unstressed and long
stressed syllables in different positions within the word can
be investigated.

In the studies of Natke and Kalveram~2001! and Donath
et al. ~2002! only opposing responses occurred with a la-
tency of about 160 ms due to frequency-shifted auditory
feedback. This indicates that in speaking only the first, invol-
untary responses occur. Because of the short latency, voice
F0 cannot be controlled auditorily within short syllables and
responses in long stressed syllables come into effect late. The
response takes place over successive syllables, even when
phonation stops between them. Furthermore, an after-effect
in trials after termination of frequency shift is found, indicat-
ing that the response persists for several seconds. Therefore
the system is able to adjust voiceF0 in later syllables by
monitoring current syllables. The auditory-vocal system con-
trolling voice F0 therefore seems to operate mainly at the
supra-segmental level, not at the syllabic level.

In speaking, response magnitudes of about 50 cents were
found, although a complete compensation would have re-
quired a change of 100 cents in voiceF0 . These magnitudes
correspond to magnitudes found in continuous vocalization
~mostly 30–60 cents using frequency shifts of 100–600
cents!. Thus there seems to be a limiting property of the
audio-vocal system, which prevents responses from exceed-
ing a certain magnitude. Natke and Kalveram~2001! and
Donathet al. ~2002! explain these findings by pointing out
that for the comprehension of speech sound duration, for-
mants and formant transitions seem to be more important
than voiceF0 , at least in languages like English or German.
Control of voiceF0 at a supra-segmental level but not ofa!Electronic mail: natke@uni-duesseldorf.de

1587J. Acoust. Soc. Am. 113 (3), March 2003 0001-4966/2003/113(3)/1587/7/$19.00 © 2003 Acoustical Society of America



absolute pitch within syllables is important to encode non-
verbal information. Therefore, a tight control of voiceF0 is
unnecessary in speaking.

However, in singing, tight control of voiceF0 seems
preferable. Whereas in speaking continuous changes of voice
F0 occur, singing is usually characterized by matching abso-
lute values of pitch mainly stepwise, corresponding to musi-
cal notes~apart from exceptions such as performing a glis-
sando, singing with vibrato or singing blue notes making up
the blues scale, where pitch is not fixed precisely but varies!.
In speaking an external reference for voiceF0 does not exist,
but in singing, for instance, in a choir or accompanied by
musical instruments, an external reference is provided. A de-
viation between theF0 of the own voice and the external
reference must be compensated. This is easily achieved by
trained singers; for example, trained singers can match a ref-
erence tone of 440 Hz with an accuracy of less than 1 Hz
~Sundberg, 1987!. Also, solo singing requires some form of a
reference, so that individual notes of scales can be sung with
the correct pitch. Even untrained singers are usually aware of
when they do not produce the right pitch, resulting in the
characteristic ‘‘bad’’ glissando while trying to match their
voice F0 with the targetF0 . This reference must be repre-
sented internally. In speaking such an internal reference for
voiceF0 must be used, too, because in the perturbation stud-
ies using test words compensating responses were found.
However, in singing this internal reference obviously is more
prominent. Consequently in singing, a frequency shift of au-
ditory feedback should be compensated almost completely.
Evidence for that is reported by Burnettet al. ~1997! who
had trained singers sing musical scales. In some subjects a
complete compensation of unanticipated frequency shifts of
100 cents was observed. However, only exemplary data is
reported.

In summary, it is suggested that in speaking an internal
reference for pitch plays a subordinate role for controlling
voiceF0 leading to the limiting property, whereas the audio-
vocal system is able to operate very effectively in controlling
voice F0 , if a precise reference is provided as in singing.
Therefore the response to frequency-shifted auditory feed-
back should be greater in singing than in speaking. The
present study was designed to test this hypothesis.

II. METHOD

A. Subjects

Twenty-four adult German native speakers~9 women,
15 men! between 21 and 33 years of age participated in this
study (M525.9 years, s.d.53.92 years). All subjects passed
a hearing screening at 20 dB HL~Hortmann DA 323, Neck-
artenzlingen, Germany!. No subject reported a current
speech or language disorder and none was trained as a pro-
fessional singer.

B. Apparatus

Voice frequency was shifted using a commercial device
~DFS 404, Casa Futura Technologies, Boulder, Colorado!,
which works on a digital basis~sampling frequency: 32 kHz,
sampling resolution: 14 bits!. The device had been modified

by installing a relay to enable remote-switching between
nonaltered auditory feedback and frequency-shifted auditory
feedback. Auditory feedback was provided through sealed
headphones of a headset~Blackhawk, DSP 5DX, Flightcom,
Portland, Oregon!, which attenuate air-conducted sound by
approximately 24 dB SPL. Feedback volume was calibrated
so that a sinusoidal tone of 440 Hz with 75 dB~A! at the
microphone led to a feedback volume of 70 dB~A! in the
headphones. Subjects perceived this volume as a normal
feedback volume. In order to mask bone conduction, during
the whole experiment low-pass-filtered white noise (f c

5900 Hz) was binaurally added at an intensity of 65 dB~A!.
Since there is no simple approach to physical measurement
of masking efficiency, our own and the subjects’ observa-
tions served as an indicator. When the auditory feedback was
turned off suddenly while the masking noise continued, sub-
jects reported that to them it seemed as if they had stopped
speaking, respectively singing, because they could no longer
hear their voice. This indicates that the masking level was
sufficient to mask any speech sounds not presented through
headphones. However, the masking level was still low
enough for subjects to hear their voice clearly and distinctly
over the noise.

In order to determine voiceF0 , the vibrations of the
vocal folds were recorded directly with an electroglottograph
~EGG; Laryngograph, Kay Elemetrics, Pine Brook, New Jer-
sey!. Control of the experiment and data acquisition was au-
tomatized by a commercial personal computer with a sound-
card. The computer switched the frequency shift device
between nonaltered and frequency-shifted auditory feedback
and digitized the EGG signal with a sampling rate of 11 025
Hz and a sampling resolution of 16 bits.

C. Procedure

Subjects had to utter the nonsense word@’ta:tatas# with a
speech rate indicated by a rhythmic sequence presented via
headphones before speaking. The first long-stressed syllable
was represented by a sound with a duration of 400 ms. Each
of the following two sounds represented the unstressed syl-
lables and were 200 ms long. Sounds were separated by
pauses of 40 ms. The sequence was presented twice; after-
wards 3.5 s of silence allowed the subject to speak the word.
The sequence was presented automatically while the subject
sat alone in a sound-isolated chamber.

Two conditions were realized which differed regarding
the sound sequence and the instruction. In the ‘‘speaking
condition,’’ the sequence consisted of white noise. Therefore,
no kind of reference pitch for voiceF0 was provided. Sub-
jects were asked to speak clearly and with normal volume,
but no specific instruction regarding the fundamental fre-
quency was given. In the ‘‘singing condition,’’ the sequence
consisted of piano notes. Subjects were instructed to match
the pitch of the piano notes while singing the nonsense word.
However, the piano notes were presented before subjects’
utterance, not during it. The fundamental frequency of the
piano notes was varied based on the sex of the subjects:
females: 233 Hz, males: 123 Hz. These frequencies were
chosen because they are very close to the average voiceF0
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of women and men and resemble the musical notes a#3 and
b2. In neither condition were subjects informed that the feed-
back would be modified from time to time.

In a training phase preceding each of the two phases of
the experiment, subjects had to utter or sing the nonsense
word simultaneously, while the target white noise or target
piano notes, respectively, were presented in a loop. This was
done until they produced the word correctly at least five
times in succession, as judged by the experimenter. Gener-
ally, subjects reached this criterion within ten trials.

The experimental procedure consisted of 30 trials for the
speaking condition and 30 trials for the singing condition. In
20% of the trials frequency was shifted downwards by 100
cents~one semitone!, resulting in six frequency-shifted trials
per condition. The frequency shift was activated at the be-
ginning of the rhythmic sequence, so that auditory feedback,
but not the sequence sounds themselves, were frequency-
shifted from the very beginning of subjects’ utterances. Sub-
jects then produced the entire word with frequency-shifted
auditory feedback. Frequency shift was deactivated before
the next trial began. Trials with frequency shift were ran-
domly selected with the limitations that at least two trials
with nonaltered auditory feedback had to precede a trial with
frequency shift and that the last trial of an experimental
phase was always conducted with nonaltered auditory feed-
back. Therefore it was guaranteed that before each trial with
frequency shift there was always a trial with nonaltered feed-
back, which did not immediately follow frequency shift. In
this way trials immediately before frequency shift could be
used as the reference to calculate deviations in voiceF0 ,
while trials immediately after frequency shift could be used
to investigate the after-effect. The sequence of the two con-
ditions was randomized as well.

D. Data analysis

Data analysis was almost identical to Donathet al.
~2002!, in which the method is described in more detail.
Based on the EGG-signal, momentary voiceF0 and vowel
duration were calculated. Contours ofF0 were obtained for
vowels of the first two syllables of the nonsense word, the
first being long stressed and the second being unstressed.
First F0 contours with a fixed resolution of 0.1 ms were
determined. This was achieved by linear interpolation of the
momentary frequency of each vocal fold period. In some
cases there were irregular high-frequency fluctuations in
voice F0 contours due to problems with analyzing EGG-
signals with a poor signal-to-noise ratio. Therefore voiceF0

contours were smoothed with a moving average over 10 ms.
Phonation onset was defined as the first closing instant de-
tected in the EGG-signal. Mean voiceF0 contours for indi-
vidual subjects were truncated at the end according to the
shortest vowel duration produced by this subject. Thus, all
portions of the contour were based on the total number of
trials. To avoid F0 contours being truncated excessively
based on unusually short vowels, trials in which vowel du-
ration was 25% shorter compared to all other trials were
discarded. A total of 30 trials~speaking condition: 18, sing-
ing condition: 12! were discarded because of insufficient
length or artifacts, resulting in a total of 834 valid trials.

Despite the training, one subject produced the second syl-
lable with an unusual vowel duration shorter than 20 ms
during the actual experiment, so the data of this subject were
excluded from analysis of the second syllable.

Mean voice F0 contours of vowels in words before
~PRE!, during~FAF!, and after~POST! trials with frequency-
shifted auditory feedback were calculated. Remaining trials
were discarded. PRE-trials were used as reference trials, to
which FAF- and POST-trials were compared for each sub-
ject. In order to eliminate interindividual variance due to the
subjects’ habitual voiceF0 ~especially due to the sex of the
subjects!, for each data point the difference in cents was
calculated betweenF0 contours in PRE- and FAF-trials as
well as in PRE- and POST-trials. Resulting contours there-
fore reflect the deviation from normal production of voiceF0

during frequency shift and after its termination. Finally, in-
dividual subjects’ contours were averaged to obtain the group
data.

Based on previous findings~see Donathet al., 2002! it is
hypothesized that voiceF0 is higher in the final portion of
the first long stressed syllable and the initial and final portion
of the second unstressed syllable in FAF-trials. Due to the
after-effect voiceF0 should also be higher in the initial por-
tion of the first syllable in POST-trials. The initial portion of
syllables was defined as the interval 25–50 ms after vowel
onset and the final portion was defined as the interval 200–
225 ms in the first long stressed syllable and 75–100 ms in
the second short unstressed syllable. These intervals were
chosen to be as late as possible and yet featuring voiceF0

data for most subjects. Means for these intervals were calcu-
lated for each subject and one-tailed Wilcoxon-signed-rank-
tests were calculated to test for responses. A significance
level of a55% was chosen and corrected according to Bon-
ferroni toa85a/850.006 25. For intervals for which no dif-
ferences were assumed, additionalp-values were calculated
two-tailed and interpreted as measures of effect. Response
latencies for syllables, in which changes in voiceF0 were
indicated by differences between the initial and final portion,
were determined using the Castellan change-point test~Sie-
gel and Castellan, 1988!.

Furthermore, it is hypothesized that the response in the
singing condition is greater than in the speaking condition.
The difference between the speaking and singing condition
was tested by comparing the response magnitudes in the in-
terval 25–75 ms of the second syllable because in this inter-
val the response is at its maximum and relatively stable as
found by Donathet al. ~2002!.

The same interval was chosen in order to investigate
whether a relationship exists between the ability to accu-
rately match a note which is provided externally and the
magnitude of compensation under frequency shift. For each
subject the response magnitude was calculated as the devia-
tion of voice F0 contours of FAF-trials from PRE-trials in
the interval 25–75 ms of the second syllable in the speaking
as well as in the singing condition. The same interval in
PRE-trials in the singing condition was chosen to calculate
the deviation of voiceF0 from the fundamental frequency of
the piano notes~targetF0), which were presented before the
utterance to provide the targetF0 . The absolute value of this
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deviation indicates the accuracy of note matching. Spear-
man’s rho correlation was calculated for the response mag-
nitude and the absolute deviation from the targetF0 .

III. RESULTS

A. Response latency and response magnitude during
frequency shift

Table I reports the vowel duration of the first~5long
stressed! syllable and the second~5unstressed! syllable of
the nonsense word@’ta:tatas# averaged over PRE-, FAF- and
POST-trials. The vowel duration of the stressed syllable was
nearly three times longer than the vowel duration of the un-
stressed syllable. Whereas in the unstressed syllable the
vowel duration in the speaking and in the singing condition
do not differ (p2-tailed50.280,Z521.080,n524), the
vowel duration of the long stressed syllable is approximately
29 ms longer in the singing than in the speaking condition
(p2-tailed50.002,Z523.148,n524). Therefore the prolon-
gation of vowels in singing, which sometimes is obvious,
was found in the present experiment, however restricted to
long stressed syllables.

Figure 1 shows the mean voiceF0 contours of the first
syllable in PRE-trials. In all graphs, 0 ms corresponds to the
first detected glottal closing, which defines onset of phona-
tion. Although piano notes with a fundamental frequency
close to the average voiceF0 of women and men were used,
subjects had a higher voiceF0 in the singing condition com-
pared to the speaking condition. The mean difference is 11
Hz corresponding to 119 cents. Until 75 ms after vowel onset
voiceF0 in the speaking condition decreases stronger than in
the singing condition. In the remaining part there are no sys-

tematic differences apart from the offset. Therefore it seems
appropriate to normalize the data to the cent-scale in order to
make comparisons between subjects with different habitual
voice F0 ~especially between women and men! possible.

Figure 2 shows the deviation of voiceF0 contours of
FAF-trials from PRE-trials. In the interval 25–50 ms after
vowel onset@Fig. 2~a!# mean voiceF0 of the first syllable
does not differ between PRE- and FAF-trials, neither in the
speaking (p2-tailed50.797,Z520.257,n523) nor in the
singing condition (p2-tailed50.189,Z521.314,n523). In
the speaking condition the response begins after 154.6 ms, in
the singing condition after 142.1 ms, as calculated with the
Castellan change-point test. In the interval 200–225 ms after
vowel onset, mean voiceF0 of the first syllable is 17.4 cents
higher in FAF-trials in the speaking condition (s.d.
534.0 cents;p1-tailed50.005,Z522.571,n524), while in
the singing condition voiceF0 is 35.5 cents higher than in
PRE-trials (s.d.528.8 cents;p1-tailed,0.001,Z523.954,n
523).

In both conditions, mean voiceF0 of the second syllable
is also higher in FAF-trials compared to PRE-trials@Fig.
2~b!#. In the speaking condition the difference in the interval
25–50 ms after vowel onset is 45.4 cents (s.d.
537.9 cents;p1-tailed,0.001,Z523.832,n523), in the
singing condition 64.6 cents (s.d.531.1 cents;p1-tailed

,0.001,Z524.106,n523). In the interval 75–100 ms af-
ter vowel onset, mean voiceF0 of the second syllable is 50.2
cents higher in FAF-trials in the speaking condition (s.d.
538.8 cents;p1-tailed,0.001,Z523.582,n519), while in
the singing condition voiceF0 is 64.2 cents higher than in
PRE-trials (s.d.527.0 cents;p1-tailed,0.001,Z523.883,n
520).

In the interval 25–75 ms of the second syllable, which
was chosen for comparison of the speaking and singing con-
dition, response magnitude in the singing condition (M
566.1 cents, s.d.530.4 cents) is higher than in the speaking
condition (M546.7 cents, s.d.537.3 cents) (p1-tailed

50.013,Z522.220,n523).

FIG. 1. Mean voiceF0 contours of the first syllable
~5long stressed! of the nonsense word@’ta:tatas# in tri-
als before frequency shift~PRE!. 0 ms is the onset of
phonation, as defined by the first glottal closing. The
contour begins at the point for which voiceF0 data
were available for all subjects. Steps at the end of these
averaged graphs are the result of single subjects stop-
ping their vocalization.

TABLE I. Mean vowel duration in speaking versus singing of the first
~5long stressed! syllable and the second~5unstressed! syllable of the non-
sense word@’ta:tatas# ~standard deviation in brackets!. Vowel duration was
averaged over all PRE-, FAF- and POST-trials.

Vowel duration~s.d.! ~ms!

Condition 1st syllable~long stressed! 2nd syllable~unstressed!
Speaking 249.5~33.5! 89.2 ~22.9!
Singing 278.4~36.5! 93.4 ~27.5!
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B. Response latency and response magnitude after
termination of frequency shift

In Fig. 3 the voiceF0 deviations of POST-trials from
PRE-trials are shown. In the interval 25–50 ms after vowel
onset@Fig. 3~a!#, p-values do not reach the Bonferroni cor-
rected significance level, but indicate the tendency that mean
voice F0 of the first syllable is 10.9 cents higher in POST-
trials than in PRE-trials in the speaking condition (s.d.
521.2 cents;p1-tailed50.014,Z522.200,n524) and 16.8
cents higher in the singing condition (s.d.
533.1 cents;p1-tailed50.016,Z522.143,n524). In the in-
terval 200–225 ms after vowel onset mean voiceF0 does not
differ between POST- and PRE-trials in the speaking condi-
tion (p2-tailed50.145,Z521.457,n524). The response
ends after 169.5 ms. However, in the singing condition, voice
F0 is 15.5 cents higher (s.d.518.5 cents;p2-tailed,0.001,Z
523.254,n523).

In the speaking condition, mean voiceF0 of the second
syllable @Fig. 3~b!# does not differ between POST-and PRE-
trials in the interval 25–50 ms after vowel onset (p2-tailed

50.465,Z520.730,n523). In the singing condition voice

F0 is 8.2 cents higher (s.d.516.3; p2-tailed50.007,Z
522.677,n523). In the interval 75–100 ms after vowel
onset, mean voiceF0 does not differ between POST- and
PRE-trials, neither in the speaking condition (p2-tailed

50.629,Z520.483,n519) nor in the singing condition
(p2-tailed50.279,Z521.083,n520). The response ends af-
ter 57.0 ms in the singing condition.

C. Relationship between accuracy of note matching
and response magnitude

In order to investigate whether a relationship exists be-
tween the ability to match a note accurately and the magni-
tude of compensation under frequency shift, absolute devia-
tion from targetF0 and response magnitude as defined in
Sec. II D was calculated for each subject. Four subjects de-
viate from the fundamental frequency of the piano notes
more than one semi-tone in PRE-trials. With deviations of
190, 287, 440, and 526 cents these subjects show virtually no
ability to match an external pitch with their voice. These
exceptionally large deviations pose a problem as far as the
calculation of correlation is concerned because of the large
influence of such outliers in a small sample. Consequently,

FIG. 2. Average deviation of voiceF0 contours of the first syllable@5long stressed~a!# and the second syllable@5unstressed~b!# of the nonsense word
@’ta:tatas# during frequency shift~FAF! from trials before frequency shift~PRE! in cents. Black line speaking condition, gray line singing condition. See
caption for Fig. 1 for additional explanation.

FIG. 3. Average deviation of voiceF0 contours of the first syllable@5long stressed,~a!# and the second syllable@5unstressed,~b!# of the nonsense word
@’ta:tatas# after termination of frequency shift~POST! from trials before frequency shift~PRE! in cents. Black line speaking condition, gray line singing
condition. See caption for Fig. 1 for additional explanation.
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these four subjects were excluded from the correlation analy-
sis, even though they do show responses to frequency shift.
Therefore it should be noted that the results reported here
should only be generalized to individuals who show at least
some ability to match external notes. Response magnitude
and absolute deviation from targetF0 are plotted against
each other in Fig. 4. Whereas in the speaking condition@Fig.
4~a!# no significant correlation was found (Spearman’s rho
520.004,p1-tailed50.494,n519), in the singing condition
@Fig. 4~b!# response magnitude and absolute deviation from
the target F0 correlate inversely (Spearman’s rho
520.469,p1-tailed,0.022,n519). Therefore, in singing,
subjects who show better note matching abilities also show
greater compensation during frequency shift. However, cor-
relational analysis does not indicate a confoundation of the
ability to match the target note and the actual voiceF0

(Spearman’s rho520.263,p2-tailed,0.276,n519).

IV. DISCUSSION

Regarding voiceF0 control in speaking, the results of
the present study confirm those of Donathet al. ~2002!. Au-
ditory feedback is used to control voiceF0 in vowel produc-
tion by a negative-feedback system. Because of the long re-
sponse latency of approximately 150 ms, deviations between
intended and perceived voiceF0 cannot be compensated dur-
ing the first half of long stressed syllables. Unstressed syl-
lables are therefore too short for a compensation to occur. In
subsequent syllables the response persists and reaches its
maximum. Therefore control of voiceF0 is not interrupted
by the onset and offset of phonation between syllables of a
single word. Adjustments of voiceF0 even persist when
speaking is paused for several seconds. Therefore, auditory
feedback is not used to regulate voiceF0 within syllables,
rather it is used for the adjustment of voiceF0 supra-
segmentally in terms of prosody.

Except for response magnitude and latency of after-
effect, results in the singing condition are comparable to
those of the speaking condition. Thus there is evidence that
the same negative feedback system which is used for auto-
matic correction of voiceF0 during speaking is used as well
during singing. In the speaking condition, the frequency shift
was compensated to an extent of 47% of the frequency shift,
demonstrating the limiting property of the auditory-vocal
system shown in previous studies. However, in the singing
condition the compensation was significantly higher, reach-
ing 66% of the frequency shift. One might object that in this
experiment voiceF0 was higher in the singing condition than
in the speaking condition, so therefore the frequency shift of
100 cents resulted in a larger absolute shift~measured in Hz!
in the singing condition. However, the relative frequency
shifts ~in cents! were exactly the same and therefore the sub-
jects’ ~relative! perception in both conditions, too. Further-
more, Burnettet al. ~1998! found no relationship between
frequency shift magnitude and response magnitude. This in-
dicates that the difference in response magnitude between
singing and speaking found in this study is rather a result of
the conditions, not of differences in frequency shift magni-
tude in Hz.

The piano notes were presented as the targetF0 just
before the utterance, but not during it. Therefore there re-
mained only an internal reference for voiceF0 . Results sup-
port the hypothesis that forcing an internal reference contrib-
utes to the auditory-vocal system being effective in
regulating voiceF0 . A future study might have subjects sing
at a self-selected pitch and omit an external reference. This
way it could be investigated whether the instruction to sing is
sufficient for forcing an internal reference.

Even in the singing condition, no total compensation of
the frequency shift was realized. The ability to match the
target F0 provided by the piano notes varied greatly. The
ability to match the targetF0 correlates significantly with the

FIG. 4. Individual absolute deviation from the targetF0 ~an indication of the accuracy of note matching! and response magnitude in the speaking~a! and in
the singing condition~b!. Response magnitude was calculated as the mean difference between FAF- and PRE-trials over the interval 25–75 ms after onset of
phonation in the second short unstressed syllable. Absolute deviation of targetF0 was calculated in the same interval as the absolute deviation of voiceF0 in
PRE-trials from the fundamental frequency of the piano notes presented as the targetF0 in the singing condition.
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response magnitude in the singing condition. This means that
subjects who have better control over their voice and/or bet-
ter auditory perception, thus enabling them to match external
target frequencies more accurately, also compensate per-
ceived deviations of their voiceF0 better in singing. There-
fore the mean response magnitude of 66% of the frequency
shift in the singing condition might reflect the distribution of
the ability of note matching in the sample. A future study
comes to mind easily: When singers and nonsingers are com-
pared regarding their response magnitude during frequency-
shifted auditory feedback, singers might show a better com-
pensation in case they match the target notes more accurately
than nonsingers. Furthermore, response latency of singers
might be shorter than that of nonsingers. This seems possible
because musicians have superior preattentive auditory pro-
cessing abilities~Koelschet al., 1999!. Finally it would be
interesting to investigate whether an improvement of the
ability of note matching leads to greater responses. Such
studies would answer the question whether training could
influence the system regulating voiceF0 , which seems to
work involuntarily and reflexlike~Larson, 1998!.

There seems to be no relationship between the ability to
match the targetF0 and the response magnitude in the speak-
ing condition. Therefore, the ability for precise voiceF0 con-
trol principally exists~as shown by the correlation between
the ability to match the targetF0 and the response magnitude
in the singing condition!, but is not used effectively in speak-
ing. As stated in the Introduction, it is assumed that voiceF0

is not monitored very tightly in speaking because it is not
necessary for comprehension of speech, at least in nontone
languages. Future studies might address differences between
tone and nontone languages in responses to frequency-
shifted auditory feedback.

Response latencies in frequency shift trials were compa-
rable in the speaking and the singing condition and are about
150 ms. In trials after termination of frequency shift, voice
F0 seems to be increased from the very beginning of phona-
tion. Voice F0 therefore is controlled continuously beyond
pauses of phonation within words as well as between words
which are separated by several seconds. The lasting effect
after returning to nonaltered auditory feedback indicates that
voice F0 adapts in a feedforward fashion on a supra-
segmental level. In the speaking condition, the after-effect
comes to an end within the first syllable after about 170 ms
as found by Donathet al. ~2002! previously. In a continuous
vocalization task nearly the same latencies for onset and off-
set of response as in the present study were found~Larson
et al., 2001!. Whereas the onset of response is characterized
by a relatively fast increase of voiceF0 , the decrease of
voice F0 seems to take place more slowly. In the singing
condition the after-effect continues to the second syllable.
The change point in the second syllable is 57 ms, so the total
latency of the after-effect in the singing condition adds to
415 ms with the vowel duration of the first syllable of about
278 ms and the estimated duration of the second consonant
of 80 ms. In singing the compensation starts as quickly as in

speaking, but remains longer, even when there is no devia-
tion between intended and perceived voiceF0 anymore. In
singing, of course, it is important to compensate deviations
quickly. Therefore it seems somewhat surprising that the
after-effect persists longer, i.e., the latency of correction is
higher. Some singers report that they ‘‘glide’’ into notes right
up from below. Maybe the other direction from top to bottom
is less natural and therefore causes the higher latency of the
after-effect.

V. CONCLUSION

The study demonstrates how the paradigm of frequency-
shifted auditory feedback during speaking versus singing of
nonsense words can be applied to get insight into segmental
and supra-segmental processes controlling voiceF0 . Results
show that in speaking voiceF0 is controlled to a lesser ex-
tend than in singing and that the degree of note matching
ability influences the degree of compensation to frequency
shift in singing.
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Although informational masking is thought to reflect central mechanisms, the effects are generally
much stronger when the target and masker are presented to the same ear than when they are
presented to different ears. However, the results of a recent study by Brungart and Simpson@J.
Acoust. Soc. Am.112, 2985–2995~2002!# indicated that a speech masker that is presented
contralateral to a speech signal can produce substantial amounts of informational masking when a
second speech masker is played simultaneously in the same ear as the signal. In this study, we
conducted a series of experiments that paralleled those of Brungart and Simpson but used a
pure-tone signal and multitone informational maskers in a detection task. Both the signal and the
maskers were played as sequences of short bursts in each observation interval. The maskers were
arranged in two types of spectrotemporal patterns. One type of pattern, called ‘‘multiple-bursts
same’’~MBS!, has previously been shown to produce very large amounts of informational masking
while the other type of pattern, called ‘‘multiple-bursts different’’~MBD!, has been shown to
produce very small amounts of informational masking. Several conditions of ipsilateral,
contralateral, and combined presentation of these maskers were tested. The results showed that
presentation of the MBS masker in the contralateral ear produced a substantial amount of
informational masking when the MBD masker was simultaneously presented to the ipsilateral ear.
The results supported the earlier findings of Brungart and Simpson indicating that listeners are
unable to selectively focus their attention on a single ear in some complex dichotic listening
conditions. These results suggest that this contralateral masking effect is not restricted to speech and
may reflect more general limitations on processing capacity. Further, it was concluded that the
magnitude of the contralateral masking effect was related both to the informational masking value
of the contralateral maskerand the complexity of the stimulus and/or task in the ear in which the
signal was presented. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1547440#

PACS numbers: 43.66.Dc, 43.66.Lj, 43.66.Rq, 43.66.Pn@LRB#

I. INTRODUCTION

In a recent experiment, Brungart and Simpson~2002!
measured speech recognition for a monaurally presented
speech signal in the presence of one or two speech maskers.
When a single masker was presented in the opposite ear from
the signal~contralateral masker!, the intelligibility of the sig-
nal was near 100%. That result was consistent with the find-
ings of the classic dichotic listening experiments of Cherry
~1953!, Broadbent~1958!, and others~for recent reviews, see
Yost, 1997 and Bronkhorst, 2000!. When a single masker
was presented in the same ear as the signal~ipsilateral
masker!, speech recognition scores ranged from near 100%
correct at a signal-to-masker ratio~S/M! of 8 dB to about
70% correct at a S/M of28 dB. That finding was also ex-
pected from previous work on speech-on-speech masking
~e.g., Carhartet al., 1959; Festen and Plomp, 1990!. How-

ever, when one masker was presented ipsilateral to the signal
and a second unrelated masker was played contralateral to
the signal, additional decrements as large as 40 percentage
points ~re: the ipsilateral-only masker! in the recognition of
the signal occurred. To our knowledge, this was a new and
unexpected finding. Brungart and Simpson interpreted this
apparent inability of listeners to ignore an irrelevant con-
tralateral masker as reflecting limitations on the attentional
resources available for segregating speech sounds. Listeners
were able to segregate the signal from a single masker played
in the contralateral ear almost perfectly, and could segregate
the signal from a single masker in the ipsilateral ear reason-
ably well, but they did not appear to have sufficient atten-
tional resources available to do both at once.

Brungart and Simpson’s results suggest that tasks requir-
ing a high attentional load can break down the binaural chan-
nel separation normally expected in dichotic listening. Sig-
nificantly, when one speech masker was presented
ipsilaterally, only a small additional effect on speech recog-
nition at low S/Ms was found when a second masker com-
posed of speech-shapednoisewas presented contralaterally.

a!Portions of this work were presented at the 141st Meeting of the Acoustical
Society of America@Kidd et al., J. Acoust. Soc. Am.109, 2468~A! ~2001!#.

b!Electronic mail: gkidd@bu.edu
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This latter result could mean that the contralateral masking
effect only occurs for actual speech sounds and/or for the
task of speech recognition.

The contralateral masking effect found in Brungart and
Simpson’s experiment was clearly due to limitations on cen-
tral processing of the stimuli rather than to overlapping pat-
terns of excitation in the auditory periphery. Auditory mask-
ing that results from central, rather than peripheral, processes
has been termed ‘‘informational masking’’~cf. Watson, 1987!
and, with a few notable exceptions~e.g., Freymanet al.,
1999, 2001; Brungart, 2001; Brungartet al., 2001; Arbogast
et al., 2002!, has largely been studied using nonspeech
stimuli in detection~e.g., Neff and Green, 1987; Neff, 1995;
Kidd et al., 1994; Oh and Lutfi, 1998; Wright and Saberi,
1999; Richardset al., 2002! or discrimination/identification
~e.g., Watsonet al., 1975, 1976; Howardet al., 1984; Leek
et al., 1991; Neff and Jesteadt, 1996; Kiddet al., 2002a!
tasks. Although informational masking has been demon-
strated for various nonspeech stimuli, it is not known
whether the contralateral masking effect found by Brungart
and Simpson is unique to speech recognition. There are no
nonspeech results that we know of that appear directly com-
parable to those of Brungart and Simpson. Neff~1995! found
only small threshold increases when an informational masker
was presented in the ear contralateral to the pure-tone test
signal in a detection task. However, much greater amounts of
masking in a similar contralateral informational masking
condition have been reported by Ohet al. ~1999! in children.
A plausible argument could be made that the contralateral
masking effect found by Brungart and Simpson~2002! oc-
curred because the listener is obliged to devote some amount
of attentional resources to the processing of clearly audible
speech even when it interferes with the task. The semantic
content of speech may be particularly difficult to ignore, es-
pecially if there is some novel or inherently interesting infor-
mation contained in the ‘‘unattended’’ message. According to
that view, the nonspeech masker would not interfere with the
recognition of the signal because it evoked no obligatory
allocation of attention. Recently Conwayet al. ~2001! used a
procedure in which a subject’s own name was occasionally
embedded in a stream of irrelevant speech presented to one
ear ~unattended ‘‘contralateral’’ ear! while attention was di-
rected toward receiving information from the target in the
opposite~attended ‘‘ipsilateral’’! ear ~see also Moray, 1959
and Wood and Cowan, 1995!. When the speech in the unat-
tended ear was not novel or inherently interesting, no con-
tralateral interference in the ipsilateral task was observed.
However, about one-third of the subjects tested reported that
they had heard their own name in the unattended ear and
demonstrated performance deficits on the ipsilateral-ear task
that coincided with the time period immediately after their
name was presented. The implication is that the semantic
content in the contralateral stimulus was important in pro-
ducing the ipsilateral interference. Conwayet al. ~2001! also
found that subjects who have relatively low working
memory capacities were the most susceptible to the con-
tralateral interference. Their findings could be construed as
consistent with the hypothesis that the semantic content of
speech is essential in breaking down the normally high de-

gree of binaural channel separation or at least is an important
contributor to that effect. However, Brungart and Simpson’s
results cannot be explained entirely by an argument based on
the semantic content of speech. In one of their conditions,
they used time-reversed speech as the contralateral masker.
They found that time-reversed speech produced a contralat-
eral masking effect comparable to that of normal speech, but
only at negative signal-to-masker ratios. At higher signal-to-
masker ratios, normal speech was a more effective masker.
Thus it appears that, under certain circumstances, across-ear
interference in speech recognition can occur from a con-
tralateral masker that is sufficiently ‘‘speechlike’’ even in the
absence of semantic content. However, it still does not indi-
cate whether the contralateral informational masking effect is
unique to the speech recognition task or to speech~or
speechlike! maskers.

An alternative explanation for Brungart and Simpson’s
results is that the across-ear interference that was observed
when the masker was added to the contralateral ear occurred
because the signal and masker were qualitatively so similar
that it was difficult for the listener to segregate the two
sounds. Some studies of informational masking using non-
speech stimuli in detection or identification tasks have dem-
onstrated that the similarity of the signal and masker can
have a significant influence on the amount of informational
masking that is produced~e.g., Kidd et al., 1994, 2002a;
Durlach et al., 2003b!. Thus, an alternative explanation is
that the contralateral masking effect found by Brungart and
Simpson reflects more general limitations on performance
related to the ability to segregate sounds and is not unique to
the speech recognition task or to maskers that are speech or
speech-like.

The current experiments were designed to examine
whether the contralateral masking effect found by Brungart
and Simpson can be produced using nonspeech stimuli in a
detection task. For that purpose, we used stimuli presented in
several monotic and dichotic conditions that have been
shown to produce varying degrees of informational masking
while minimizing peripherally based energetic masking
~Kidd et al., 1994, 2002b!.

II. METHODS

A. Subjects

A total of 18 subjects participated in this study. There
were 12 subjects in experiment 1 and 8 subjects in experi-
ment 2, with two subjects participating in both experiments.
The subjects were college students ranging in age from 18 to
35 years. All had normal hearing as determined by audiomet-
ric evaluation. The experimental tasks were practiced for
several hundred trials prior to collection of the data reported
here.

B. Stimuli

The signal was a sequence of eight 60-ms~10/40/10
rise/steady-state/decay! bursts of a 1000-Hz tone. With the
exception of one noise masker used in experiment 2~de-
scribed below! the maskers were also composed of eight
60-ms bursts played synchronously with the signal. In ex-
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periment 1 there were three types of maskers: broadband
noise ~BBN!, multiple-bursts same~MBS!, and multiple-
bursts different~MBD! informational maskers. The MBS and
MBD maskers have been used previously in studies from our
laboratory of informational masking~e.g., Kiddet al., 1994,
2002b! and consist of sequences of random-frequency mul-
titone complexes. The difference between MBS and MBD
maskers is the way the randomization is applied. For MBS, a
random set of frequencies is drawn for the first burst in a
sequence, and the same frequencies are simply repeated in
each successive burst. For MBD, each burst in a sequence is
a different random draw of frequencies. The MBS and MBD
maskers had eight equal-level components in each burst with
an overall level of 70 dB SPL~approximately 61 dB SPL/
component!. The frequency range from which the MBS and
MBD masker components were drawn was 200–5000 Hz
with a protected region~no masker components! from 851 to
1175 Hz.

The overall level of the BBN masker was 70 dB SPL
equaling about 33 dB spectrum level and was bandpass fil-
tered from 200 to 5000 Hz. In experiment 2 the broadband
noise was notch-filtered~two bands ranging from 200 to 600
Hz and 1400 to 1800 Hz! and played as synchronous bursts
~SYN! or as a single constant burst during each observation
interval ~CON!. In the CON case the masker onset was 200
ms prior to the onset of the signal and the masker offset was
200 ms following the offset of the signal. The SYN and CON
noise maskers used in experiment 2 also had a spectrum
level of 33 dB SPL and an overall level of about 62 dB SPL.

Typical examples of the two informational maskers and
the BBN, SYN, and CON noise maskers are shown sche-
matically in Fig. 1 as sound spectrograms. Note that the time
scale is different for the CON masker than the other maskers.
The left panels show representative draws of masker-only
stimuli while the right panels show masker-plus-signal
stimuli.

C. Procedures

The level of the signal was varied adaptively using a
two-down one-up procedure that estimates the 70.7% correct
point on the psychometric function~Levitt, 1971!. Response
feedback was provided after each trial. The sounds were
played through matched TDH-50 earphones in a double-
walled IAC booth. Response recording, interval timing, and
response feedback were implemented using an LCD-display
computer terminal.

All data shown are means from at least eight runs per
subject. Each run consisted of at least 50 trials in which a
minimum of nine reversals was obtained. The threshold es-
timates from each run were based on at least six reversals
after discarding the first three or four reversals depending on
whether the total number of reversals was odd or even. The
order of conditions tested was mixed and randomized with
the exception of one condition in experiment 2 as discussed
below.

The signal was always in one ear designated the ‘‘test
ear.’’ The subjects chose the test ear at the beginning of the
study. The masker~s! could be played in the same ear as the
signal~ipsilateral masker presentation! or in the opposite ear

~contralateral masker presentation!. When two maskers were
presented they were always different types in the two ears.

III. EXPERIMENT 1

The first experiment was designed to test whether infor-
mational masking can be increased by the presentation of
contralateral stimulation for the task of detecting the pres-
ence of a 1000-Hz signal. Table I contains a checklist of
conditions tested. The rows of the table indicate the masking
condition in the ipsilateral ear while the columns indicate the
masking condition in the contralateral ear. There were three
masking conditions in the test ear: signal in quiet~ipsilateral-
NONE!, MBS, and MBD. For each masking condition in the
test ear there were three possible contralateral masking con-
ditions: NONE, BBN, and whichever informational masker
~MBS or MBD! was not present in the test ear. For the
ipsilateral-NONE case all three maskers were tested con-
tralaterally as was a condition where there was no masker in
either ear.

Figure 2 shows the group mean thresholds and standard
errors from all conditions from experiment 1. The abscissa is
the masking condition in the ear contralateral to the signal.
The three panels indicate the masking condition in the ear
ipsilateral to the signal. The ordinate is signal threshold in
dB SPL.

The left panel shows the results when there was no ip-
silateral masker. With no masker in either ear, group mean
threshold was about 1 dB SPL which serves as a reference
for computing threshold shifts due to masking~also referred
to as ‘‘amount of masking’’!. Adding a masker to the con-
tralateral ear shifted thresholds by about 3.5 to 6 dB. An
analysis of variance indicated that this small effect of con-
tralateral masker condition was statistically significant
~F@3,11#520.3,p,0.001!. Posthocanalysis~Tukey’s studen-
tized range HSD testp,0.05! revealed that the BBN, MBS,
and MBD maskers were all significantly different than the
no-masker condition. The BBN and MBS maskers were also
significantly different than MBD. This relatively small effect
of a contralateral masker on quiet threshold in the test ear is
consistent with the threshold shifts typically observed with
contralateral maskers in clinical audiometry~e.g., Liden
et al., 1959!, an effect which is referred to in the clinical
literature as ‘‘central masking’’~cf. Goldstein and Newman,
1985!. There is also some study of the phenomenon in the
scientific literature dating from Wegel and Lane~1924! and
discussed in detail in Zwislockiet al. ~1967!. It is notewor-
thy that the BBN masker produced as much of a threshold
shift as the MBS masker. It is possible that these small but
statistically significant threshold shifts are due to the masker
overcoming interaural attenuation and producing small
amounts of masking in the ipsilateral ear. However, particu-
larly for the informational maskers with the ‘‘protected’’ re-
gion around the signal frequency, it seems more likely that
the effect is truly central in origin but not necessarily related
to the informational masking strength of the masker.

In the ipsilateral-MBS conditions~middle panel!, group
mean threshold shifts~re: quiet threshold! were about 47 dB
for the contralateral-NONE condition, 49 dB for the
contralateral-MBD masker, and 53 dB for the contralateral-
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BBN masker. The amount of masking produced by the
ipsilateral-MBS masker is comparable to that reported in the
past ~cf. Kidd et al., 1994! although some specifics of the
experiments differ~e.g., number of bursts/burst duration!.
There were no statistically significant differences between
the amount of masking produced by any of the three con-
tralateral masking conditions. Thus, adding a contralateral
masker in the ipsilateral-MBS condition did not significantly
increase the amount of masking.

In the ipsilateral-MBD conditions~third panel!, group
mean threshold shifts were about 14.5 dB for the

contralateral-NONE condition, 33.5 dB for the contralateral-
MBS masker, and 21.3 dB for the contralateral-BBN masker.
Thus the additional shift in ipsilateral-MBD masked thresh-
old caused by adding a contralateral masker was about 19 dB
for the MBS masker and about 7 dB for the BBN masker.
The effect of contralateral masking condition was statisti-
cally significant~F@2,11#515.2,p,0.001!. Posthocanalysis
~Tukey’s studentized range HSD testp,0.05! indicated that
the contralateral-MBS masker was significantly different
than both the contralateral-BBN and contralateral-NONE
conditions. The contralateral-BBN condition did not produce

FIG. 1. A schematic of the maskers
used in experiment 1~upper three
rows! and experiment 2~lower two
rows and upper two rows!. The left
panels show representative maskers
alone and the right panels show repre-
sentative maskers plus the signal. The
upper row of panels illustrates the
‘‘multiple-bursts same’’ ~MBS!
masker, the second row of panels illus-
trates the ‘‘multiple-bursts different’’
~MBD! masker, the third row of panels
illustrates the broadband noise~BBN!
masker, the fourth row of panels illus-
trates the synchronously gated
notched-noise~SYN! masker, and the
final row of panels illustrates the con-
stant notched-noise~CON! masker.
Note that the abscissa~time! is the
same for the top four rows of panels
but is different in the final row of pan-
els showing the CON masker.

1597J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Kidd et al.: Informational masking by contralateral stimulation



a statistically significant increase in maskingre: the
contralateral-NONE condition.

Figure 3 shows the individual thresholds in dB SPL
from all conditions plotted as bar graphs. The abscissa in
each panel is the contralateral masking condition from left to
right: NONE, MBS, MBD, and BBN. The different panels
~top to bottom! are for different ipsilateral masking condi-
tions: NONE, MBS, and MBD. The individual subjects
~shaded bars! are ordered from low to high based arbitrarily
on the thresholds obtained in the ipsilateral-MBS
contralateral-NONE condition. There are several aspects of
the individual data that are of interest. First, as is typical of
conditions producing large amounts of informational mask-
ing, thresholds for individual subjects were spread over a
wide range for the conditions in which the MBS stimulus
determined performance. This appeared to be the case for all
conditions in which the MBS masker was ipsilateral to the
signal, and also when the MBS masker was played contralat-
eral to the signal in combination with the MBD masker pre-
sented ipsilaterally.

The dominant effect in this experiment was the presence
of the MBS masker. When the MBS masker was played in
the same ear as the signal, large amounts of masking oc-
curred, on average, regardless of which masker~or even no
masker! was present in the contralateral ear. The condition in
which the masker in the ipsilateral ear was MBD while the
masker in the contralateral ear was MBS provided the closest
analog, we would argue, to the multiple-talker masking ex-
periment of Brungart and Simpson~2002!. In this case, the
subjects apparently were unable to hold the inputs to the two
ears separate and ignore the highly effective MBS masker in
the contralateral ear. The amount of masking was not as great
overall when the MBS masker was played contralaterally as
when it was played ipsilaterally. These results are qualita-
tively similar to what might be expected if the MBS masker

were simply attenuated and presented ipsilaterally to the test
ear. However, as was the case in the Brungart and Simpson
study, there must be another sound present in the test ear
besides the signal for the contralateral masker to be effective.
Thus, the contralateral masking effect reported by Brungart
and Simpson for multitalker speech recognition does not ap-
pear to be specific to the use of speech as a stimulus. Nor is
the breakdown of binaural channel separation implied by this
result specific to the speech recognition task; it also can be
quite a strong effect for nonspeech detection tasks. Further,
the results from this experiment support the finding of Brun-
gart and Simpson that the composition of the contralateral
masker is critical in producing the effect. When the contralat-
eral masker was broadband noise a relatively small and sta-
tistically insignificant increase in threshold was observed.

IV. EXPERIMENT 2

The second experiment was designed to examine the
role played by the ipsilateral masker in producing the con-
tralateral masking effect. It is clear from experiment 1 that
the contralateral masking effect occurs for an ipsilateral
MBD masker combined with a contralateral MBS masker.
And, although there was a statistically significant threshold
increase for the ipsilateral-NONE condition with any con-
tralateral masker, the effects were much smaller. Because this
effect was not sensitive to contralateral masker type in the
same way as for the ipsilateral-MBD condition, this probably

FIG. 2. Group mean thresholds in dB SPL and standard errors for all con-
ditions of experiment 1. The abscissa is the masking condition in the ear
contralateral to the signal. The left panel is for the signal alone in the test ear
~ipsilateral-NONE!, the middle panel is for the signal plus MBS masker in
the test ear, and the right panel is for the signal plus MBD masker in the test
ear.

FIG. 3. Thresholds for individual subjects for all conditions of experiment
1. The abscissa is the masker presented in the ear contralateral to the signal.
The upper panel is for the condition in which there was no masker in the test
ear, the middle panel is when the MBS masker was presented in the test ear,
and the lower panel is when the MBD masker was presented in the test ear.
The subjects are ordered according to the amount of masking observed for
the MBS-ipsilateral only condition~left graph middle panel!. That same
subject order is preserved in all panels shown.

TABLE I. Checklist of conditions tested in experiment 1. Note that the
signal is always presented to the ipsilateral ear.

Masker in
ipsilateral ear

Masker in contralateral ear

None MBS MBD BBN

None ! ! ! A
MBS A A A
MBS A A A
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means that the two effects are not closely related. That raises
the question of whether the contralateral masking effect
would occur forany ipsilateral masker or whether there is
something special about the MBD masker that causes the
listener to be susceptible to the contralateral stimulus. No
contralateral masking effect was found when the ipsilateral
masker was MBS. However, the MBS masker was not paired
with an effective contralateral informational masker and,
given the amount of masking produced in the ipsilateral-
MBS only condition, may have overwhelmed any contralat-
eral masking influence present. In order to begin to answer
the question of the role of the ipsilateral masker, we tested
three different types of ipsilateral maskers paired with the
contralateral MBS masker. The three ipsilateral maskers
were MBD, notch-filtered Gaussian noise gated synchro-
nously with the signal throughout the burst sequence~SYN!,
and notch-filtered Gaussian noise that was gated on prior to
the signal and gated off following the signal but which was
continuous during the observation interval~CON!. The rea-
son for testing noise as an ipsilateral masker is that it tends to
produce largely energetic masking rather than informational
masking which may be an important ipsilateral factor in pro-
ducing the contralateral masking effect. The reason for test-
ing gated versus continuous noise is that the synchronous
gating may also be important in producing the effect because
synchronous onsets and offsets are known to be strong
grouping cues while asynchronous onsets and offsets pro-
mote perceptual segregation~e.g., Darwin and Carlyon,
1995!. The noise maskers were notched filtered to provide an
analog of the ‘‘protected region’’ used in generating the
MBD masker. The MBS and MBD stimuli were the same as
in experiment 1. These maskers are also represented graphi-
cally in Fig. 1.

Eight subjects participated in this experiment. Two of
the subjects had participated in experiment 1 and the two
Gaussian noise conditions—SYN and CON—were com-
pleted after experiment 1. For the other six subjects, the or-
der of testing the conditions was such that the ipsilateral-only
conditions were tested first, then the contralateral-MBS con-
ditions with the three different ipsilateral maskers were
tested in mixed and randomized order.

It should be pointed out that the comparison of the
amount of masking obtained ipsilaterally for the MBD
masker and the two noise maskers should be viewed with
some caution. The intent was to choose masker values that
would produce roughly the same ipsilateral masked thresh-
olds so that a reasonably fair comparison could be made of
the effect of adding the contralateral MBS masker. The noise
maskers had the same spectrum level as the BBN masker in
experiment 1~which was equal in SPL to the MBD and MBS
maskers! although, due to the differences in filtering, the SPL
for CON and SYN was about 8 dB less. However, we do not
know how the susceptibility to the contralateral masker de-
pends on the amount of masking in the ipsilateral ear for
these maskers so it is possible that there is an interaction
with amount of masking or masker type that would not be
apparent here.

Table II contains a checklist of conditions tested in ex-
periment 2. The amount of masking~group meansre: quiet

threshold! produced by the ipsilateral maskers, with no con-
tralateral masker, was 26 dB for the CON masker, 25.8 dB
for the SYN masker, and 19.7 dB for the MBD masker. What
is of interest here is not how much masking was produced by
the ipsilateral maskers but rather how much more masking
occurred when the contralateral MBS masker was added.
This additionalmasking due to the presence of the contralat-
eral masker is thecontralateral masking effectof importance
for these stimuli and conditions. Presentation of the con-
tralateral MBS masker when there was no ipsilateral masker
produced about 6 dB of masking which was very similar to
that which was found in experiment 1. Presentation of the
MBS masker contralaterally caused additional shifts in
threshold of 7.3, 9.9, and 18.7 dB for the three ipsilateral
maskers, respectively. The additional shifts in threshold pro-
duced by the contralateral MBS masker, relative to the
amounts of masking produced by the ipsilateral maskers
alone, are plotted in Fig. 4 for those ipsilateral maskers and
for the ipsilateral-NONE~contralateral MBS masker, no
masker in signal ear! condition. An analysis of variance of
the results shown in Fig. 4 indicated that masker type was a
significant effect~F@3,21#57.60, p,0.005!. Posthocanaly-
ses~Tukey’s studentized range HSD test,p,0.05! indicated
that there was no significant difference between the
ipsilateral-NONE, ipsilateral-CON, and ipsilateral-SYN con-

TABLE II. Checklist of conditions tested in experiment 2~asterisks indicate
conditions that are in common with experiment 1!. Note that the signal is
always presented to the ipsilateral ear.

Masker in
ipsilateral ear

Masker in contralateral ear

None MBS

None A* A*
MBD A* A*
SYN A A
CON A A

FIG. 4. Group mean results from experiment 2. The ordinate is the amount
of additional masking produced by presenting the MBS masker to the ear
contralateral to the signal and the abscissa is the masking condition in the
ipsilateral ear. The error bars are standard errors of the means.
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ditions while the ipsilateral-MBD condition was different
than the other three conditions. What this means is that the
contralateral MBS masker produced no more additional
masking for the SYN or CON maskers than it did for no
ipsilateral masker. However, when the ipsilateral masker was
MBD, a statistically greater amount of additional masking
was found. Thus, it is not the presence of a maskerper sein
the ipsilateral ear that makes the listener especially suscep-
tible to contralateral informational masking, but it appears
that it is the characteristics of the ipsilateral masker, or the
processing of the ipsilateral masker required to solve the
task, that matters. Taking into account the results from ex-
periments 1 and 2, it seems that the properties ofboth the
ipsilateral and contralateral maskers are crucial for producing
the contralateral masking effect found here, and likely that
found by Brungart and Simpson for multiple talkers. Re-
cently, Brungart and Simpson~2002! reported a similarly
reduced effect of contralateral informational masking when
the ipsilateral masker was noise rather than speech and ar-
rived at a similar conclusion.

V. CONDITIONS COMMON TO BOTH EXPERIMENTS 1
AND 2

All 18 subjects performed ipsilateral MBS and MBD
masked conditions as well as signal in quiet. Further, all of
the subjects were tested with the MBS masker played con-
tralateral to the MBD masker and to the signal in quiet. For
the entire group, the average threshold shift caused by the
ipsilateral-MBD masker alone was 16.9 dB while the shift
caused by the ipsilateral-MBS masker alone was 49.6 dB.
The correlation across subjects between the amount of mask-
ing for those two conditions was not statistically significant
~r50.34, p.0.05!. For the condition which combined the
ipsilateral-MBD masker with the contralateral-MBS masker
the average threshold shift was 34.3 dB. Further, there was a
positive correlation between the amount of threshold shift
caused by the MBS masker played ipsilateral-only and when
played contralaterally with the MBD masker ipsilateral. This
point is illustrated by a plot of the individual results in Fig. 5
~also apparent to a lesser degree in Fig. 3!. Figure 5 shows
the individual threshold shifts~re: quiet threshold! for the
condition ipsilateral-MBD contralateral-MBS as a function
of the thresholds for ipsilateral-MBS only~abscissa!. The
line is a least-squares fit~slope50.63, r50.73, p,0.001!.
The significant correlation between the thresholds in these
two conditions suggests that a subject who tends to be sus-
ceptible to informational masking ipsilaterally will also be
susceptible when the masker is played contralaterally. Thus,
whether an informational masker affects a subject is largely
unrelated to whether the masker is presented in the same ear
as the signal or in the contralateral ear, so long as there is a
sufficiently complex stimulus and/or task to be performed in
the test ear. It should be noted, though, that contralateral
presentation of MBS with ipsilateral-MBD was not quite as
effective as ipsilateral presentation of the MBS masker.

VI. DISCUSSION

The discussion will center on three main points. First,
the phenomenon reported by Brungart and Simpson in which
the binaural separation of channels breaks down in certain
dichotic listening conditions does not appear to be unique to
speech stimuli or the speech recognition task. Second, the
degree of binaural channel separation is variable and depends
on the stimulus and/or task inboth ears. And third, there
seems to be something important about the ipsilateral-MBD
stimulus and task that leads to the breakdown of binaural
channel separation. The latter must be understood if the phe-
nomenon is to be fully explained. Included in this under-
standing is the relation to the ipsilateral speech signal and
masker used by Brungart and Simpson that apparently led to
the same type of breakdown in binaural channel separation.
These three points will be discussed in order.

With respect to the original hypothesis that the contralat-
eral masking effect found by Brungart and Simpson is
unique to speech or to the speech recognition task, the
present results seem quite clear. It is possible using non-
speech sounds and the task of detection to construct listening
conditions where, for many subjects, the high degree of bin-
aural channel separation normally observed breaks down.
Thus, the contralateral masking effect does not depend on the
stimulus having semantic content. This is true for the target,
the ipsilateral masker, and the contralateral masker. How-
ever, our results do not preclude the possibility that the
amount of across-ear masking increases when the stimulus or
the task becomes more complex, in which case multitalker
speech recognition conditions may represent one of the more
challenging situations for maintaining binaural channel sepa-
ration. Brungart and Simpson~2002! found that the con-
tralateral masking effect was present, but smaller, when the
ipsilateral speech masker was time reversed relative to the

FIG. 5. Individual results from all 18 subjects for two conditions tested in
both experiments 1 and 2. The abscissa indicates the amount of masking
produced by the MBS ipsilateral-only condition while the ordinate indicates
the amount of masking in the condition where the MBD masker is played in
the ipsilateral ear and the MBS masker is played in the contralateral ear. The
solid line is a linear least-squares fit to the data.
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case where it was presented normally. Presumably, the spec-
trotemporal complexity of time-reversed speech would be
approximately the same as normal speech but the linguistic
content would be eliminated. The normal speech was a more
effective masker particularly at high signal-to-noise ratios
where, as Brungart and Simpson speculated, the lack of lin-
guistic content of the time-reversed speech would make the
task of segregating the target easier. The finding that time-
reversed speech contributes to the susceptibility to contralat-
eral interference, but does so less than normal speech, sug-
gests that the processing of the semantic content of speech
can be a factor in the extent to which binaural channels can
be held separate.

With respect to the second point, the current results sup-
port those of Brungart and Simpson~2002! which indicate
that the extent to which listeners can hold the inputs from the
two ears separate is not fixed but depends on events occur-
ring in both ears. Also consistent with the findings of Brun-
gart and Simpson are the current results indicating that
greater interference occurs for an informational masker pre-
sented contralaterally than for an energetic masker presented
contralaterally. This finding may be viewed as consistent
with the distinction usually drawn between the two types of
masking. Energetic masking is thought of as overlapping pat-
terns of excitation on the basilar membrane and in the audi-
tory nerve. Thus, energetic masking occurs prior to the first
physiological site receiving inputs from the two ears. Infor-
mational masking, in contrast, is usually thought of as occur-
ring despite a sufficiently robust neural representation of the
signal, at least at the level of the auditory nerve, for the
listener to solve the task. Thus, it is higher level processing
that breaks down and leads to masking. Given that explana-
tion for the two types of masking, it is not surprising that the
informational masker has a much greater effect than the en-
ergetic masker when presented to the contralateral ear. A
related point concerning the nonperipheral nature of the con-
tralateral effect found here is the significant correlation be-
tween the amount of masking found in the ipsilateral-MBS
contralateral-NONE condition and the ipsilateral-MBD
contralateral-MBS condition. Although the possibility that
some of the large intersubject differences found in informa-
tional masking are peripherally based has perhaps not re-
ceived the consideration it deserves~cf. Durlach et al.,
2003a!, the results shown in Fig. 5 would seem inconsistent
with peripheral factors—as we have discussed them here—
playing much of a role in these conditions.

It is interesting to note that our results differ from those
of Brungart and Simpson in that the intersubject differences
in susceptibility to contralateral masking were much greater
here. This likely is due to the differences in experimental
tasks. Listeners with normal hearing and language obviously
engage in speech recognition regularly as part of their daily
lives and might not be expected to differ in performance of
such tasks to the extent that they would vary in detection of
a sequence of pure tones. In fact, large individual differences
in informational masking for pure tone detection tasks have
been reported and commented on previously~e.g., Neff
et al., 1993; Neff and Dethlefs, 1995; Durlachet al., 2003b!
and may be related to a variety of factors such as musical

training and past listening experience~e.g., Oxenhamet al.,
2003!.

With respect to the third point made at the beginning of
this discussion, it is of interest to determine which character-
istics of the stimulus in the ipsilateral ear, or the associated
task, contribute to the breakdown of the channel separation
between ears. Clearly, it is the ipsilateral-MBD stimulus
and/or task that modulates the susceptibility to the masker
from the contralateral channel. If it were simply a matter of
the signal fusing perceptually with the MBS masker because
of similar spectrotemporal properties~i.e., constant-
frequency coherently amplitude-modulated tones!, then we
would have expected that the control condition of ipsilateral-
NONE contralateral-MBS would produce much greater
masking than that which was observed. Or, because of the
greater envelope coherence, we would have expected the
ipsilateral-SYN condition to be more susceptible to the
contralateral-MBS masker than the ipsilateral-CON condi-
tion. Clearly, though, when the ipsilateral masker is noise,
the effect of the contralateral MBS masker is greatly re-
duced. One possible explanation concerns the level at which
auditory stream formation occurs relative to the
combination—or selective exclusion—of binaural informa-
tion. It seems plausible that the observer must devote greater
attention to the test ear when the signal is embedded in the
MBD masker than when it is in quiet or in noise. Perceptu-
ally, in MBD, the signal tone forms a coherent stream as the
burst sequence progresses eventually segregating from the
randomly varying masker over time. Perhaps it is the pro-
cessing that is required to form the signal stream in MBD
that imposes greater demands on the listener than merely
detecting a tone in quiet or in a qualitatively dissimilar noise.
Recently, Carlyonet al. ~2001! have demonstrated that the
buildup of streaming in one ear could be greatly reduced by
having the listener direct attention to a task in the contralat-
eral ear. Further, for patients with brain damage causing
hemispheric neglect, stream segregation was greatly reduced
in the affected ear but not in the contralateral, unaffected ear.
Their results indicate that stream formation occurs as a top-
down process that depends on allocation of attention. In a
recent study from our laboratory~Kidd et al., 2002b!, it was
found that temporally separating the bursts in the MBD
stimulus increased thresholds considerably. Although there
were predictably large differences between subjects, Kidd
et al. found that increasing the interburst interval~IBI ! from
0 to 400 ms increased group-mean masked thresholds in an
eight-burst MBD masker by about 25 dB. The explanation
for this large effect was that increasing the IBI disrupted the
coherence of the signal tone so that it no longer perceptually
segregated from the masker bursts. ‘‘Hearing out’’ the signal
tone in the MBD stimulus subjectively seems~to us! effort-
less and the perception of an auditory stream separate from
the masker is quite salient. However, it may well be that the
perceptual formation of an auditory stream requires substan-
tial allocation of attentional resources which appears to be an
important factor in holding the binaural channels separate.

In Brungart and Simpson’s~2002! work, one piece of
evidence that the masking that occurred was informational
masking is that a high proportion of the errors made in the
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speech recognition task actually were confusions with the
masker. That is, the colors and numbers that were errone-
ously reported by the subjects were those from the masker
sentences and were not random as might be expected if the
subjects were guessing. In the case where there were two
speech maskers—one ipsilateral and one contralateral—
Brungart and Simpson found the great majority of confu-
sions came from the ipsilateral masker sentences and not the
contralateral masker sentences. They interpreted that result
as indicating that the failure in the segregation task was in
the ipsilateral ear. Our results do not really permit a similar
determination of a presumed failure of segregation in one ear
or the other. We have interpreted the lesser amount of mask-
ing found for the MBD masker compared to a single-burst
masker~one random draw of frequencies played as a single
burst in the observation interval; e.g., Neff and Green, 1987!
as being a result of the segregation of the constant-frequency
signal from the randomly varying masker~Kidd et al., 1994,
2002b!. So, the argument could be made that, analogous to
the conclusion reached by Brungart and Simpson for their
stimuli, the contralateral masking effect found for ipsilateral-
MBD/contralateral-MBS was due primarily to a failure to
segregate the signal from the MBD masker in the ipsilateral
ear. However, we should point out that, as shown in Fig. 5,
the significant correlation between the ipsilateral-MBS
thresholds and the ipsilateral-MBD/contralateral-MBS
thresholds strongly suggest that it was the MBS masker that
was responsible for the informational masking that was ob-
served regardless of the ear to which it was presented. Thus,
we cannot rule out the possibility that the ipsilateral-MBD
masker simply allowed the contralateral-MBS masker to be
‘‘mixed’’ in the higher level representation of the stimulus.

A final point concerns speculation about the extent to
which the breakdown in channel separation found here and
in Brungart and Simpson’s work happens when sounds are
played in real rooms rather than through headphones. It is
probably accurate to conclude that binaural channel separa-
tion is neither a complete nor a natural condition of hearing.
We do not have ‘‘earlids’’ that allow us to block acoustic
input to one channel as eyelids block optical input to the
visual system. In addition to the work here and that of Brun-
gart and Simpson~2002!, there are other examples of in-
stances where binaural channel separation fails. The study by
Conway et al. ~2001! discussed above regarding perfor-
mance deficits occurring for an attended ear due to presenta-
tion of inherently interesting information in the contralateral
unattended ear is one such example. Another example was
reported by Heller and Trahiotis~1995!. In their study, four
noise bursts were presented in sequence to one ear of the
listener. Three of the bursts were identical while one of the
two middle bursts was a different sample with the task being
to choose which of the two middle samples was different. As
has been shown previously, discriminability of different
noise bursts can be quite good for certain combinations of
noise bandwidth and duration~e.g., Hanna, 1984!. Compared
to this monaural condition, however, Heller and Trahiotis
found that presentation of uncorrelated synchronous noise
bursts to the contralateral ear could greatly decrease dis-
crimination performance. The implication is that, despite the

fact that it would be of great benefit for the listener to ignore
the ear contralateral to the test stimuli, the listeners were
unable to do so.

Normally, binaural information is combined in useful
ways to locate images in the environment providing spatial
‘‘markers’’ for the focus of attention or, perhaps, to ‘‘null
out’’ locations to which we do not wish to attend~e.g.,
Durlach et al., 2003a; also, related work by Arbogast and
Kidd, 2000; Kiddet al., 1998!. Although we cannot be cer-
tain, the current results imply that the direction-dependent
attenuation of unwanted acoustic information is the complex
interaction of the difficulty in solving the task at the attended
location and the distraction caused by unwanted information
from other locations.

To summarize, the main findings of this study were the
following.

~1! On average, when the signal was played in quiet, small
shifts in detection threshold~3.5–6 dB! occurred when
any masker was presented to the contralateral ear.

~2! When the ipsilateral masker was MBS, large shifts in
group mean thresholds for detecting the signal~re: quiet
threshold! occurred that were not significantly elevated
when the MBD or BBN maskers were added to the con-
tralateral ear. Large differences in the amount of masking
were observed across subjects.

~3! When the ipsilateral masker was MBD, masked thresh-
olds were relatively low when there was no contralateral
masker and were not increased significantly by adding
the contralateral-BBN masker. However, when the ipsi-
lateral masker was MBD, adding the MBS masker con-
tralaterally significantly increased the amount of mask-
ing.

~4! There was a significant positive correlation between the
amount of masking of the signal in the ipsilateral-MBS
contralateral-NONE condition and the amount of mask-
ing of the signal in the ipsilateral-MBD contralateral-
MBS condition. This indicated that, for subjects who
tended to be susceptible to informational masking, it did
not greatly matter whether the informational masker was
presented in the same ear as the signal or in the opposite
ear as long as there was a difficult sound segregation task
in the ipsilateral ear.

~5! The effect of the contralateral masker depended on the
ipsilateral masker. Much less of an effect of the MBS
masker played contralaterally was observed when the ip-
silateral masker was Gaussian noise than when the ipsi-
lateral masker was MBD.
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The ability to discriminate between sounds with different spectral shapes was evaluated for
normal-hearing and hearing-impaired listeners. Listeners discriminated between a standard stimulus
and a signal stimulus in which half of the standard components were decreased in level and half
were increased in level. In one condition, the standard stimulus was the sum of six equal-amplitude
tones~equal-SPL!, and in another the standard stimulus was the sum of six tones at equal sensation
levelsre: audiometric thresholds for individual subjects~equal-SL!. Spectral weights were estimated
in conditions where the amplitudes of the individual tones were perturbed slightly on every
presentation. Sensitivity was similar in all conditions for normal-hearing and hearing-impaired
listeners. The presence of perturbation and equal-SL components increased thresholds for both
groups, but only small differences in weighting strategy were measured between the groups
depending on whether the equal-SPL or equal-SL condition was tested. The average data suggest
that normal-hearing listeners may rely more on the central components of the spectrum whereas
hearing-impaired listeners may have been more likely to use the edges. However, individual
weighting functions were quite variable, especially for the HI listeners, perhaps reflecting difficulty
in processing changes in spectral shape due to hearing loss. Differences in weighting strategy
without changes in sensitivity suggest that factors other than spectral weights, such as internal noise
or difficulty encoding a reference stimulus, also may dominate performance. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1553461#

PACS numbers: 43.66.Fe, 43.66.Sr, 43.66.Jh@NFV#

I. INTRODUCTION

Over the last 20 years, a number of experiments have
evaluated how the auditory system distinguishes between
sounds with different spectral shapes, or profiles~Green,
1988!. In these ‘‘profile-analysis’’ experiments the stimuli
often are the sum of tones, and a signal stimulus with a
different spectral shape is generated by altering the level of
one or more tones of a standard stimulus. Stimuli with tones
sparsely spaced in frequency are commonly used so that ex-
citation produced by one tone does not overlap greatly with
excitation produced by another~Green and Mason, 1985;
Bernstein and Green, 1987!. In profile-analysis experiments,
the overall levels of the stimuli are varied on every presen-
tation to reduce the possibility that listeners discriminate be-
tween these sounds based on a change in level of a single
stimulus component. A large range of level variation~rove!
typically is used to ensure that thresholds for changes in
spectral shape are below the prediction made if listeners
were making decisions based on the overall level of the
stimuli or the level of a single component. In the presence of
large level variation, listeners must compare levels across
frequency within each stimulus to discriminate between two
sounds with different power spectra~Green, 1988!.

Correlation methods can be used to evaluate underlying
decision strategies employed by the auditory system in dis-
criminating between sounds with differing spectral shapes.

These methods allow an experimenter to estimate the relative
importance~or relative weight! that a particular stimulus
component has on the discrimination of these sounds~e.g.,
Berg, 1989, 1990; Berg and Green, 1990; Richards and Zhu,
1994; Lutfi, 1995!. When applying these methods, an experi-
menter alters the levels of individual stimulus components
randomly and independently every time a stimulus is pre-
sented to a listener. In a two-interval forced-choice task, the
listener’s response~signal present in interval 1 or 2! can be
correlated with the level difference between the two intervals
for each stimulus component. Results from this analysis will
estimate each component’s contribution to the listener’s de-
cision and can be compared with predictions of an ideal ob-
server. In many instances, normal-hearing listeners adopt an
optimal decision strategy when discriminating between
profile-analysis stimuli~Berg and Green, 1990; Daiet al.,
1996!.

It is well established that normal-hearing listeners can
easily compare the spectral shapes of sounds under condi-
tions where the spectral shape change is not substantially
altered internally by frequency selectivity. This ability has
been tested to a much lesser extent in hearing-impaired lis-
teners. Kidd and Mason~1992! pointed out that overall level
variation potentially leads to experimental confounds when
measuring across-frequency integration in hearing-impaired
listeners. Hearing loss configurations may interact with rov-
ing levels: at low stimulus levels a sloping hearing loss acts
as a low-pass filter, resulting in a stimulus where high-
frequency components are inaudible. At high stimulus inten-
sities, recruitment in impaired ears may cause sounds to be
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uncomfortably loud. Doherty and Lutfi~1996, 1999! circum-
vented many of these experimental confounds by studying
across-frequency integration of level information in intensity
discrimination tasks. In 1996, Doherty and Lutfi asked
normal-hearing and hearing-impaired listeners to discrimi-
nate broadband intensity changes of stimuli that were the
sum of tones. Their data indicated that hearing-impaired lis-
teners relied primarily on components near the edge of their
hearing loss. Their 1999 follow-up study also supported this
conclusion.

The data obtained by Doherty and Lutfi~1996, 1999!
suggest that decision strategies can and do change with co-
chlear damage, but these conclusions are based on intensity
discrimination tasks only. Whether these results will gener-
alize to a broader range of tasks has yet to be determined.
Demands on the auditory system may be different for inten-
sity discrimination and spectral shape discrimination tasks.
For example, intensity discrimination is affected by the du-
ration of the interstimulus interval~ISI!, whereas profile-
analysis is not~Green et al., 1983!. Lentz and Richards
~1997! were unable to jointly account for broadband inten-
sity discrimination and spectral shape discrimination data us-
ing an optimal, linear model~Durlach et al., 1986!. Lentz
and Richards posited that the presence of an additional noise
source in the intensity discrimination task might account for
the sensitivity differences measured. Another possibility is
that listeners may adopt an optimal decision strategy for the
spectral shape discrimination task and a suboptimal decision
strategy in the intensity discrimination task. If decision strat-
egy alone governed performance and if the noise in the two
tasks was equal, then the condition for which the decision
strategy was less optimal would show poorer performance.
The current study will evaluate whether hearing-impaired lis-
teners adopt different decision strategies in a spectral shape
discrimination task.

Testing hearing-impaired listeners on spectral shape dis-
crimination tasks can be difficult due to the large range of
overall level variation needed to discourage intensity dis-
crimination. Kidd and Mason~1992! and Kidd and Dai
~1993! proposed a number of experimental manipulations
that might be used to reduce the range of level variation
needed. One aspect of these techniques is the use of a broad-
band spectral shape change, in which all components of a
standard sound are changed in the signal stimulus. Durlach
et al. ~1986! also suggested that sensitivity would be greatly
improved over the traditional spectral shape discrimination
task with a single tone by using a signal stimulus generated
by increasing the level of half the components of a standard
and decreasing the level of the other half~see also Green,
1992!. Because thresholds are much lower for this stimulus
construction, experimenters can reduce the range of level
variation and still be assured that single-channel cues are
unreliable. To date, performance of hearing-impaired listen-
ers on these tasks has not been evaluated.

Lentz and Leek~2002! tested the abilities of hearing-
impaired listeners to discriminate a spectral shape change
involving a single tone added to a standard. Their experiment
extended the work of Doherty and Lutfi~1999! who evalu-
ated whether hearing-impaired listeners were able to detect

an intensity change in a single component of a multi-tone
stimulus. In the presence of level variation, Lentz and Leek
found that sensitivity was similar for normal-hearing and
hearing-impaired listeners, but large interobserver variability
was measured within both groups of listeners. Lentz and
Leek also performed a weighting analysis and found that
hearing-impaired listeners may have been more likely to
adopt suboptimal weighting schemes than normal-hearing
listeners. Their conclusion was only tentative, however, as
the authors pointed out that differences in internal noise be-
tween normal-hearing and hearing-impaired listeners might
have been involved in their results.

The current experiment was designed to examine more
closely whether hearing-impaired listeners adopt weighting
strategies similar to normal-hearing listeners in spectral
shape discrimination tasks. The experiment applies a corre-
lation technique to evaluate decision strategies for the dis-
crimination of sounds with different spectral shapes. In con-
trast to Doherty and Lutfi’s work, decision strategies
underlying spectral shape discrimination, rather than inten-
sity discrimination, are evaluated. Overall level randomiza-
tion is used to reduce single-channel intensity cues, and
hearing-impaired and normal-hearing listeners are tested at
the same stimulus levels. To evaluate the possible contribu-
tion of sloping hearing loss on spectral shape discrimination,
both normal-hearing and hearing-impaired listeners are
tested in two conditions: in one, the standard stimulus is the
sum of equal-amplitude tones and, in the other, the standard
stimulus is the sum of tones adjusted to compensate for a
listener’s audiometric thresholds. In both conditions, thresh-
olds and weighting functions are compared between normal-
hearing and hearing-impaired listeners to evaluate whether
hearing loss leads to a diminished ability to distinguish be-
tween sounds with different spectral shapes. For an ideal
decision rule, sensitivity and weighting functions should be
unaffected by the base stimulus level configuration~see
Durlachet al., 1986!.

II. METHODS

A. Observer characteristics

Five normal-hearing listeners~NH1–5!, ranging in age
from 29 to 55 years, and five hearing-impaired listeners
~HI1–5!, ranging from 60 to 71 years, participated. Hearing
losses were moderate and bilateral; the site of lesion was
presumed to have cochlear origin based on air- and bone-
conduction thresholds and normal results on immitance au-
diometry. Normal-hearing listeners had pure tone audiomet-
ric thresholds within 20 dB of the 1989 ANSI standard
between 250 and 4000 Hz. Hearing-impaired listeners were
selected to have a pure tone average threshold at 2 and 4 kHz
greater than 35 dB HL. For normal-hearing listeners, the
right ear always was tested. For the hearing-impaired listen-
ers, the ear with lower audiometric thresholds was the test
ear. The audiometric configurations for all listeners are re-
ported in Table I. All observers, except HI5, had prior expe-
rience with psychoacoustic experiments, including NH1,
who is the first author. One additional hearing-impaired lis-
tener enrolled in the study but did not finish. This listener
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was unable to achieve asymptotic performance on all condi-
tions due to the presence of overall level variation.

B. Stimuli

Stimuli were the sum of six tones ranging from 200 to
3000 Hz spaced equidistantly on a logarithmic scale. The
ratio between adjacent tones was 1.72. Each time the stimuli
were presented, the starting phase of each tone was selected
randomly from a uniform distribution ranging from 0 to 2p
rad. The stimuli were generated digitally, played by a two-
channel 16-bit digital-to-analog converter~DAC, TDT DD1!
at a sampling rate of 20 kHz, low-pass filtered at 8.5 kHz
~TDT FLT3; approx. 105 dB/oct falloff with a maximum
attenuation of 65 dB!, and fed into one phone of a TDH-49
headset. The total duration of the stimuli was 300 ms, with
30-ms cosine-squared rise/decay ramps.

Throughout this experiment, three types of stimuli were
presented to the listener, reference stimuli, standard stimuli,
and signal stimuli. The reference stimulus was always pre-
sented in the first of three intervals on every trial as a re-
minder of the spectral characteristics of the stimuli. On each
trial, a comparison was made between the standard and the
signal stimuli, presented in random order in the second and
third intervals. The characteristics of the different stimulus
types are described below.

1. Reference stimuli

The reference stimulus was either the sum of equal-
amplitude tones~equal-SPL! or the sum of tones presented at
equal sensation levels~equal-SL!. For the equal-SPL shaping
type, the mean level of each tone was 90 dB SPL. Stimulus
components for the equal-SL shaping type were generated to
be approximately 20 dB SL. This was accomplished using
each listener’s audiometric thresholds converted to their SPL
values. The frequencies present in the stimuli were not iden-
tical to the frequencies tested in the audiometric evaluation,
and therefore the adjustments were obtained by linear inter-
polation of the calibration values specified by the ANSI
~1989! standard. To obtain sensation levels at 200 Hz, thresh-
olds were assumed to equal the measured audiometric
thresholds at 250 Hz. The actual amount of spectral shaping

resulting for the equal-SL stimuli was typically greater for
hearing-impaired listeners than for normal-hearing listeners
because of the audiogram configurations.

2. Standard stimuli

Standard stimuli were similar to the reference stimuli,
but could differ in overall level~due to roving overall ampli-
tudes! or in component levels in some conditions. Stimuli
were the sum of tones, having mean component levels of
either equal-amplitudes~equal-SPL! or equal sensation lev-
els ~equal-SL!, depending on the shaping type tested.

3. Signal stimuli

The signal stimulus was generated by increasing the
level of three components of the reference stimulus and de-
creasing the level of the other three components, producing a
one-step spectral shape~see Richards and Lentz, 1998!. Two
signal types were tested. In the ‘‘down–up’’ discrimination,
the signal had the three low-frequency components de-
creased in level and the three high-frequency components
increased in level. In the ‘‘up–down’’ discrimination, the
three low-frequency components were increased in level, and
the three high-frequency components were decreased in
level. Each component was altered by the same amount,DL
dB, the signal strength.

Two conditions were tested to measure overall sensitiv-
ity to changes in spectral shape and spectral weighting func-
tions. For the fixed condition, the reference, standard, and
signal stimuli were as described above. For the perturbation
condition, the standard and signal were first generated as for
the fixed condition, but on every presentation of the stimulus
the component levels were further altered by adding zero-
mean deviates drawn from a Gaussian distribution with a
standard deviation of 1.5 dB to each spectral component. To
prevent excessively high and low values, the distribution was
truncated so that no deviates exceeded 2.5 standard devia-
tions. The reference stimulus never had component-by-
component perturbation added to it. In the perturbation con-
dition, a new selection of component levels was presented to
the listener in each interval, so that the same stimulus was
not repeated. Schematics of the average long-term power
spectra for these three stimulus types in the fixed, equal-SPL
condition and perturbation, equal-SPL condition are provided
in Fig. 1. All panels show the down–up signal type. The top
panels indicate the fixed condition and the bottom panels
indicate the perturbation condition.

On every presentation of the stimuli~reference, stan-
dard, and signal!, the overall levels of the stimuli were var-
ied. The randomization was based on draws from a uniform
distribution with a 15-dB range and a 0.1-dB gradation.
Stimuli were not allowed to exceed 110 dB SPL. For the
equal-SL condition, component levels could be very low due
to level variation, component-by-component perturbation,
and addition of the signal. Audibility never was a problem,
however, as apost hocanalysis indicated that the level of
any stimulus component fell below 5 dB SL less than 0.01%
of the time and fell below 10 dB SL less than 1.5% of the
time.

TABLE I. Audiometric thresholds of test ear for normal-hearing~NH1–
NH5! and hearing-impaired listeners~HI1–HI5! ~dB HL re: ANSI, 1989!.

Observer Age Test ear

Frequency~Hz!

250 500 1000 2000 3000 4000 8000

NH1 29 R 5 10 5 15 15 0 25
NH2 46 R 5 5 5 0 0 0 15
NH3 31 R 0 0 5 5 5 0 0
NH4 42 R 5 5 5 10 10 10 25
NH5 55 R 5 5 5 10 10 10 5

HI1 65 R 55 60 65 70 70 70 60
HI2 68 R 25 30 25 20 30 65 60
HI3 67 L 30 30 50 55 60 55 70
HI4 71 L 10 15 25 35 55 50 50
HI5 60 R 30 40 40 50 50 40 45

1606 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 J. J. Lentz and M. R. Leek: Profile analysis by hearing-impaired listeners



C. Procedure

Thresholds reflecting approximately 79% correct detec-
tions were estimated using a three-down, one-up procedure
~Levitt, 1971!. Due to the complexity of the task in the per-
turbation conditions, a reference/two-alternative forced-
choice ~2AFC! task was used rather than a two-interval,
2AFC task. Every trial consisted of three intervals. The first
interval was the reference stimulus. The second and third
intervals contained stimuli that were either signal or standard
stimuli chosen randomly. Listeners indicated whether the sig-
nal stimulus was presented in interval 2 or interval 3. Note
that the listeners could not simply choose the interval of the
three that sounded ‘‘different’’ because none of the three was
exactly the same within a trial.

Two threshold tracks were interleaved within a block of
trials, one for the fixed condition and one for the perturbation
condition. Whether a trial was fixed or perturbation was cho-
sen at random with equal probability. At the beginning of
each track, the mean level of the signal was set to 2–3 dB
above each listener’s final estimated threshold for the fixed
condition. The initial step size of the tracking procedure was
0.5 dB, and after three reversals the step size was reduced to
0.2 or 0.3 dB.1 Thresholds were estimated with 50 trials in
each track. The mean signal level at the last even number of
reversal points, excluding the first three, was taken as thresh-
old for each track. Twelve such thresholds were measured for
each condition. With the first two counting as practice, ten
threshold replicates were averaged to produce the final
thresholds reported here. Tracks running to signal levels of 0
dB were encountered by a single listener, NH1, only in the
fixed, equal-SPL condition for the up–down signal type.
When a 0-dB signal level was encountered, the interval des-
ignated to contain the signal stimulus was determined arbi-
trarily. If the listener correctly guessed that interval as having
a signal, the stimulus level remained at 0 dB. No corrections
were made to the threshold estimate, which would contain
0-dB values because reversals would occur there. The track-

ing procedure did not allow the signal level to fall below 0
dB.

Data were collected using a randomized block design.
Listeners were tested first on either the equal-SPL or
equal-SL shaping type, chosen at random. Within these two
shaping types, listeners were tested on the ‘‘up–down’’ and
the ‘‘down–up’’ signals in a random order.

III. RESULTS

A. Sensitivity for normal-hearing and hearing-
impaired listeners

Thresholds were measured asDL in dB for the blocks of
trials with up–down and down–up signal types. An initial
repeated measures ANOVA indicated that there were no sta-
tistically significant effects involving signal type, so data
from these two types of signals were averaged for this analy-
sis. Figure 2 plots thresholds averaged across the five observ-
ers in each group as a function of shaping type~equal-SPL or
equal-SL! for the fixed and perturbation conditions. Data
from normal-hearing listeners are shown as the unfilled bars,
and data from hearing-impaired listeners are shown as the
hatched bars. Error bars indicate standard errors of the mean
across subjects.

A repeated measures ANOVA with one between-subject
factor ~group membership! and two within-subject factors
~shaping type and perturbation/fixed condition! was carried
out on the thresholds. Thresholds in the perturbation condi-
tions were higher than thresholds in the fixed conditions by
approximately 0.38 dB@F(1,8)520.8; p,0.005#. Perturba-
tion increased thresholds by 0.38 and 0.37 dB for the
normal-hearing and hearing-impaired listeners, respectively.
This increase in threshold under amplitude perturbation has
been reported previously, as the uncertainty in the task is
greater~Berg and Green, 1990; Kiddet al., 1991; Lentz and
Richards, 1998!. Spectral shaping also significantly affected
sensitivity, with thresholds higher by 0.30 dB for the

FIG. 1. Sample power spectra for stimuli for an experimental trial for the down–up signal type are shown. The upper and lower panels show fixed and
perturbation stimuli, respectively.
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equal-SL shaping type than for equal-SPL@F(1,8)56.3; p
,0.04#. Again, similar decreases in performance were ob-
tained in both groups of listeners. Thresholds differed by
0.27 dB for the normal-hearing listeners and by 0.33 dB for
the hearing-impaired listeners.

In Fig. 2, the hatched bars are always higher than the
unfilled bars, suggesting that sensitivity is slightly poorer for
the hearing-impaired listeners. On average, hearing-impaired
thresholds are 0.27 dB higher than normal-hearing thresh-
olds. However, the effect of group membership was not sta-
tistically significant @F(1,8)50.4; p50.53#, nor was this
factor involved in any significant interaction. Sensitivity to
changes in spectral shape was very similar for normal-
hearing and hearing-impaired listeners, and the different ex-
perimental manipulations affected thresholds similarly for
both groups. This finding suggests some similarities in
across-frequency spectral processing for normal-hearing and
hearing-impaired listeners.

In general, these thresholds are somewhat higher than
reported in other studies. Richards and Lentz~1998! esti-
mated the 79% correct detection threshold in a condition
similar to the fixed, equal-SPL condition. In their study, lis-
teners discriminated between an equal-amplitude multi-tone
stimulus and a signal stimulus where half of the stimulus
components were decreased in level and the other half were
increased in level, resembling our up–down signal stimulus.
The stimuli used by Richards and Lentz~1998! had four and
eight components, whereas the current stimuli had six. In sig
re stan in dB units@20 log(DA/A); A is the amplitude of a
standard component;DA is the change in amplitude pro-
duced by the signal component# Richards and Lentz mea-
sured thresholds of approximately213 and217 dB for the
four- and eight-component stimuli, respectively. These val-
ues are equivalent toDL ’s of 1.75 and 1.15 dB. The present
thresholds of 1.79 dB for the normal-hearing listeners and
2.07 dB for the hearing-impaired listeners are only slightly
poorer than those of Richards and Lentz~1998! and may be
due to less practice given to our listeners. Further, the inter-

leaving of fixed and perturbation tracks, increasing the un-
certainty, may have increased thresholds in the fixed condi-
tions.

One goal of the current experiment was to test whether
hearing-impaired and normal-hearing listeners have similar
sensitivity to changes in the spectral shape of sounds. In
order to ensure that listeners were comparing levels across
frequency, level variation was included to limit the reliability
of a single-channel intensity cue. If listeners based their de-
cisions on the overall level of the stimulus or on the change
in level of a single stimulus component, performance would
be relatively poor as the level randomization would make
changes in stimulus intensity unreliable. For the 15-dB rove
used here, an ideal observer that used a single stimulus com-
ponent to make discriminations would have a threshold of
5.28 dB in the fixed conditions~see Green, 1988!. Thresh-
olds obtained for all observers were well below this level,
indicating that listeners were using level comparisons of at
least two components to distinguish between the standard
and the signal.

B. Spectral weighting functions

A weighting analysis describing the relative contribution
of each component to a decision statistic was carried out
using methods similar to those described by Richards and
Zhu ~1994! and Lutfi ~1995!, based on data obtained in the
perturbation condition. Stimulus characteristics and re-
sponses for the individual trials of the last ten tracks of each
subject ~500 trials per subject! were used for the analysis
which was carried out separately for each frequency compo-
nent. For each trial, the level difference in dB between inter-
val 2 and interval 3 was determined for each component. The
500 trials then were divided randomly into ten subgroups
with 50 discriminations each. For all subgroups, the point
biserial correlation coefficient between the level differences
and the responses was computed, so that the final correlation
coefficients presented here represent the average of ten esti-
mates for each. Eight functions result: two equal-SPL func-
tions ~one for up–down and one for down–up signal types!
and two equal-SL functions~up–down and down–up! for
normal-hearing and hearing-impaired listeners each. Recall
that for an ideal decision rule, weighting functions should be
equal for equal-SPL and equal-SL shaping types.

Figure 3 indicates weighting functions averaged across
listeners to emphasize general trends in the data. Individual
weighting functions are plotted in Figs. 4~NH data! and 5
~HI data!. To allow for ease in comparing the effects of ex-
perimental variables on the weights, they axis for the up–
down signal type has been inverted in all the figures. Under
ideal decision theory, then, the low-frequency weights should
fall below the zero-crossing and the high-frequency weights
should be above the zero-crossing. In all three figures, filled
and unfilled symbols denote data obtained for the equal-SPL
and the equal-SL stimulus shapes, respectively. In Fig. 5, the
audiometric data for each listener are plotted with the
weighting functions. The averaged data will be discussed
first, and a discussion of the individual data will follow.

Figure 3 plots data for normal-hearing listeners in the
upper panels~triangular symbols!, and data for the hearing-

FIG. 2. Averaged thresholds collapsed for down–up and up–down stimuli
are plotted for the fixed/equal-SPL, fixed/equal-SL, perturbation/equal-SPL,
and perturbation/equal-SL conditions. Unfilled bars denote data for normal-
hearing listeners and hatched bars denote data for hearing-impaired listen-
ers. Error bars indicate standard errors of the means.
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impaired listeners in the lower panels~circular symbols!. The
different signal types are shown in the left and right panels,
with down–up in the left panels and up–down in the right
panels. The ordinate for the right panels has been inverted.
Error bars are the standard errors of the mean across the five
listeners. The optimal weighting schemes, within a constant
of proportionality, are plotted as the dashed lines in each
panel.

Green~1992! derived the optimal weights for the type of
stimulus construction used here, where the signal was gener-
ated by increasing and decreasing the levels of half of the
standard stimulus components by the same amount. An opti-
mal decision strategy would assign equal-magnitude nega-
tive weights to the components which had decreased levels
from signal to standard and would assign equal-magnitude
positive weights to the components which had their levels
increased. Positive weights indicate that a listener tended to
respond ‘‘signal’’ when the level difference of a particular
component was high. Negative weights reflect a response of
‘‘signal’’ for components having large, negative level differ-
ences. Thus, it is expected that the down–up functions would
show negative weights for the low-frequencies and positive
weights for the high frequencies. The opposite pattern should
be seen for the up–down signal type.

For all conditions tested, there is a strong relationship
between correlation coefficient and component frequency.
The averaged data resemble the optimal weighting strategy
somewhat, although some deviations are apparent. Note that
any excursions from equal-magnitude correlations may be
considered suboptimal. The average correlation coefficients
~weights! have signs appropriate to the optimal weighting
strategy. As expected, for the down–up signal types, the low-
frequency components have negative weights, and the high-
frequency components have positive weights. The opposite

trend is true for the up–down signal types, where low-
frequency components have positive weights, and high-
frequency components have negative weights. Neither group
of listeners adopted a strategy in which all components had
weights of the same magnitude.

In the normal-hearing data~upper panels!, all compo-
nents were not given equal weight, but the weights had the
same sign as the optimal predictions. Weights of large mag-
nitude were obtained for the two mid-frequency components
and somewhat lower weights for the other components. This
finding is most pronounced for the down–up signal type, and
two exceptions to this result are noted for the up–down sig-
nal type. A large weight is measured for the lowest-frequency
component in the up–down, equal-SL condition, and a large
weight is assigned to the highest-frequency component for
the up–down, equal-SPL condition. To some extent, on av-
erage, normal-hearing listeners may have relied more on the
mid-frequency components to distinguish the signal from the
standard stimulus. Hearing-impaired listeners’ weighting
strategies also tended to follow the optimal weighting strat-
egy in that the correlation coefficients had the same sign as
the optimal prediction. However, they do not show the reli-
ance on the middle-two components that was evident in the
normal-hearing data. Their equal-SL data show greater
weights at the edges of the spectrum. To a lesser extent the
equal-SPL data show this result for the up–down signal type
but not for the down–up signal type.

The plots of the individual data allow a more thorough
evaluation of the differences in weighting functions that are
present across listeners. First, consider the normal-hearing
data in Fig. 4. Within a single observer, filled and unfilled
symbols somewhat overlap, indicating that the weighting
functions are very similar for equal-SPL and equal-SL. Func-
tions also tend to have similar shapes between up–down and

FIG. 3. Correlation coefficients aver-
aged across listeners and signal types
are plotted as a function of component
frequency. Data from normal-hearing
listeners are plotted in the upper pan-
els~triangular symbols!, and data from
hearing-impaired listeners are plotted
in the lower panels~circular symbols!.
Left and right panels indicate data for
down–up and up–down signal types.
The ordinate on the right panels has
been inverted. In each panel, filled and
unfilled symbols denote equal-SPL
and equal-SL shaping types, respec-
tively. Error bars indicate standard er-
rors of the mean across five observers.
The dashed line indicates the optimal
weighting strategy within a constant of
proportionality.
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down–up signal types. In one example, the data of NH2
indicate a high degree of similarity for all weighting func-
tions. In general, NH2 does not emphasize the two middle
components of the stimulus. Rather, NH2 emphasizes the
edge components, in contrast with the main trend evident in
the averaged data. NH1 and NH4 also exhibit similarity in
patterns of weights across frequency. In all conditions, their
data indicate that the two central components have the great-

est weight. NH3 and NH5 show somewhat more variability
than the other three NH listeners across the different stimulus
conditions. Variability between the down–up~left panels!
and up–down~right panels! signal types is more pronounced
than differences between equal-SPL~filled symbols! and
equal-SL~unfilled symbols! shaping types. Individually, lis-
teners tend to have very similar weighting functions for
equal-SPL and equal-SL, especially in the down–up condi-

FIG. 4. Individual weighting functions
for normal-hearing listeners are pre-
sented. Left panels indicate down–up
data, and right panels indicate up–
down data. Filled and unfilled symbols
reflect equal-SPL and equal-SL data.
Error bars are the standard errors of
the mean across ten correlation coeffi-
cient estimates.
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tions. Conclusions made from the averaged functions are
tempered by the individual data somewhat as not all NH
listeners obtained weighting functions consistent with the av-
erage.

Data obtained from the hearing-impaired listeners~Fig.
5! show even greater variability across conditions. Depend-
ing on the stimulus condition tested, the listener may adopt a
weighting strategy that is very different from the strategies

adopted in other conditions. A substantial difference between
the HI data and those of the NH listeners is that the filled and
unfilled symbols generally do not overlap, as was seen in
Fig. 4. Large differences between the up–down and
down–up conditions also are present. For example, in the
down–up conditions HI2 tends to give the greatest weight to
the lowest-frequency component in the equal-SL condition
and relies the most on the fifth component in the equal-SPL

FIG. 5. The format is the same as Fig.
4, only here hearing-impaired data are
plotted. Audiograms are plotted in the
insets of the right panels. The abscissa
on those panels is frequency in Hertz,
and the ordinate is dB HL.

1611J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 J. J. Lentz and M. R. Leek: Profile analysis by hearing-impaired listeners



condition. In the up–down conditions, HI2 still uses the
lowest-frequency component to the greatest extent, but the
fourth and fifth components have the greatest weights for the
equal-SPL condition. In a second example, HI4 utilizes dif-
ferent components to different degrees for all experimental
conditions. His equal-SPL, down–up data show reliance on
the third and fourth components, whereas his equal-SL,
down–up data show reliance on the edge components. His
up–down data have a different pattern, with all components
having a more equal contribution to the decision, but at times
the sign of the weight is not as predicted. For example, the
first component for the equal-SPL, up–down data should
have a positive sign, but the sign is negative. The compo-
nents given the most weight by the hearing-impaired listen-
ers vary across listeners and across conditions. A listener
who shows an emphasis on the edges in one spectral weight-
ing function ~e.g., HI3, equal-SL! does not necessarily rely
on the spectral edges for all conditions~HI3, equal-SPL!.
The substantial variability across listeners and conditions
makes further comparisons with the conclusions of Doherty
and Lutfi ~1996!, who found enhanced weights at the
‘‘edges’’ of listeners’ hearing losses, difficult.

Applying statistics to analyze trends in the data leads to
the expectation that the effects of interest will occur in the
form of interactions, rather than as main effects. This result
is anticipated because the correlation coefficients are, in a
sense, ‘‘counterbalanced’’ across frequency. That is, each
function, when collapsed over frequency, will lead to average
correlations of zero. For example, within each weighting
function the weights across component frequency involve
three negative weights and three positive weights, which will
average to zero under ideal decision theory. Functions, when
collapsed over signal type, also should lead to average cor-
relations of zero. This expectation only holds if the adopted
decision rule is ideal. Weights summing to a value different
from zero would suggest a suboptimal decision rule. Any
significant main effects that might arise from a statistical
analysis would reflect substantial deviations from an ideal
decision rule.

In order to determine whether the weighting functions
are different depending on group membership and stimulus
type ~equal-SPL versus equal-SL!, the appropriate compari-
sons are interactions among certain experimental parameters.
If listeners adopted optimal weighting strategies, no main
effects should be significant. Additionally, any comparison
that collapses across component frequency or collapses over
signal type should not be significant. The primary interac-
tions of interest include~1! signal type3component fre-
quency to evaluate whether the weighting functions are dif-
ferent for the different signal types~up–down and down–
up!, ~2! group3signal type3component frequency to
determine whether the weighting functions differ depending
on group membership,~3! stimulus shape3signal type
3component frequency to evaluate whether the weighting
functions are different for equal-SPL and equal-SL
conditions, and ~4! group3stimulus shape3signal type
3component frequency to indicate whether the two stimulus
shapes have differential effects on the weighting functions
for the two groups of listeners.

A few consequences of comparing correlation coeffi-
cients across groups and conditions are worth noting. The
magnitude of correlation coefficients is dependent on a num-
ber of external and internal parameters. First, the signal level
at discrimination threshold impacts the estimate of correla-
tion coefficient~Dai et al., 1996!. For these stimuli and de-
cision rule, larger signal levels reduce the magnitude of the
correlation coefficient. Internal parameters affecting the
magnitude of the correlation coefficient are the variances as-
sociated with internal~encoding! noise and central noise~de-
cision noise or response bias!. If the internal noise is constant
across channels, a large internal noise variance will serve to
reduce all correlation coefficients. The presence of the corre-
lated noise source~rove! has a small effect on the magnitude
of the correlation coefficient. Assuming that the variance of
internal noise does not vary across frequency, the magnitude
of all six correlation coefficients of a single function should
be affected to the same extent. In addition, the variance of
internal noise may vary across frequency, especially for lis-
teners with hearing loss, and would differentially affect cor-
relation coefficients across frequency. Different magnitudes
of correlation coefficients may result across observers and
conditions. Therefore, significant statistical effects may sim-
ply reflect differences associated with the signal level or the
presence of noise, rather than a distinctiveness of patterns of
weights across frequency.

In the past, researchers have ‘‘normalized’’ the correla-
tion coefficients to eliminate any effects of signal level~e.g.,
Berg and Green, 1990; Doherty and Lutfi, 1996!. Another
approach has been to introduce catch trials having no signal
present and analyzing the weighting functions only on the
catch trials~Dai et al., 1996!, again eliminating any effects
of signal level on correlation coefficients. Here, we have de-
cided against normalizing the correlation coefficients, as we
are interested in whether differences in processing are
present between normal-hearing and hearing-impaired listen-
ers in spectral shape discrimination tasks. These differences
may arise as differences in sensitivity~such as the threshold
measures, but also would be observed as lower magnitude of
correlation coefficients!, differences in pattern of weights
across frequency, or differences in internal/central noise
sources. Analyzing correlation coefficients may allow a more
complete examination of whether any differences in process-
ing are present. Thus, significant effects resulting from the
statistical analysis can reflect the impact of all internal and
external variables on the estimate of the correlation coeffi-
cient.

Interestingly, the ANOVA resulted in two significant
main effects: component frequency@F(5,40)53.53; p
,0.01# and signal type@F(1,8)55.79; p,0.05#. Under
ideal decision theory, neither of these main effects should be
present, as the correlation coefficients should sum to zero
due to the counterbalancing of the experimental design. This
result indicates that listeners did not adopt optimal decision
strategies. For the effect of component frequency, average
correlations tended to be nearest zero for the second and fifth
components. The standard deviations of these components
also tended to be lower than for the other components. This
result indicates that the magnitudes of correlation coefficient
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were not identical across the different stimulus conditions
~up–down/down–up and equal-SPL/equal-SL!. The signifi-
cant effect of signal type~i.e., up–down versus down–up!
suggests that correlations across frequency do not always
sum to zero.

The interaction between signal type and component fre-
quency also was significant@F(5,40)521.16; p,0.001#.
This result was expected, as different patterns of weights
should have been adopted for the down–up and up–down
signal types~see Fig. 3!. The interaction among group mem-
bership, signal type, and component frequency did not reach
significance @F(5,40)52.26; p50.067#, indicating that
weighting strategies were similar for both groups of listeners
when collapsed across stimulus shape. Two other significant
interactions are worth noting. First, the interaction among
stimulus shape, signal type, and component frequency
reached significance@F(5,40)54.88; p,0.001#. This inter-
action suggests that the weighting functions are different for
the equal-SPL and equal-SL shaping types. If listeners were
making optimal discriminations, this interaction should not
be present, as the spectral shape discrimination process
should only depend on the change in level per component
and not the base spectral shape of the stimulus~Durlach
et al., 1986; Lentz and Richards, 1997!. This interaction may
be a result of higher thresholds measured for the equal-SL
shaping type in which the higher thresholds reduce the mag-
nitude of the correlation coefficients. Finally, a significant
four-way interaction (group3stimulus shape3signal type
3component frequency;@F(5,40)53.21; p,0.02# suggests
that the weighting functions may differ across groups in
some complex way. The change in weighting functions im-
posed by the stimulus shapes and signal types is different for
hearing-impaired and normal-hearing listeners.

Because correlation coefficients have been compared,
we cannot say that the pattern of weights across frequency is
different between the two groups. The results, however, do
suggest that some aspect of spectral shape discrimination is
affected by hearing loss. For example, hearing loss may
slightly decrease spectral shape discrimination sensitivity,
thus changing the magnitude of the correlation coefficients.
Another possibility is that hearing loss may also be associ-
ated with changes in internal or central noise. Whatever the
source, differences that were not observed in the threshold
measurements arose in the weighting analysis. The patterns
of weights across frequency in Fig. 3 suggest that to some
degree, hearing-impaired listeners may use different portions
of the spectrum to make decisions about simple changes in
spectral shape.

IV. DISCUSSION

The goal of the current experiment was to determine
whether sensitivity and decision strategies were similar for
normal-hearing and hearing-impaired listeners in a profile-
analysis task. Despite large differences in the audiometric
configurations of the ten listeners in this experiment,
hearing-impaired listeners performed as well as normal-
hearing listeners when discriminating sounds with different
spectral shapes. The increase in thresholds that was mea-
sured between the perturbation and fixed conditions and be-

tween the equal-SPL and equal-SL shaping type also was
similar for both groups of listeners. These two results might
indicate that hearing-impaired listeners used a processing
scheme that was similar to that used by normal-hearing lis-
teners in this profile-analysis task. The weighting analysis,
however, suggested that similarities in thresholds may not
necessarily signify similarities in processing because
hearing-impaired listeners adopted weights different from
normal-hearing listeners, depending on whether equal-SPL
or equal-SL was tested.

The result that hearing loss does not lead to elevated
thresholds on spectral shape discrimination tasks may not
generalize to all stimuli, particularly when components are
more closely spaced in frequency than in the stimuli used
here. We were interested in evaluating decision strategies
under a condition where it was known that spectral smearing,
caused by reduced frequency selectivity, would not alter the
information that was provided to the central auditory system.
Of course, the effects of spectral smearing cannot be elimi-
nated completely, as broadband excitation is produced by
passing a stimulus through a complete auditory filter bank.
Even stimuli with widely spaced tones are subject to the
effects of reduced frequency selectivity. However, the differ-
ence in excitation patterns between the signal and standard
stimuli used here will be the same regardless of whether the
excitation patterns were generated with wider auditory filters
or not. Thus, similar amounts of information are presented to
the central auditory systems in both healthy and impaired
ears.

Past profile-analysis studies have taken a somewhat dif-
ferent approach to evaluate the role that hearing loss has on
spectral shape discrimination tasks. Summers and Leek
~1994! used stimuli with densely spaced tones but sinusoi-
dally rippled spectral envelopes of varying envelope fre-
quency and suggested that reduced frequency selectivity
could account for the differences in sensitivity between
normal-hearing and hearing-impaired listeners. Leeket al.
~1987! also argued that reduced selectivity primarily ac-
counted for poorer performance by hearing-impaired listen-
ers on a synthetic vowel-identification task. These results
imply that little functional change occurs in the auditory
pathway beyond the cochlea. The current results corroborate
these past results to some degree, because we measured no
differences in sensitivity between the two groups of listeners.
The weighting analysis, however, implicates differences in
spectral processing that do not lead to large sensitivity dif-
ferences between the two groups. The two groups of listeners
may be using different portions of the spectrum to make
decisions about the sounds presented to them. Normal-
hearing listeners possibly used the central portions of the
spectrum, whereas hearing-impaired listeners may have been
more likely to use the edges of the spectrum. Spectral smear-
ing, caused by reduced frequency selectivity in impaired
ears, may cause these listeners to direct their attention away
from the central portions of the spectrum and toward the
edges of the spectrum, even though the ‘‘information’’~or
the change in level between signal and standard stimuli! is
the same for both groups. Other factors, such as differences
in internal and/or central noise, may also be present between
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the two groups of listeners. Differences in performance that
might arise due to different weights would be difficult to
measure because all listeners adopted suboptimal weighting
strategies. Similar sensitivity across subjects in the presence
of different weighting strategies suggests that other factors,
such as additional noise or stimulus uncertainty, contribute
largely to performance.

The variability present in the weighting functions ob-
tained from the hearing-impaired listeners has implications
for the interpretation of the threshold data. Theoretically,
weights should have been the same for all conditions, with
the exception that weights for the down–up signal be the
inverse of weights for up–down. The normal-hearing listen-
ers showed some variability across the conditions, but less
than the hearing-impaired listeners. The result that each
hearing-impaired listener tended to adopt a different weight-
ing strategy across stimulus conditions suggests that cochlear
hearing loss leads to difficulty in making comparisons of
spectral shape. The variability in the measurements may re-
flect noise associated with the hearing loss, such as difficulty
encoding a reference stimulus, difficulty using a reference
stimulus, or greater variability in encoding the stimulus be-
ing presented.

A second goal of the current study was to determine
whether spectral shaping of the standard stimulus, compen-
sating for the configuration of hearing loss, would lead to
differences in performance. At the outset of the study, we had
thought that relative amplification of the high-frequency
components might lead to better thresholds for the hearing-
impaired listeners who had sloping high-frequency losses.
We also expected that sensitivity would not be affected by
spectral shaping for the normal-hearing listeners. Both of
these hypotheses were incorrect, however, as thresholds mea-
sured for the equal-SL shaping type always were higher than
thresholds for equal-SPL. One possible reason for this find-
ing in the normal-hearing listeners is that overall presenta-
tion level may affect performance. For these listeners, the
overall presentation level for equal-SL was much lower than
the presentation level for equal-SPL. Hearing-impaired lis-
teners also were tested at different overall levels between
equal-SL and equal-SPL stimuli, but the overall level of the
equal-SL stimuli varied substantially across listeners. A study
by Masonet al. ~1984! casts doubt on the possibility that
performance is affected by stimulus level. Masonet al. mea-
sured profile-analysis thresholds for a level increment to a
single tone of an equal-amplitude standard presented at 30,
40, 50, 60, and 70 dB SPL per component. They found only
small, unsystematic differences in performance at the differ-
ent stimulus levels. The reason for the elevated thresholds in
the current study is unclear, but other profile-analysis studies
have found that level comparisons across frequency are
easier when the spectral regions to be compared are rela-
tively close in level at their input. Kiddet al. ~1986! pre-
sented data in which listeners detected a level increment
added to a standard which had a ‘‘jagged’’ spectral shape.
The levels of the components were chosen randomly, but
unlike the perturbation condition, the levels were fixed
across all stimulus presentations. Kiddet al. ~1986! showed
that thresholds increased as the standard deviation of the

fixed-amplitude change was increased~see also Lentz and
Richards, 1998!. These results emphasize that the auditory
system does not perform as an optimal detector. If listeners
adopted the optimal weighting strategy, then sensitivity
should only depend on the change in level per component
~e.g., Durlachet al., 1986! and be independent of any spec-
tral variations in the standard. In cases where the standard
has large level changes across the spectrum, listeners may
have difficulty encoding a long-term reference stimulus for
spectral comparisons. Hearing-impaired listeners showed the
same effect as normal-hearing listeners, in that thresholds
were higher for the equal-SL shaping type. Shaping the
stimulus to accommodate their hearing losses did not provide
additional assistance to these listeners on this task. Their
thresholds probably are elevated for the same reason as the
normal-hearing listeners, i.e., large changes in level across
the stimulus spectrum lead to difficulties in comparing spec-
tral shapes.

The weighting analysis was intended to support conclu-
sions based on the threshold analysis and also was used to
identify differences in decision strategies adopted by normal-
hearing and hearing-impaired listeners in spectral shape dis-
crimination. One primary aspect of the weighting data was
that neither group of listeners adopted weighting strategies
that were optimal. In many profile analysis studies, listeners
adopted the optimal weighting strategy~Berg and Green,
1990; Daiet al., 1996!. These studies used a spectral change
in which a single component, near the center of the spec-
trum, was altered between standard and signal stimuli. Other
studies have used more complex spectral changes and found
that listeners do not always adopt the optimal weighting
strategy. Berg and Green~1992! measured weights in a con-
dition where listeners discriminated between an eight-tone
equal-amplitude stimulus and a signal stimulus with a
‘‘rippled’’ spectral shape generated by imposing a level
change consisting of one cycle of a sine wave across the
eight components. Here, listeners did not consistently dem-
onstrate the optimal weighting strategy. When Berg and
Green~1992! tested a signal stimulus that was generated us-
ing two cycles of a sine wave, listeners had even greater
difficulty adopting optimal weighting strategies. Matiasek
and Richards~1999! used a stimulus set in which every com-
ponent of an equal-amplitude, multi-tone standard was
changed by alternately increasing and decreasing every other
stimulus component. In almost all instances, their listeners
did not adopt optimal weighting strategies.

One question to ask, then, is whether the weighting
functions of hearing-impaired listeners are more or less dif-
ferent from the optimal weighting strategy than normal-
hearing listeners and whether this difference is more pro-
nounced in either the equal-SPL or the equal-SL shaping
type ~i.e., to explore the four-way interaction found in the
weighting data!. This analysis also allows a test of whether
the differences in sensitivity between equal-SPL and
equal-SL are due to adoption of less optimal weighting strat-
egies for the equal-SL shaping type. To determine how opti-
mal a particular weighting scheme was, we used an effi-
ciency analysis as proposed by Berg~1990!. The efficiency
analysis was applied to normalized data, in which each func-
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tion was scaled so that the correlation coefficient having the
largest magnitude was assigned a value of 1.0 or21.0, de-
pending on its original sign. Efficiency,hwgt5(dwgt8 /dopt8 )2,
was calculated using the optimal and obtained weights. The
equation for d8 is (aiDm i /A(ai

2s i
2, where ai are the

weights for each channel,i; Dm i are the signal levels applied
to each component; ands i

2 is the variance of an internal
noise distribution~Berg, 1990!. For the efficiency analysis,
s i was assumed to be equal for alli. The efficiency values
are listed in Table II. An efficiency of 1.0 would indicate that
the listener adopted the optimal weighting strategy, and the
lower the efficiency, the greater the deviation from the opti-
mal weighting strategy. A repeated-measures ANOVA indi-
cates no significant effects of the experimental variables on
efficiency.

Average efficiencies are very similar for the equal-SL
(hwgt50.54) and equal-SPL (hwgt50.58) shaping type. This
result suggests that listeners were not more likely to adopt
suboptimal weighting schemes for equal-SL. The result that
efficiencies do not differ between equal-SPL and equal-SL
suggests that the sensitivity data in Fig. 2 are not due to
listeners adopting suboptimal weighting schemes for the
equal-SL shaping type. A more likely interpretation, then, is
that thresholds might be elevated due to more uncertainty in
the task or more difficulty in encoding the reference stimu-
lus. This result also indicates that weighting strategy alone
does not govern performance on this task. A negative corre-
lation between thresholds and efficiency (r520.28) indi-
cates that as thresholds increase, efficiency tends to decrease.
This correlation suggests that deviation from optimal weight-
ing strategies can lead to increased thresholds. On average,
efficiencies were similar for normal-hearing and hearing-
impaired listeners (hwgt50.56 for both groups!, but large
variability in efficiencies was present across listeners.
Normal-hearing listeners have efficiencies ranging from 0.14
to 0.97, and hearing-impaired listeners’ range from 0.05 to
0.95.

Overall, the efficiency results suggest that whatever dif-
ferences are present between these two groups, hearing-
impaired listeners do not appear to adopt weighting strate-
gies that are less optimal than normal-hearing listeners.
Doherty and Lutfi~1996! also showed that weighting effi-
ciencies were not different between the two groups of listen-
ers. Yet, their data revealed differences in the weighting
functions between the two groups, and the authors suggested

that hearing-impaired listeners tended to give the greatest
weight to frequency components near the edge of their hear-
ing loss. Our results agree with the findings that hearing-
impaired listeners may not adopt the same weighting strategy
as normal-hearing listeners, but our data cannot speak to the
suggestion that listeners rely on frequency components near
the edges of their hearing loss. A large difference between
the study by Doherty and Lutfi and the current study is that
the listeners tested by Doherty and Lutfi all had a substantial
edge to their hearing losses. In this study, only listeners
HI2–4 had edges to their hearing losses, and the edges were
not as pronounced as in the listeners of Doherty and Lutfi.
For this reason, we cannot evaluate whether listeners rely
more on the edges of their hearing loss in this spectral shape
discrimination task.

V. SUMMARY AND CONCLUSIONS

Normal-hearing and hearing-impaired listeners showed
similar sensitivity on a spectral shape discrimination task.
The stimuli were constructed so that limitations in audibility
were not factors in this experiment and so that the ‘‘informa-
tion’’ between signal and standard stimuli was similar for the
two groups of listeners. Differences were measured in the
weighting functions between normal-hearing and hearing-
impaired listeners, but these differences did not lead to
poorer sensitivity for one group over the other. In fact, both
normal-hearing and hearing-impaired listeners appeared to
adopt suboptimal weighting schemes, and some differences
were measured in the weighting functions between the two
groups. These differences were manifested in the way in
which the weighting functions changed, depending on
whether the tones in the stimuli were presented at equal sen-
sation levels or equal sound pressure levels.

Compensating for a listener’s hearing loss by using a
stimulus made of tones presented at equal sensation levels
led to more difficulty in detecting a change in spectral shape
for both groups of listeners. Contrary to our expectation, the
amplification of components in the region of a listener’s
hearing loss with respect to other components did not im-
prove performance. It may be that listeners are better at dis-
criminating spectral shape changes when the sound pressure
levels of the tones are similar and that listeners had more
difficulty forming a long-term standard for the equal-SL
shaping type. If poorer performance with relative amplifica-

TABLE II. Weighting efficiency values,hwgt , for normal-hearing~NH! and hearing-impaired~HI! observers
for the different shaping types~equal-SPL and equal-SL! and different signal types~down–up and up–down!.

Observer
no.

NH HI

Equal-SPL Equal-SL Equal-SPL Equal-SL

down–up up–down down–up up–down down–up up–down down–up up–down

1 0.30 0.54 0.30 0.56 0.88 0.54 0.48 0.05
2 0.76 0.79 0.62 0.59 0.83 0.87 0.49 0.39
3 0.61 0.44 0.97 0.14 0.84 0.65 0.50 0.95
4 0.45 0.29 0.55 0.50 0.52 0.18 0.59 0.59
5 0.81 0.66 0.60 0.68 0.08 0.49 0.54 0.64

AVG 0.59 0.54 0.61 0.50 0.63 0.55 0.54 0.53
~std error! ~0.09! ~0.09! ~0.11! ~0.09! ~0.15! ~0.11! ~0.03! ~0.15!
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tion that is not uniform across frequency generalizes to more
complex stimuli, there may be broad implications for char-
acteristics of amplification provided to hearing-impaired lis-
teners. In some instances, normal-hearing listeners used the
central portion of the spectrum to make discriminations,
which is the frequency location where the largest change in
level occurred between adjacent stimulus components.
Hearing-impaired listeners, however, did not show this em-
phasis on the central components and at times may have used
the edges of the spectrum to a greater degree. One possible
explanation for this result is that the spectral smearing result-
ing from hearing loss may lead listeners to divert their atten-
tion to the edges of the spectrum. However, listeners with
hearing loss showed substantial variability across conditions,
and no one listener used the edges of the spectrum for all
conditions. The variability suggests that hearing loss leads to
difficulty in the encoding of stimuli and storing/recalling the
references that are needed to discriminate between sounds
with different spectral shapes.

These results, in conjunction with those of Doherty and
Lutfi ~1996, 1999!, suggest that cochlear damage can lead to
differences in the manner in which information is compared
and integrated across frequency. Large differences in opti-
mality of the weighting functions were measured across lis-
teners, however, suggesting that performance on these tasks
is not primarily governed by the weighting strategy. The
adoption of different weighting strategies by the two groups
of listeners may not be of primary importance in simple tasks
such as these. It remains to be seen, however, whether alter-
ations in these more central processes lead to differences in
the way more complex sounds, such as speech and music,
are perceived by listeners with cochlear hearing loss.
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Five bilateral cochlear implant users were tested for their localization abilities and speech
understanding in noise, for both monaural and binaural listening conditions. They also participated
in lateralization tasks to assess the impact of variations in interaural time delays~ITDs! and
interaural level differences~ILDs! for electrical pulse trains under direct computer control. The
localization task used pink noise bursts presented from an eight-loudspeaker array spanning an arc
of approximately 108° in front of the listeners at ear level~0-degree elevation!. Subjects showed
large benefits from bilateral device use compared to either side alone. Typical root-mean-square
~rms! averaged errors across all eight loudspeakers in the array were about 10° for bilateral device
use and ranged from 20° to 60° using either ear alone. Speech reception thresholds~SRTs! were
measured for sentences presented from directly in front of the listeners~0°! in spectrally matching
speech-weighted noise at either 0°,190° or 290° for four subjects out of five tested who could
perform the task. For noise to either side, bilateral device use showed a substantial benefit over
unilateral device use when noise was ipsilateral to the unilateral device. This was primarily because
of monaural head-shadow effects, which resulted in robust SRT improvements (P,0.001) of about
4 to 5 dB when ipsilateral and contralateral noise positions were compared. The additional benefit
of using both ears compared to the shadowed ear~i.e., binaural unmasking! was only 1 or 2 dB and
less robust (P50.04). Results from the lateralization studies showed consistently good sensitivity
to ILDs; better than the smallest level adjustment available in the implants~0.17 dB! for some
subjects. Sensitivity to ITDs was moderate on the other hand, typically of the order of 100ms. ITD
sensitivity deteriorated rapidly when stimulation rates for unmodulated pulse-trains increased above
a few hundred Hz but at 800 pps showed sensitivity comparable to 50-pps pulse-trains when a
50-Hz modulation was applied. In our opinion, these results clearly demonstrate important benefits
are available from bilateral implantation, both for localizing sounds~in quiet! and for listening in
noise when signal and noise sources are spatially separated. The data do indicate, however, that
effects of interaural timing cues are weaker than those from interaural level cues and according to
our psychophysical findings rely on the availability of low-rate information below a few hundred
Hz. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1539520#

PACS numbers: 43.66.Pn, 43.66.Ts@LRB#

I. INTRODUCTION

For normal-hearing listeners, speech is often easier to
understand in noise and sounds are easier to localize using
two ears rather than one~e.g., Carhart, 1965; Dirks and Wil-
son, 1969; Hirsch, 1950; Licklider, 1948; MacKeith and
Coles, 1971; Peissig and Kollmeier, 1997; Hawleyet al.,
1999!. When speech and noise are spatially separated, differ-
ent signal-to-noise ratios~S/N! result at the two ears because
of the monaural head-shadow for each ear. The listener can
take advantage of this by attending to the ear with the better
S/N. In addition, binaural unmasking benefits~sometimes re-
ferred to as squelch! are available from the comparison of
information at both ears. It is also the use of information
from both ears, in particular the comparison of interaural
level differences~ILDs! and interaural time-delays~ITDs!,

that greatly facilitates localization in the horizontal plane
~Rayleigh, 1907; Stevens and Newman, 1936; Searleet al.,
1976; Hausleret al., 1983; Bronkhorst and Plomp, 1988,
1989; Wightman and Kistler, 1992!. Work in the early 1990s
by van Hoeselet al. ~1993! and van Hoesel and Clark~1995!
with two bilateral cochlear implant~CI! users showed that
these subjects could readily fuse information from two de-
vices. Although these two subjects showed poor sensitivity to
ITDs, with just noticeable differences~jnd’s! of the order of
1 ms, they showed strong effects of level variations across
the ears and experienced loudness summation effects compa-
rable to normal hearing~van Hoesel and Clark, 1997!. Com-
pared to those subjects, a case study presented by Lawson
et al. ~1998! showed considerably better ITD sensitivity
around a few hundredms and a recent progress-report from
the same laboratory shows ITD effects with cues as small as
50 ms for several bilateral CI users.1 A bilaterala!Electronic mail: r.vanh@medoto.unimelb.edu.au
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CI-user studied by Long~2000! also showed consistent lat-
eralization shifts resulting from signals with ITDs of 300ms.
Speech tests with one of the early bilaterally implanted sub-
jects studied by van Hoesel and Clark~1999! showed that the
subject was able to take advantage of the head-shadow by
attending to the ear with the better S/N for spatially sepa-
rated speech and noise. Similarly, in a more recent case study
by van Hoeselet al. ~2002!, a clear head-shadow advantage
was demonstrated but little evidence of binaural unmasking
was observed. However, the authors could not rule out the
possibility that this was because of ceiling effects resulting
from the fixed S/N levels used in their speech tests. The same
study also showed a large benefit in identifying sound-
direction with two cochlear implants compared to just one
when tested with 11 loudspeakers spanning 180° in the fron-
tal horizontal arc in an anechoic room. That benefit was rela-
tively unaffected by the variations in coding parameters the
authors tested with the subject’s sound-processor. The varia-
tions predominantly compared higher electrical stimulation
rates and filtering methods that preserved faster envelope
fluctuations than those used in the subject’s clinical device,
to test the hypothesis that better preservation of envelope-
ITDs would offer binaural advantages with the electrical
stimulation.

Further speech data and some limited localization data
with bilateral implant users have been reported recently by
Tyler et al. ~2002!, Ganz et al. ~2002!, and Müller and
Helms ~2002!. In the study by Tyleret al., data from nine
subjects were collected three months after bilateral implan-
tation. Speech-intelligibility was tested both in quiet and in
noise and the ability to discriminate a signal arriving from
45° to the left from one arriving from the right was assessed.
When the noise was separated spatially from the speech sig-
nals, the subjects showed a significant advantage from the
head-shadow but only a few of them displayed evidence of
an additional binaural benefit. Without interfering noise, a
few subjects also showed improved word-scores binaurally
compared to using either ear alone. Subjects were allowed to
adjust volume settings for subjective preference when
switching between left, right, or binaural listening. This pro-
cedure allows an assessment of how performance might be
affected if the mapping in the processor is not adjusted spe-
cifically to allow for monaural or binaural use and a volume
or sensitivity control is used instead. However, it may also
introduce uncontrolled loudness variations and potential S/N
shifts in the comparison between one and two ears if the
acoustic-to-electrical loudness-mapping gradient is not pre-
served~see van Hoeselet al., 2002!. Most subjects in the
study also showed substantially better discrimination of left
and right signals at 45° using two ears compared to just one,
although some subjects could perform the task monaurally as
well. The study was followed up one year after implantation
with measurements from the same subjects, with one addi-
tional subject included and using the same methods~Gantz
et al., 2002!. The results of the follow-up study showed com-
parable results. Mu¨ller and Helms~2002! have also reported
speech data from ten bilateral implant users. In their study,
subjects were specifically not allowed to change the levels on
the processors to compensate for loudness summation effects

when switching between monaural and binaural listening.
The results for sentences~at 0°! in noise~at 690°! and a S/N
of 10 dB again show a significant head-shadow benefit as
well as an additional benefit of using both ears over the shad-
owed one. Performance for bilateral implants for monosyl-
lables in quiet also showed improvement compared to the
better ear alone.

Unfortunately, in the speech studies described above,
benefits were recorded as percentage point increases for the
particular test materials and comparison of results across
studies is not straightforward. Furthermore, fixed signal-to-
noise ratios were used which, particularly for spatially sepa-
rated sound-sources, can easily be dominated by floor or
ceiling effects. The Tyleret al. ~2002!, Ganzet al. ~2002!,
and Müller and Helms~2002! studies also make no mention
of any acclimatization periods for new listening conditions
when swapping between binaural and monaural conditions
and it is possible that this contributes to the bilateral condi-
tion having an unfair advantage because it is the condition
that subjects use in everyday life.2 This may lead to overes-
timating binaural benefits in noise as well as in quiet. Bin-
aural loudness summation may also have affected compari-
sons between monaural and binaural performance in
different ways in these studies. Although it seems likely that,
as also mentioned in Mu¨ller and Helms~2002!, binaural
loudness summation will affect speech in quiet more than in
noise, it is not clear to us that there will be no effect in noise.
In a linear system, it is true that assuming equal impact of
summation on the signal and noise the S/N would remain
unchanged, but this is not necessarily so in an implant sys-
tem where there is a considerably more limited input dy-
namic range compared to normal hearing. Note also that all
the experiments to date have been conducted with standard
clinical sound-processing strategies, which were not devel-
oped with bilateral application in mind and may not be well
suited to preserving binaural cues.

The studies presented in this manuscript aimed to exam-
ine speech-in-noise and localization benefits available to bi-
lateral implant users by testing five subjects with a broad
range of listening tasks. A new sound-processing strategy
that aimed to better preserve fine-structure ITDs was used in
several of these tests. An improved assessment of head-
shadow and binaural unmasking contributions for speech in
noise was made by using an adaptive signal-to-noise ratio
~S/N! method to avoid ceiling and floor effects. An attempt
was made to take the effects of binaural loudness summation
and acclimatization to new listening conditions into consid-
eration. Our main motivation for eliminating loudness con-
tributions that could potentially affect intelligibility was to
try to better assess the binaural benefit that results from com-
parison of the signals at the two earsper se. Another reason
was to compare what might be clinically relevant situations;
because an implant system should be optimized for users’
comfort, we would expect that similar loudness should be
targeted irrespective of whether they are fitted unilaterally or
bilaterally. Separate maps for binaural and monaural listen-
ing were therefore used, taking care to preserve the gradient
of the acoustic-to-electrical loudness-mapping function for
the two cases. Similar localization tests were used as those
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described in van Hoeselet al. ~2002!, except now an eight-
loudspeaker array spanning 108° was used and the analysis
methods were expanded to include examination of results for
individual loudspeaker positions. Complementary psycho-
physical studies were conducted to help separate sound pro-
cessing from perceptual limitations with electrical stimula-
tion via the implant systems used by these subjects. For those
studies stimuli were generated by controlling stimulation
currents at the electrodes in each ear under direct computer
control rather than by presenting signals via sound-coding
strategies.

As a cautionary note, in the normal-hearing literature the
term ‘‘localization’’ is often reserved for experiments in
which subjects experience extracranial sound-images. Unless
stimuli are filtered by head-related transfer functions, head-
phone listening tasks usually result in percepts that are in-
tracranial instead, and usually the term lateralization is used
to describe the ‘‘sidedness’’ of the percept. For convenience,
we have adopted the term ‘‘localization’’ when discussing
implant users’ ability to identify sound-direction when actual
sound sources were external and acoustic signals were
picked up by the microphones of the subjects’ sound-
processors. In our use of the term in this paper, we do not
imply that the subjects necessarily experienced extra-cranial
sound-images. This was not explicitly tested. We have used
the term ‘‘lateralization’’ for those experiments in which
electrical stimuli were under direct computer control and the
listener was asked to make judgments about the ‘‘sidedness’’
of resulting sound-images, which were presumably intracra-
nial.

II. SUBJECTS, SOUND-PROCESSING, AND STIMULI

Five bilateral users of the Nucleus CI-24M implant sys-
tem who were implanted at the University of Iowa partici-
pated in the studies. They had received implants in both ears
in a single surgery and had used bilateral sound processors
from the outset. The implant system uses pulsatile, nonsimul-
taneous biphasic current pulses on up to 22 platinum bands,
spaced at 0.75-mm intervals along a silicone carrier placed
inside the Scala Tympani. All five participants demonstrated
a difference between ears in either length of time of deafness
before implantation, preimplantation pure-tone thresholds, or
both ~Table I!. To take part in the study, patients visited the
University Hospital in Iowa City on two occasions. On the
first visit, which typically lasted 2 to 3 days, localization and

speech-in-noise performance were tested using the clinical
sound-processors the subjects had been using for at least 12
months prior to these tests. With these processors, no attempt
had been made to compensate for any insertion offsets be-
tween the arrays in each ear and the manufacturer’s default
frequency-to-electrode maps were used. Some subjects used
two Cochlear Esprit behind-the-ear~BTE! processors, which
include directional microphones, and others used body-worn
Cochlear Sprint processors with Cochlear HS8 microphones
behind each ear. However, the differences between the two
are not important with regard to the issues discussed in this
paper. The same microphone elements~Knowles EL 7189!
are used in both and the ports are spaced such that similar
directional characteristics result. During the first visit, sub-
jects were also fitted with a new research processor
~SPEAR!3 developed at the Cooperative Research Center
~CRC! for Cochlear Implant and Hearing Aid Innovation in
Melbourne. They used this processor for 2 to 3 weeks after
which time they returned for a second visit and were re-
tested. The subjects also participated in psychophysical stud-
ies during both visits as time permitted.

Presently all commercial sound-processing strategies for
pulsatile nonsimultaneous implant systems use a bank of
band-pass filters and sample theenvelopeof the signal at the
output of each band. The rate at which that information is
sampled is sometimes referred to as the update rate. The
envelope information is then used to set stimulation levels on
corresponding electrodes at fixed stimulation rates, which
may or may not be the same as the update rate. This means
present strategies do not preserve fine-timing information in
the signals from each filter band and in fact may introduce
arbitrary fine timing cues between the ears if perceptible. The
SPEAR processor was in our studies programmed with a
new bilateral strategy developed at the CRC. This strategy,
henceforth referred to as PDT~peak derived timing!, aims to
preserve fine-structure ITD information by locating positive
peaks in the fine timing at each filter-band output and stimu-
lating the associated electrode for each band at times corre-
sponding to those peaks. In addition to the new sound-
processing approach, probably the most important difference
between the research device and the clinical sound-
processors is that the SPEAR does not use an automatic
gain-control~AGC! circuit to limit high-intensity signals.

In the PDT implementation tested in these experiments,
ten filter-bands with boundaries spaced approximately
equally on a logarithmic scale and in total spanning approxi-
mately 250–7000 Hz were used. The boundaries for the fil-
ters were the same for each ear, but the assignment to elec-
trodes was varied to compensate for insertion offsets
between the arrays in the two ears. Because x rays were not
available, the offset was estimated using a pitch-magnitude
estimation task in which subjects were required to assign
numbers to the pitch of electrodes activated in either ear in
random order.4 Stimulation levels were chosen to elicit com-
fortable loudness sensations, comparable to everyday con-
versational levels with the subjects’ sound-processors. In or-
der to save time, only every second electrode of the 22
electrodes available in each ear was included. Data were col-
lected from 20 repetitions for each electrode and results were

TABLE I. Subject details for participants in these studies. ‘‘Age’’ is age at
time of first electrical stimulation, which was at least 12 months prior to the
studies described here. ‘‘Years of deafness’’ is years from severe-profound
hearing loss in each ear until first stimulation with cochlear implants, as
assessed retrospectively by subjects.

Subject Aetiology
Age

~years!

Years of deafness

L R

A Meniere’s 59 1 2
B Meniere’s 69 25 8
C Autoimmune 36 7 18
D Unknown 59 5 5
E Meniere’s 71 0.5 0.5
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used to determine an average offset in number of electrode-
bands for comparable pitch percepts in the two ears. For
subjects A–E respectively, the average offsets and standard
deviations~s! for the ten bands tested in each ear were 0.6
~s50.5!, 1.2 ~s51.3!, 0.7 ~s51.1!, 2.5 ~s51.5!, and 0.2
~s51.1! bands. Since subjects A, C, and E showed offsets
smaller than one electrode band, no insertion offset compen-
sation was used in the PDT maps for them. This decision was
also influenced by the consideration that, given the relatively
short duration of the study, it might be advantageous to these
subjects to preserve the same relative frequency mapping in
the two ears as the clinical processors they had been using
for some time. For subjects B and D, who showed larger
pitch differences, offsets of 1 and 2 electrodes were used
respectively. In those cases, for the ear with the shallower
insertion, the ten filter-bands were assigned to ten electrodes
using every second electrode on the array starting with the
most apical one for the lowest frequency range. For the con-
tralateral ear, the same filter-bands were used but an adjust-
ment was made in the electrode assignment corresponding to
the estimated average insertion offset.

Stimulation rates with the PDT strategy were limited to
less than about 1400 Hz on any electrode to stay within the
maximal overall stimulation rate of 14.4 kHz available from
the implant hardware. If peaks occurred at the same time in
more than one filter-band, an arbitration scheme used both
amplitude and frequency information to decide which corre-
sponding electrical pulse was to be advanced or delayed
slightly to accommodate the nonsimultaneous stimulation
constraint imposed by the implant system. In developing the
PDT strategy, both mathematical models and real time analy-
sis of the actual implementation on the SPEAR were used to
verify that it does indeed preserve interaural fine-timing
fairly well, particularly for the lower filter bands that span
the important range up to about 1500 Hz. When arbitration is
required to resolve temporal clashes, pulses are predomi-
nantly shifted in higher frequency channels where fine tim-
ing ITDs are not well perceived for normal-hearing listeners.
For the lowest four channels~up to 1250 Hz! our simulations
showed that averaged across vowel, babble, random and
speech-weighted noise signals, pulses were shifted only
about 3% of the time and then only by a single sample in-
terval of about 70ms. In comparison, clinical strategies that
only extract envelopes and present that information indepen-
dently at each ear at a fixed stimulation rate can in effect
introduce much larger ‘‘fine-timing’’ ITD errors of up to half
the stimulation interval~typically of the order of 0.5 ms!.
Note that a simple modification of such systems, locking the
time of stimulation at the two ears together, does not provide
the correct fine-timing ITD coding for any signals except
those lying on the plane midway between the two ears.

Monaural thresholds~T-level! and maximal comfortable
levels ~C-level! for the PDT strategy were measured using
constant-rate electrical pulse trains representative of the ex-
pected average stimulation rates in each filter-band. These
were determined from measurements using the strategy with
speech, broadband noise, and harmonic tone complexes. For
each bilateral offset-adjusted pair, loudness at both T- and
C-levels was compared by continuously playing left and

right single-electrode stimuli in an alternating sequence. Ad-
justments were made to the T- and C-levels if discrepancies
were found between the ears. Levels for broadband stimula-
tion were subsequently checked with the processor in ‘‘live
mode’’ by presenting noise to left and right ears in an alter-
nating sequence and by questioning subjects about the ‘‘cen-
teredness’’ of their own voice.

A binaural map compensating for binaural loudness
summation was derived from the monaural maps using an
iterative approach, starting with a reduction of all electrical
T- and C-levels by about 10% of the dynamic range~in clini-
cal level units!. Adjusting both T- and C-levels by the same
amount rather than either alone was done to preserve the
gradient of the acoustic-to-electrical level-mapping function,
which for speech in noise is likely to better preserve the
same S/N for monaural and binaural listening~van Hoesel
et al., 2002!. When assessing monaural and binaural loud-
ness percepts, care was taken to~1! ensure left/right balance
for binaural listening and~2! to instruct listeners to attend to
the overall loudness in the binaural case rather than to ‘‘hear
out’’ a left or right-ear contribution. The processor was pro-
grammed so that left, right, or binaural listening could be
selected using a switch. Subjects listened to both the experi-
menter, directly in front of them, and their own voices while
switching between the three listening conditions to make
loudness comparisons. If necessary, further adjustments were
made by shifting both T- and C-levels in the maps. All sub-
jects reported a matched monaural and binaural loudness
within one or two iterations.

For the psychophysical lateralization studies, the inser-
tion offset estimated from the pitch task was used as an ap-
proximate starting point to select matched-place electrode
pairs. Place matching was then further assessed using paired
comparison of pitch to find individual bilateral electrode
pairs that were well matched. Only pairs that sounded ‘‘the
same’’ or were very difficult to discriminate were used in the
lateralization studies. Note that when activating electrodes in
the two ears, some current-spread will result and may partly
counteract the need for perfect matching of place of stimu-
lation in the two ears. Furthermore, even if exactly the same
place along the cochlea on each side is stimulated, we are
likely to obtain different neural response patterns in each ear
due to variations in, for example, neural distributions and
current flow geometries. In the lateralization experiments,
electrical stimuli were generated using direct computer-
control of the implants. With the system used, ITDs could be
controlled with better than 3-ms accuracy. Stimuli always
comprised monopolar, biphasic current-pulses with positive
and negative phases that were both 25ms in duration and
separated by an ‘‘interphase gap’’ of 20ms. Stimulation rates
were varied between 50 and 800 pps. The electrode number-
ing convention used in this manuscript is in accordance with
the clinical convention for the device, which numbers the
most basal electrode band as ‘‘1’’ and the most apical band as
‘‘22.’’ To specify left and right components of each bilateral
pair electrode numbers have been prefixed by ‘‘L’’ and ‘‘R,’’
respectively.
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III. LOCALIZATION

A. Methods

Localization abilities for the five subjects were tested
using a loudspeaker array shown schematically in Fig. 1. The
array consisted of eight loudspeakers spanning approxi-
mately the frontal 108-degree horizontal arc at 15.5-degree
intervals, and at a distance of 1.4 m from the center of the
head. The loudspeakers were numbered 1–8 from left to
right and were set up in an anechoic room. The paradigm
used was adapted from Byrneet al. ~1998!. Stimuli consisted
of a sequence of four 170-ms pink-noise bursts, including
10-ms onset and offset times, and separated by 50-ms inter-
vals. The total stimulus duration was 830 ms. Although the
subjects’ heads were not restrained, listeners were instructed
to try to keep their heads directed towards a marker placed
halfway between the two center loudspeakers. Each stimulus
was presented nominally at 65 dB SPL~measured at the
position of the listener’s head in absentia! with 64 dB ran-
dom intensity variation in the overall level for each presen-
tation. The intensity variation was used to eliminate any re-
sidual overall loudness variations between loudspeakers
~after calibration! and reduce the monaural level cue result-
ing from the head-shadow. Although the range of 8 dB is
comparable to the level differences observed for signals ar-
riving from 690° with the directional microphones used
~van Hoeselet al., 2002, Fig. 2!, on average there is still a
monaural intensity cue available. However, it was not our
intention to totally eliminate monaural cues~including spec-
tral cues!. Instead, we were more interested in comparing
monaural and binaural performance with signal cues that
might typically be available in everyday listening. The nomi-
nal level of 65 dB SPL was chosen to avoid activation of the
automatic gain control~AGC! circuits for the subjects’ clini-
cal devices. As was shown in van Hoeselet al. ~2002!,
higher levels can adversely affect localization performance
because of asymmetric activation of the AGCs, which dis-
torts ILD cues. This is not an issue with the research proces-
sor because it does not include AGC circuits.

The subjects were able to see all eight loudspeakers and
were required to indicate, after each stimulus presentation,
which loudspeaker had sounded. No repeats were allowed
and no feedback was given at any time. Each of the eight
source-locations was included once in random order within a
single block. Eleven blocks were combined in each test-
period and were presented without any pauses delineating
blocks. Data were collected from two such periods, with a

5-min break in between. Before each period, the subject was
presented with two sweeps across the eight loudspeakers,
during which the noise was presented in turn from loud-
speaker 1 through to 8. Although subjects were unaware of
the fact, the first block in each test-period was used to famil-
iarize the listener with the task so that in total 20 repeat-
presentations from each loudspeaker were included in the
analysis. Whenever subjects switched between left, right, or
binaural listening, they were engaged in casual conversation
for about 5 min to become somewhat acclimatized to the
new listening condition. For the research device, when
switching between listening conditions, the loudness map-
ping functions were adjusted by software in the processor to
compensate for binaural loudness summation. For the clini-
cal devices, no adjustments for binaural loudness summation
were made when switching between listening conditions.
Left, right, and binaural listening were tested in random or-
der across subjects using an incomplete Latin-square design.

B. Results

Figure 2 shows localization data for all five subjects.
The five graphs in each column are the results for individual
subjects. The first and second columns show the means and
standard errors for responses to stimuli presented from each
of the eight loudspeakers, with clinical and research proces-
sors, respectively. Data for both unilateral and bilateral de-
vice use are shown. The third column shows rms-errors for
responses to stimuli from each individual loudspeaker, for
binaural listening using clinical~circles! and research~tri-
angles! processors. The total rms-average errors for the en-
tire loudspeaker array are shown in Table II. Although some
differences among subjects are evident, all of them show a
clear advantage for the binaural condition compared to either
ear alone for both clinical and research processors. Typical
binaural rms errors averaged across the eight loudspeakers
were around 10° for all five subjects with either processor.
No learning effects were observed in the data when compar-
ing the performance for each of the two 11-block periods for
each listening condition. Monaural error scores were gener-
ally three to four times larger although considerable variation
is evident across subjects, and in some cases even between
ears for the same subject~subjects A and B!. The binaural
rms errors for individual loudspeakers~column 3 in Fig. 2!
often showed better performance for loudspeakers close to
the middle of the array, particularly for the research proces-
sor. The rms-averaged errors with the research processor for
just the central two loudspeakers~i.e., about68° from the
center-line! were 2.5°, 4.2°, 4.9°, 3.5°, and 11° for subjects
A–E, respectively. The best performance, averaged across
the entire array, was found for subject D using the research
processor. This subject showed an overall rms error of only
7° when all eight loudspeakers were included, and when
loudspeaker 8 was excluded, the error reduced to just 5°.5

Because this subject was quite quick in completing the task,
an additional test condition was included with the
loudspeaker-array directly behind her. The data for this test
are shown for subject D in column 2 of Fig. 2 by the addi-
tional gray symbols. The overall rms error in that case was
around 17°.

FIG. 1. Schematic diagram showing the loudspeaker array used for the
localization tests.
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C. Discussion

For all five subjects, binaural localization abilities were
clearly better than monaural abilities with the ‘‘better ear’’
~in terms of localization performance!. Binaural rms errors
averaged across all eight loudspeakers were about three
times smaller than the better ear alone. For three of the five
subjects, monaural performance in at least one ear was near
chance, which is about 50° for this test configuration. The
large improvement for bilateral device-use is evident with
both clinical and research processors. Differences in perfor-
mance between the two are minor in comparison with the
differences between unilateral and bilateral device use,
which may imply that the added interaural timing informa-

tion with the research device did not help in this task. In any
case, the comparison between devices is confounded by pro-
cessor hardware variations~such as dynamic range, inherent
noise considerations, and AGC circuitry!, differing number
of electrodes, and device listening experience. The fact that
monaural performance was always much worse than binaural
performance implies that residual overall intensity cues, after
the 8-dB random variation in presentation levels, did not
provide a robust localization cue in comparison to binaural
cues. The same is true of the monaural spectral cues in the
signals. It is interesting to note the increased variance in the
unilateral data compared to the bilateral results for either
clinical or research processors. It may be tempting to assume

FIG. 2. Localization data for all five
subjects. Columns 1 and 2 show, for
clinical and research-processors, re-
spectively, the mean results and stan-
dard errors for 20 presentations from
each loudspeaker. Left, bilateral, and
right ear data are shown by triangles,
diamonds, and squares, respectively.
In column 3, rms errors~in degrees!
for bilateral device use are shown for
each of the eight loudspeakers. The
gray symbols and lines for subject D
indicate additional test data when
loudspeakers were behind the subject.
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that this is largely because of subjects’ varied abilities to
associate monaural spectral and overall level cues with
sound direction. However, Table II shows that at least two of
these subjects~A and B! showed considerable differences in
average rms error-scores between left and right ear perfor-
mance. This implicates the salience of the cues rather than
the ability of the subjects to associate the cues with different
locations. Further studies, comparing, for example, electrode
discrimination with unilateral localization abilities, are re-
quired to explore the issue.

As with normal hearing, the gradient of the ILD and ITD
cues in the acoustic signal, as a function of angle of inci-
dence, is greatest near the midline for the directional micro-
phones used. The differences between the cues for adjacent
loudspeakers are therefore larger near the middle of the array
than near the end. Examining performance for just the two
middle loudspeakers in the array for the pink-noise bursts,
four of the five subjects showed bilateral rms-errors between
2° and 5°. This is an excellent result and implies a minimal
audible angle~MAA ! approaching that for normal-hearing
listeners, which is close to 1° for broadband stimuli~e.g.,
Perrott and Saberi, 1990!. It does not mean, however, that
these subjects necessarily had access to the same cues as
normal-hearing listeners. In the normal-hearing case the low-
frequency ITD cue, when available, causes the rms-averaged
array-error to vary fairly linearly with span. However, from
our experiments, it seems these implant-users predominantly
relied on ILD cues, which are non-monotonic beyond about
60° ~Fig. 2, van Hoeselet al., 2002!. This means we cannot
simply scale our total array rms-errors to obtain estimated
errors for alternative spans.

IV. SPEECH PERCEPTION IN NOISE

A. Methods

To assess some of the speech intelligibility benefits
available to these bilateral-implant users an adaptive speech
reception threshold~SRT! paradigm was used. The test used
BKB sentences~Bench and Bamford, 1979! presented in
broadband noise that had the same long-term spectral shape
as the sentences. Sentences were presented from a loud-
speaker directly in front of the listeners at a fixed level of 65
dB SPL~A-weighted! in a clinical sound-booth. Although the
booth was carpeted and doors and walls were paneled with
‘‘nonreflecting’’ tiles, it contained some hard reflective sur-
faces such as windows. The noise was presented either from
the same loudspeaker as the sentences~S0/N0 condition! or
else from a loudspeaker placed 90° to the left~S0/NL! or

right ~S0/NR! of the listener. After each sentence, listeners
were asked to repeat what they had understood. Each sen-
tence contained three or occasionally four key words. Sub-
jects were allowed one error in the reported key words before
the sentence was scored as incorrect. After each score, the
noise level was adjusted.6 If correct, the S/N was decreased,
whereas after each incorrect score it was increased. The step-
size used was 4 dB for the first two turning points and 2 dB
after that. The last eight turning points out of ten were aver-
aged to obtain the SRT. Because only one or two sentences in
each list contained four key words rather than three, the equi-
librium S/N was only marginally affected by the shift in
target-criterion with four key words so that the algorithm
was tracking a S/N corresponding closely to a 50% correct
criterion. The process was repeated at least twice for each
combination of ‘‘ear’’ ~left/both/right! and noise location
~NL/N0/NR!. Left, right, and binaural conditions were tested
according to a randomized Latin square design across sub-
jects. For each subject with each ‘‘ear,’’ noise locations were
similarly randomized. For each subject repeat measurements
were made by completing the entire test sequence of nine
SRT measurements in reversed order. To comply with time
restrictions, SRTs were only measured with the research pro-
cessors. As discussed in the Introduction and in Sec. I, bin-
aural loudness summation was allowed for in the processor
by including both unilateral and bilateral loudness mapping
functions. As in the localization task, when switching be-
tween left, bilateral, and right listening conditions subjects
were engaged in casual conversation for 5 min to allow brief
acclimatization to the new listening condition.

B. Results

SRT estimates for the BKB sentences in noise with the
research processor are shown for four subjects in Fig. 3~a!.
Results from subject A, who showed the worst performance
~SRTs typically between 5 and 15 dB!, were excluded be-
cause stable measurements could not be achieved. In each
plot three groups of bar graphs show, from left to right, the
SRT when noise was on the left~NL!, in front ~N0!, and on
the right~NR!, respectively. The error bars indicate the stan-
dard error for the two measurements for each condition and
are equal to zero if absent. For each noise location, results
are shown from left to right, for listening with the left ear
only ~L!, both ears~B!, and the right ear only~R!.

When both speech and noise were directly in front of the
subjects~S0/N0! there is no evidence from these data that
listening with both ears was any better than listening with the
better ear alone. The average difference for the four subjects

TABLE II. Rost-mean square localization errors~in degrees of arc! averaged across all eight loudspeakers for
left, bilateral, and right ears and for both clinical and research processors.

Subject
Left

~Clinical!
Left

~Research!
Bilateral
~Clinical!

Bilateral
~Research!

Right
~Clinical!

Right
~Research!

A 61 45 9 9 30 28
B 20 25 12 8 46 40
C 28 27 9 10 26 27
D 23 25 9 7 32 32
E 47 41 10 12 40 38
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comparing bilateral device use with the better ear was 0 dB.
When noise arrived from the left or right side, monaural
performance ipsilateral to the noise often deteriorated, con-
tralateral performance nearly always improved substantially,
and binaural performance was usually as good or better as
performance with the contralateral ear. The data for those
conditions have also been replotted in Fig. 3~b!, which shows
the differences in SRTs when noise was either on the left
~NL-N0! or right ~NR-N0! side compared to when it was in
front of the listeners. This indicates the amount of spatial
unmasking for NL and NR conditions compared to the N0
case. A negative difference indicates improved performance
and shows that when the noise was moved to the side the
subject was able to tolerate more noise~with the ear con-
tralateral to the noise or binaurally! compared to when it was
directly in front. Because the data for each subject~and each
ear! are normalized with respect to his or her corresponding
N0 condition data, they can be averaged across subjects as

shown in the rightmost set of graphs. The averaged results
show that when the noise was moved to the left side, the left
ear SRT worsened by about 1 dB, and right ear SRT im-
proved by almost 3 dB. The difference between the two ears,
resulting from monaural head-shadow effects, in this case is
about 4 dB. Binaural performance showed an additional ben-
efit ~binaural unmasking! of about 2 dB7 compared to the
right ear. When the noise was moved to the right, the right
ear SRT deteriorated by about 2 dB and the left ear improved
by about 3.5 dB. The difference between ears in this case is
about 5.5 dB. The bilateral condition showed no benefit over
the shadowed ear in this case.

C. Discussion

The SRT data show that when the noise arrived from 90°
to one side, binaural listening offered a clear head-shadow
advantage irrespective of whether the noise was on the left or
right. This is in agreement with the normal-hearing literature
~e.g., Zurek, 1993! as well as other studies with bilateral
implant users~van Hoesel and Clark, 1999; van Hoesel
et al., 2002; Tyleret al., 2002; Gantzet al., 2002 and Mu¨ller
and Helms, 2002!. For monaural listening, the data show that
the head-shadow offers an advantage only when the noise is
on the contralateral side, and can in fact be a disadvantage if
ipsilateral.8 An analysis of variance withpost-hocTukey si-
multaneous tests was applied to the data depicted in Fig.
3~a!. Results indicated that, when signal and noise were both
in front of the listeners, there were no significant differences
between left, right, or bilateral device-use. For noise on the
left or right side, the differences in means between ipsilateral
and contralateral ears~because of the monaural head-
shadow! were about 5 dB and were highly significant (P
,0.001). The benefit we might ascribe to binaural unmask-
ing when comparing binaural performance with the shad-
owed ear was less than 2 dB and was only weakly significant
(P50.04). Some of the other bilateral implant studies cited
in the Introduction of this paper also show varying evidence
that the use of two ears can result in improvements compared
to just using the ear with the better S/N but generally agree
that this benefit is less than that available from the head-
shadow. In our study, when speech and noise both arrived
from in front of the listeners, binaural performance was com-
parable to that with the better ear alone. Although the data
from Tyler et al. ~2002!, Gantzet al. ~2002!, and Müller and
Helms~2002! indicate that some subjects showed a binaural
advantage for speech in quiet or spatially coincident speech
and noise, as we have discussed in the introductory section
of the manuscript, varying methodologies may result in dif-
ferent contributions to the observed binaural benefit. In any
case, we note that for normal-hearing listeners the S0/N0
SRT benefit is only about 1 or 2 dB~e.g., Bronkhorst and
Plomp, 1989!. Note that even in our own study where we
have attempted to reduce the potential impact of listening
experience by allowing a 5-min acclimatization period when
switching to new listening conditions, we cannot be sure that
longer exposure to monaural listening would not result in
better monaural performance. If so, that would further reduce
observed binaural benefits, including our estimate of binaural
unmasking.

FIG. 3. ~a! Mean SRTs and standard error bars for four subjects with BKB
sentences in spectrally matching broadband noise. For each subject results
are shown from left to right for noise arriving from the left~NL!, front ~N0!,
and right ~NR!, respectively. For each noise position, bar graphs are for
listening with the left ear alone~L!, both ears~B!, and right ear alone~R!,
respectively.~b! Spatial unmasking data calculated by subtracting SRTs in
~a! for the N0 condition from NL and NR conditions. Individual data and
average for the four subjects included in the analysis~see text!.
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In the absence of any strong binaural unmasking effects,
the main benefit to bilateral implant users for speech in noise
is the ability to capitalize on the head-shadow effect when
speech and noise are separated. In our study, all the subjects
showed comparable post-implantation performance in the
two ears, despite the selection criterion of having differences
between the ears prior to implantation. However, some bilat-
eral implantees may have one ear that performs considerably
better than the other. If the performance difference for left
and right ears~for S0/N0! is greater than the effect of the
head-shadow, when the noise is ipsilateral to the better ear
the subject in effect does not have an ear with an improved
S/N. Severely asymmetric performers are therefore consider-
ably less likely to obtain what is probably the largest speech
intelligibility benefit from bilateral device use. Nevertheless
there are other potential benefits to consider for those sub-
jects, such as ensuring ‘‘the better ear is implanted’’ and the
fact that localization will probably still be much improved
and can act as an aid to directing attention to maximize in-
formation. The dominance of the head-shadow effect in our
data also leads us to speculate about the possibility of using
relatively simple algorithms with a microphone behind each
ear, to automatically route signals to a single implant. How-
ever, the main problem facing such a system is determining
the signal of interest~which need not necessarily be the
dominant speech signal! from the total input. For a bilateral
implantee, both ears can continuously be monitored and ei-
ther ear can be selected at will.

V. LATERALIZATION

A. Methods

Two lateralization experiments were conducted using di-
rect computer control of ILDs and ITDs for electrical pulse
trains in each ear. The first of these was a ‘‘lateralization-
discrimination’’ task requiring left/right judgments of a probe
position compared to a centered reference signal and the sec-
ond was a ‘‘lateralization-position’’ task in which subjects
indicated absolute lateral positions on a line. Most subjects
were tested with two or three matched-place, apical electrode
pairs. The initial estimates for the place-matched pairs were
derived from the pitch-magnitude task as described in Sec.
II. A number of usually fairly apical electrode pairs were
selected and a verbal report of how similar the pitch was for
monaural stimulation in the two ears was requested for each
pair. After obtaining similar reports for neighboring bands on
one side to determine if they might result in better pitch
matches, the most similar pairs were used in a pitch-
matching task in which left and right ears were stimulated
monaurally in a continuously alternating sequence. Between
five and ten comparisons were made and after each sequence
the subject was asked which ear, if any, had the higher pitch.
Pairs that resulted in pitch percepts in one ear that were
higher than the other for 75% or more of the comparisons
were considered to be substantially different and in that case
alternative pairs were explored to try to find a better match.
Additional matched pairs were tested as time permitted.
When introducing ILD differences, overall level was not
roved. The main reason for this was the consideration that an

equal increase in stimulation current in each ear, or even
equal increase in terms of percentage of the dynamic range
for electrodes in each ear, might result in asymmetrical con-
tributions to loudness and/or shift lateralization percepts be-
cause of stimulating different neural distributions in the two
ears. It may be possible to test for such lateral shifts for each
subject before roving levels in an experiment like this but
that was not feasible within our time constraints. Although
theoretically the ILD cue was therefore confounded with
monaural level cues in these experiments, several aspects of
the tasks were designed to encourage using information from
both ears. In the lateralization-discrimination task, for the
smallest available ILD~0.17 dB! the level was by necessity
adjusted only in one ear by a single clinical unit and was
equally likely to occur on either side for each presentation.
Furthermore, for subjects who could hear small ILD cues,
performance for that condition was also to be compared with
the case where an equal and opposite adjustment was made
in the contralateral ear~ILD50.34 dB!. In the lateralization-
position task, stimuli could contain either ITDs or ILDs~in
random order! on each trial so that again monitoring levels in
one ear only would be a poor strategy to adopt. The instruc-
tions in both tasks also explicitly stressed positional judg-
ments, and when questioned all subjects reported that was,
indeed, the cue that they were aware of monitoring. This was
true whether ITDs or ILDs were being manipulated.

In the first experiment, the lateralization-discrimination
task, subjects were asked to indicate whether stimuli ap-
peared to originate from lateral positions to the left or the
right of a preceding reference stimulus. The reference and
probe stimuli were always on the same bilateral electrode
pairs and differed either in stimulation levels at one or both
ears~ILD cues! or time of stimulation~ITD cues! but not
both. The reference stimulus always had zero ITD and stimu-
lation levels were adjusted to give the most centered image9

using an iterative approach. To obtain a centered image the
electrode in one ear was stimulated at a fixed level near 85%
of the dynamic range and the contralateral ear was stimulated
at a number of levels, starting at 85% of its dynamic range,
until the image was centered according to subjective reports.
Because the same absolute current levels in each ear can
produce very different loudness percepts with electrical
stimulation, we refer to the centered image condition with
0-ITD as the ‘‘0-ILD’’ condition, even though actual stimu-
lation levels may differ in the two ears. For each subject,
psychometric curves were constructed for the range of ITD
or ILD cues tested with each stimulus configuration tested.
The just-noticeable difference~jnd! was defined as the value
of the physical cue required for 75% correct responses ac-
cording to the psychometric curve.10 In order to encourage
the listeners to use the lateral position of both reference and
probe signals, instructions to the listeners emphasized that
they should indicate relative lateral positions of target and
reference sounds rather than the absolute position of the tar-
get. Nevertheless, we cannot rule out the possibility that
some subjects may have ignored the reference causing the
~equivalent 2AFC! jnd to be underestimated by a factor of
&. Eighty repeat presentations, half with lateralization cues
to the left and half to the right, were included. Percent cor-
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rect responses for stimuli with left and right cues were aver-
aged to obtain the scores used to generate psychometric
functions. The range of ILD and ITD cues studied was varied
to span the range from near perfect performance, where pos-
sible, to less than 70% and was typically limited to four or
five cue sizes to comply with time restraints. Each 75%
threshold was estimated from a maximum-likelihood cumu-
lative Gaussian fit to the left-right averaged data. ITD sensi-
tivity was measured for stimulation rates over the range 50–
800 pps. ILD sensitivity was measured for constant
amplitude, fixed rate pulse-trains at 200 pps. Even-sized
ILDs ~in terms of clinical levels! were applied symmetrically
by increasing the level in one ear and decreasing it by the
same number of levels in the other~e.g., an ILD of four
levels was generated by increasing the level in one ear by
two steps and decreasing the contralateral side by two steps!.
Odd-sized ILD cues had a decrement in one ear that was one
step larger in magnitude than the contralateral increment,
except for the smallest ILD of one step, where only an in-
crement on either side was used. All stimuli were 300 ms in
duration.

In the second experiment, the lateralization-position
task, subjects were required to indicate lateral positions on a
line representative of the distance between the ears, by using
a cursor on a computer screen. Stimuli were 50 pps fixed
amplitude pulse trains that were again 300 ms in duration
and contained either ILD or ITD cues. Subjects were allowed
to respond with multiple positions if more than a single per-
cept was heard. ILD variations were created by starting with
the same centered reference stimulus as used in the fist ex-
periment and stepwise increasing current levels in one ear by
one clinical step~0.17 dB! and decreasing the contralateral
level by two steps~0.34 dB!. The asymmetrical adjustment
procedure was used to allow for the wider range of ILDs
explored compared to the lateralization-discrimination task
and the observation that, particularly as stimulation levels
approached maximal comfort levels, loudness increased
more for equivalent increments~in dB!. Five stimulus varia-
tions with increased levels on the left side and five with
increases on the right side were included. This means that
stimuli with the largest ILD cues used stimulation currents at
10.85 dB in one ear and21.7 dB in the other, giving an
electrical ILD of about 2.5 dB. For reference, we note that in
our experience, the monaural electrical dynamic range for
stimuli such as these is usually less than 10 dB. Although an
ILD of one-quarter of the dynamic range or more may seem
like a very large cue in normal-hearing terms, it is worth
remembering that in sound-processors used in everyday life
by these subjects, an acoustic input dynamic range of only
30–40 dB is typically mapped to that electrical dynamic
range. Ten stimuli with ITD cues, half with left and half with
right ear stimulation leading, were generated by delaying the
entire stimulus pulse-train in one of the ears over the range
0–800ms. This range was chosen to encompass that avail-
able from natural head-width delays~e.g., Blauert, 1997!. All
the ILD and ITD variations were included in random order a
single block, which was presented 12 times in a single period
without pauses delineating blocks, requiring in total 240 es-
timates of lateral position.

B. Results

Table III shows the sensitivity to ITD and ILD cues
estimated from the lateralization-discrimination experiment.
ITD sensitivity at 50 pps is shown on the left side~second
column! and ILD sensitivity for the 200-pps stimuli is shown
on the far right-hand side of the table. For the ITD measure-
ments at 50 pps, results are shown for the best- and worst-
case jnd values found for the electrode pairs examined in the
available time. The electrode pairs displaying the best ITD
sensitivity at 50 pps were also used to measure ILD sensitiv-
ity and to examine the effect of higher pulse-rates on ITD
sensitivity as shown in Fig. 4. The higher rates used were
200 and 800 pps for subjects A-D, and 100 and 200 pps for
subject E.11 Note that at 800 pps the interval between pulses
is 1.25 ms and delays beyond about 600ms convey ambigu-
ous ongoing delay information. For that reason ITDs used
were limited to the range 0–400ms. Although the number of

TABLE III. Psychophysical sensitivity data estimated from psychometric
functions derived from lateralization responses to electrical stimuli with
either ITD or ILD cues. ‘‘Best’’ and ‘‘Worst’’ ITD sensitivity for the simple
50-pps pulse-trains indicates the range of values found for a limited number
of electrode place pairs tested in the time available with each subject. Sub-
jects A, B, and C also repeated the lateralization test for ITDs to the entire
signal for 800-pps pulse-trains modulated at 50 Hz using the same elec-
trodes that gave the ‘‘Best’’ performance for the unmodulated 50-pps pulse-
trains. Subject A also repeated the test for delays in just the 50-Hz modula-
tion, preserving 800-pps coincident ‘‘carriers’’ in both ears. ILDs~dB! are
described in terms of stimulation current level differences with respect to the
‘‘centered image’’ condition.

Subject

ITD 50pps
~ms!

ITD 800mod 50
~6.8 dB moddepth!

ILD
~dB!Best Worst Delay all Delay env only

A 90 100 120 290 ,0.17
B 120 170 160 0.34
C 90 245 130 ,0.17
D 150 180 0.51
E 180 250 0.68

FIG. 4. Sensitivity to ITDs~75%, 2S2I; see text! as a function of rate of
stimulation for unmodulated pulse-trains. The upward arrows indicate that at
the rate indicated subjects were unable to obtain 75% correct for 400-ms
ITDs and that the jnd is expected to be larger than 400ms. Subject C
repeated the test for two different bilateral electrode-pairs, as indicated by
the black and gray triangles.
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rates that could be tested was limited, the results in Fig. 4
clearly demonstrate substantially decreased sensitivity to
ITDs with the higher pulse-rates for all subjects. The upward
pointing arrows for some data points are intended to convey
that at those rates, subjects were unable to consistently later-
alize percepts on the basis of ITDs up to 400ms and that the
psychometric functions did not rise above the 75% correct
criterion we have used to determine our jnd’s. Presumably,
the jnd in those cases lies somewhere above 400ms.

For subjects A, B, and D additional time was available
to measure sensitivity to ITDs for the entire signal with
pulse-trains at 800 pps modulated at 50 Hz. These results are
also shown in Table III. Modulation was applied using sinu-
soidal attenuation of the levels~in clinical units! and resulted
in a peak attenuation of 6.8 dB in stimulation current. The
table includes an additional column for subject A, who was

able to conduct the task quickly, and repeated the test with
ITDs applied to just the modulating ‘‘envelope’’ of signal
with carrier pulses held at 0 ITD.

Figure 5 shows further ITD jnd’s with subject A for
delays to the entire modulated stimulus~i.e., both envelope
and fine-timing delayed equally! when the modulation depth
was varied. Peak stimulation levels were kept identical for
the different depths and no attempt was made to compensate
for decreases in overall loudness with the increased modula-
tion. It is clear that as the modulation depth of the 50-Hz
modulator increased, the ITD sensitivity for the 800-pps
pulse-train improved, and when it was reduced to about five
clinical steps~0.85 dB! the subject could no longer lateralize
consistently on the basis of 400-ms ITDs, as was the case for
the unmodulated signal at 800 pps.

Figure 6 shows the results from the lateralization-
position experiment in which subjects indicated lateral posi-
tions for stimuli containing ITDs or ILDs. For ITDs up to
800 ms and ILD cues of up to 2.5 dB, the data generally
show a more substantial shift of the lateral position resulting
form ILDs than ITDs. The percepts produced by ILDs
spanned 55% to 100% of the available range from extreme
left to right whereas the ITDs only shifted images over a
range of 15%–45%.

C. Discussion

The lateralization data from both experiments generally
show consistently good sensitivity to level cues at the two
ears but variable sensitivity to ITD cues. In the lateralization-
discrimination task two of the subjects, A and C, in fact
showed near perfect identification of level changes as small
as 0.17 dB, the smallest available adjustment. This means we
could not usefully compare their performance for unilateral
0.17-dB adjustments with bilateral 0.17 dB equal and oppo-
site adjustments. Two other subjects~B and D!, however,

FIG. 5. Additional data from subject A. Sensitivity to ITDs applied to the
entire stimulation waveform as a function of modulation depth of the stimu-
lation current~dB! for an 800-pps pulse-train, log-sinusoidally modulated at
50 Hz. At the fairly shallow modulation of 0.85 dB, the subject was unable
to obtain 75% correct for ITDs of 400ms and the upward arrow indicates
that the jnd was probably above 400ms.

FIG. 6. Laterlaization-position data
~mean and SD! for randomized pre-
sentation of 300-ms stimuli with either
ILD or ITD cues. Eleven stimuli con-
tained ILDs and 11 contained ITDs as
indicated in the table at the bottom
right. Each stimulus configuration was
presented 20 times. Most subjects
show a considerably larger span of lat-
eral positions for ILDs than ITDs.
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both showed improvements in comparing the bilateral adjust-
ments with the unilateral adjustment. Their percent-correct
scores for 80 presentations with unilateral adjustments were
62% and 50% whereas for the bilateral adjustment, these
improved to 76% and 60%, respectively, which shows these
subjects must have been using information from both ears.
Subject E showed substantially worse ILD sensitivity and
was not tested with these small ILD cues.

The data also show that ITDs produced discernable lat-
eralization shifts only when stimuli contained low-frequency
information below a few hundred Hz, either by using a low
pulse-rate, or otherwise by modulating higher pulse-rates
with a low-frequency modulator. For electrical signals con-
taining low-rate information, most measurements of sensitiv-
ity to ITDs were around 100–150ms. This is better than
those found previously in Melbourne~van Hoesel and Clark,
1997; van Hoeselet al., 2002! and better than those reported
for a subject studied by Lawsonet al. ~1998!1 but still ap-
preciably larger than the 20ms or so that can be achieved
with normal-hearing listeners for narrow-band noise centered
below 1500 Hz~Gabriel et al., 1992!. More recent reports
from Lawson et al.12 show lateralization effects resulting
form ITDs as small as 50ms but detailed descriptions of
these experiments allowing comparisons with our jnd data
have not yet been published. The ITD sensitivity found in
our experiments so far is in fact probably closer to that found
for high-frequency amplitude modulated waveforms with
normal-hearing listeners, which is often in the range of one
to several hundred microseconds~e.g., Henning, 1974!.
When low-rate information was absent in the electrical
stimuli, ITD sensitivity was very poor. For 800-pps unmodu-
lated pulse-trains, none of our subjects could correctly iden-
tify lateral shifts caused by ITDs of up to 400ms. This is in
contrast to normal-hearing subjects who with sinusoids in
fact show best sensitivity to ITDs at about 800–1000 Hz
~Klumpp and Eady, 1956!.

For those subjects who were tested with modulated
waveforms, sensitivity with 800-pps carriers was substan-
tially improved when a deep 50-Hz modulation was applied
to the stimulus and the entire waveform was delayed. For
subject A it was found that delaying the modulation envelope
only resulted in poorer ITD sensitivity than delaying the en-
tire waveform. This may appear to be conflicting with the
finding from the unmodulated case that shows at 800 pps
ongoing fine-timing delays do not contribute substantially to
lateralization shifts. However, if we consider that delaying
just the envelope and not the carrier means having to
‘‘resample’’ the envelope we see that, particularly when the
modulator period is an integer multiple of the carrier period,
this can, in fact, introduce an unwanted ILD which may dis-
rupt the lateralization mediated by the ITD. This explanation
is supported by preliminary unpublished data from the first
author’s laboratory.

One of the best sensitivities measured was around 90ms
for subject C with the most apical electrodes on the arrays.
Measurements with the same subject, but for electrodes that
were located about five bands in the basal direction, showed
ITD sensitivity of almost 200ms. However, for other sub-
jects, the best performance found was not necessarily for

more apical electrode pairs. It is possible that monaural pitch
matching to select place-matched electrodes did not result in
optimal pairings of electrodes for binaural ITD sensitivity.
However, as mentioned in Sec. II, it seems likely that small
variations of one or two bands will have little impact on
binaural sensitivity because of current-spread with electrical
stimulation. The decreased ITD sensitivity as rates increased
was observed for all five subjects. The mechanism governing
this behavior is not yet clear to us, but may well be related to
if not the same as the one responsible for monaural rate-pitch
saturation after several hundred Hz often observed with co-
chlear implant users~e.g., Tong and Clark, 1985!.

The lateralization-position data in Fig. 6 show that for
all subjects lateralization shifts resulting from level cues over
the range62.5 dB were larger than those resulting from ITD
cues over the range6800 ms. Only subject B showed shifts
for ITDs approaching those for the level variations. How-
ever, this subject also showed rather large variance in his
responses. Although the ITD range tested probably approxi-
mates the range of cues potentially available to subjects
when using sound-processors in everyday situations, the cho-
sen ILD range of 2.5 dB may overestimate that somewhat.
However, if that is so, it is interesting that only subject C
shows saturated lateralization responses for a number of the
stimuli with larger ILD cues.

VI. CONCLUSIONS

The results from these experiments show that bilateral
cochlear implants can offer important advantages for local-
ization ~in quiet! and for speech understanding when inter-
fering noise arrives from another direction. The localization
study shows that subjects can localize considerably more ac-
curately using two devices than one. The rms-averaged lo-
calization data for an eight-loudspeaker array spanning the
frontal 108° arc showed monaural rms errors between 20°
and 40° with the better-localizing ear for each of the subjects
tested. Binaural errors were typically three times smaller in
comparison. Binaural performance for individual loud-
speaker positions varied with position, and for loudspeakers
close to the middle of the array rms errors were under 5° for
most of the subjects. Because of the non-monotonic ILD cue
with loudspeaker position, data averaged across the entire
array must be treated with caution and are probably inappro-
priate when comparing across experiments with differing
loudspeaker configurations. The speech data collected with
the research processor and the PDT strategy indicate a sub-
stantial and robust head-shadow advantage. This is in agree-
ment with other studies to date using clinical devices and
allows bilateral implantees to attend to the ear with the better
S/N irrespective of whether the noise is on the left or the
right. In contrast, for a unilateral device with a single micro-
phone at the ear, the head-shadow is likely to be beneficial
when the noise is contralateral to the microphone but can
actually be a disadvantage when the noise is ipsilateral to it.
The speech data also exhibit some evidence of binaural un-
masking, but the effect is comparatively smaller and less
robust. Although subjects were allowed 5 min of casual con-
versation to acclimatize to new listening conditions when
switching between unilateral and bilateral device use, we
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cannot be sure that considerably more experience with the
monaural condition would not further decrease the estimated
amount of binaural unmasking. The dominance of the head-
shadow effect for speech in noise raises the concern that
bilateral implant users who show strongly asymmetric
speech performance for the two ears may not obtain large
benefits in this regard. Nevertheless, assuming the localiza-
tion benefit is still available, there is good reason to believe
that bilateral device use can assist in everyday communica-
tion by improving the ability to direct attention to the appro-
priate location in more difficult environments. Given the psy-
chophysical findings that show strong effects of ILD
adjustments on lateralization but only moderate and variable
effects of ITDs the lack of strong binaural unmasking effects
is perhaps not surprising. Although most subjects demon-
strated sensitivity to ITDs in the range 100–150ms, this was
found only when stimuli contained low-frequency informa-
tion. Stimuli with pulse rates above a few hundred pulses per
second, unless modulated at a low rate of sufficient depth,
showed extremely poor ITD sensitivity. Further work inves-
tigating in particular binaural temporal interaction with elec-
trical stimulation is required to determine whether temporal
aspects of the electrical signals at the two ears can offer
added advantages to what appear to be predominantly level-
derived benefits observed so far. This is of relevance to de-
termine whether bilateral implant users are likely to need
new sound-coding strategies, such as PDT, which better pre-
serve fine-timing ITD information to benefit optimally from
bilateral implantation.
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1The 1998 study by Lawsonet al. used a 75% criterion in a 2S1I study
requiring identification of stimuli with left-first or right-first cues. In accor-
dance with our discussion in Sec. V A, the jnd’s quoted in the Lawson
paper should be multiplied by about 1.4 for comparison with our results if
we assume that the subjects in our studies were indeed attending to the
reference stimulus as instructed.

2Note that unlike with normal hearing, the same signal presented to the two

ears can sound somewhat different with bilateral implants as a result of
place variations of electrodes and excitation geometry in the two ears.

3In conjunction with a Cochlear-HS8 microphone behind each ear.
4This procedure was adopted from van Hoesel and Clark~1997!, and for the
two bilateral implantees they tested showed good agreement with theaver-
age insertion offset determined from radiological data.

5Note in Fig. 2 for this subject with the research device, loudspeaker 8 is the
only one that shows a mean response that deviated significantly from the
correct-response diagonal.
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In humans, directional hearing in reverberant conditions is characterized by a ‘‘precedence effect,’’
whereby directional information conveyed by leading sounds dominates perceived location, and
listeners are relatively insensitive to directional information conveyed by lagging sounds.
Behavioral studies provide evidence of precedence phenomena in a wide range of species. The
present study employs a discrimination paradigm, based on habituation and recovery of the
pupillary dilation response, to provide quantitative measures of precedence phenomena in the barn
owl. As in humans, the owl’s ability to discriminate changes in the location of lagging sources is
impaired relative to that for single sources. Spatial discrimination of lead sources is also impaired,
but to a lesser extent than discrimination of lagging sources. Results of a control experiment indicate
that sensitivity to monaural cues cannot account for discrimination of lag source location. Thus,
impairment of discrimination ability in the two-source conditions most likely reflects a reduction in
sensitivity to binaural directional information. These results demonstrate a similarity of precedence
effect phenomena in barn owls and humans, and provide a basis for quantitative comparison with
neuronal data from the same species. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1548152#

PACS numbers: 43.66.Qp, 43.66.Pn, 43.66.Gf@LRB#

I. INTRODUCTION

The barn owl~Tyto alba! is a nocturnal predator that
makes use of well-developed acoustic and neuronal special-
izations to localize and capture prey. In a natural environ-
ment, the task of localizing a target sound source is compli-
cated by reflections that convey conflicting directional
information. Nevertheless, barn owls, like many other ani-
mals, are able to localize sounds in echoic conditions. Nu-
merous human psychophysical studies have addressed spatial
hearing abilities using stimuli that simulate a direct sound
source and its reflection. In general, the results indicate that
directional information conveyed by the direct~leading!
source dominates perception, and that listeners are relatively
insensitive to directional information conveyed by reflections
~lagging sources!. Perceptual dominance of the leading
sound is commonly referred to as the ‘‘precedence effect.’’
Psychophysical studies of the precedence effect have typi-
cally measured one of three basic phenomena~Litovsky
et al., 1999!. At short delays between leading and lagging
sounds, subjects report ‘‘perceptual fusion,’’ meaning that the
direct sound and reflection are heard as a single acoustic
event ~reviewed in Blauert, 1997!. ‘‘Localization domi-
nance’’ refers to the finding that information conveyed by the
direct sound dominates perception of the location of the
fused image, although the actual perceived location is also
influenced to a lesser extent by the location of the lag source

~Wallachet al., 1949; Shinn-Cunninghamet al., 1993!. Stud-
ies addressing ‘‘lag discrimination suppression’’ have shown
that a listener’s ability to detect changes in directional at-
tributes of a lagging source is impaired relative to that for
single or leading sources~Zurek, 1980; Perrottet al., 1989;
Litovsky and Macmillan, 1994!. The latter two phenomena
indicate that, despite the perceptual dominance of the leading
source, a representation of the lagging source is retained, and
that this representation contributes to perception.

Behavioral data suggest that precedence effects occur in
a wide variety of species, including barn owls~Keller and
Takahashi, 1996!; rats ~Kelly, 1974!; cats~Cranford, 1982!;
and crickets~Wyttenbach and Hoy, 1993!. In contrast to hu-
man psychophysical studies, previous animal behavioral
studies have used lateralization tasks, in which the ability to
distinguish between left-leading and right-leading sound
pairs is measured as a function of the delay between leading
and lagging sources. In all species tested, lateralization per-
formance is very good for intermediate delay values~owl: 2
to 10 ms; cat: 0.3 to 3 ms; rat: 0.5 to 4 ms! and decreases at
shorter or longer delays. Thus, at intermediate delays the
presence of the lag does not interfere with the ability to lat-
eralize the lead source. At longer delays it is presumed that
the lag source becomes audible as a separate event, causing a
decline in performance as subjects begin to lateralize both
lag and lead sources. The range of delays at which optimal
performance occurs in all animals, except crickets, is similar
to the optimal range~1 to 5 ms! for discrimination of the
interaural time difference of a leading sound by humans
~Litovsky and Shinn-Cunningham, 2001!. The fact the pre-
cedence effect occurs across classes, and even phyla, indi-
cates that it is a fundamental process in spatial hearing.

Physiological studies have documented neuronal corre-

a!Portions of this work were presented in ‘‘Behavioral measurement of a
precedence effect in barn owls,’’ Society for Neuroscience Conference,
New Orleans, LA, November 2000, and ‘‘Auditory spatial resolution in the
barn owl under echoic and anechoic conditions,’’ Acoustical Society of
America Meeting, Chicago, IL, June 2001.

b!Electronic mail: spitzer@uoneuro.uoregon.edu
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lates of the precedence effect in a variety of animal models.
Single-unit studies have addressed the processing of lead–
lag sound pairs by neurons that encode spatial cues~interau-
ral time difference, ITD! at several stages of the mammalian
auditory pathway~Yin, 1994; Fitzpatricket al., 1995; Lito-
vsky and Yin, 1998; Fitzpatricket al., 1999!, and by space-
tuned neurons in the barn owl’s auditory midbrain~Keller
and Takahashi, 1996!. A common finding of these studies is
that the response to a stimulus at a neuron’s best spatial
location or ITD is reduced when that stimulus is preceded, at
an interval of a few milliseconds, by a stimulus at another
location or ITD. Thus, at short delays the neuronal represen-
tation of the ITD, or spatial location, of a lagging sound is at
least partially attenuated. It is unclear how such neuronal
effects relate to precedence phenomena at the behavioral
level, as comparable measures of neuronal and behavioral
responses have yet to be obtained in the same species.

The present study was designed to provide behavioral
measures of the precedence effect in barn owls that can be
compared directly to similar measures derived from neuronal
data. A spatial discrimination paradigm was used to facilitate
such a comparison, as both behavioral and neuronal discrimi-
nation performance can be quantified using equivalent met-
rics derived from signal detection theory~Britten et al.,
1992!. An added advantage of spatial discrimination para-
digms is that it is possible to address processing of both lead
and lag sources explicitly~Perrottet al., 1989; Litovsky and
Macmillan, 1994; Litovsky, 1997!. In addition to providing a
basis for comparison with physiological data, results of this
study are relevant to understanding the generality, or lack
thereof, of precedence phenomena in different species. This
is, to our knowledge, the first study to measure spatial dis-
crimination of lead and lag sources in any nonhuman spe-
cies.

II. EXPERIMENT 1: SPATIAL DISCRIMINATION OF
SINGLE, LEAD, AND LAG SOURCES

The first experiment measured the ability of owls to re-
liably detect changes in the azimuth of single, leading, or
lagging sound sources. Previous human studies using free-
field stimulus presentation have demonstrated that minimum
audible angles~MAAs! for lag sources are substantially
larger than those for single sources~Perrottet al., 1989; Lito-
vsky and Macmillan, 1994; Litovsky, 1997!, while lead
source MAAs are intermediate between those for single and
lag sources~Litovsky and Macmillan, 1994; Litovsky, 1997!.
A recently developed discrimination paradigm~Bala and Ta-
kahashi, 2000!, based on habituation and recovery of the
pupillary dilation response~PDR!, was used to provide com-
parable measurements from barn owls.

A. Methods

Subjects were three adult barn owls from a captive
breeding colony, all of which had previously served as sub-
jects in similar experiments. Each owl had a steel headplate
surgically attached to its skull. Following recovery from sur-
gery, owls were gradually acclimatized to being restrained in
the experimental apparatus in three or four sessions over sev-
eral weeks~Bala and Takahashi, 2000!. During experiments,

owls were restrained in a cloth jacket, and supported by a
metal frame. The position of the owl’s head was fixed in a
constant position relative to a speaker array by attaching the
headplate to a holder mounted on the supporting frame@Figs.
1, 2~A!#. Once acclimatized, owls would lay quietly in the
experimental apparatus without struggling throughout test
sessions with durations of 1 to 2 h. During test sessions, owls
were continuously monitored using an infrared sensitive
video camera.

Experiments were conducted in a double-wall, sound-
isolating anechoic chamber~Industrial Acoustics Company,
IAC!. The inner walls, ceiling, and floor were lined with
6-in. Metadyne 150~IAC! anechoic absorption cones leaving

FIG. 1. Apparatus used to test spatial discrimination. Owls were restrained
with their heads held fixed relative to the sound sources. Stimuli were pre-
sented from one or two of three speakers mounted on a hoop. To measure
single-sourcediscrimination, the owl was habituated to repeated presenta-
tion of sound from the speaker at 6° azimuth~H! and tested with sounds
from a speaker to the right~T!, the azimuth of which was varied between
sessions. In thelead-sourcecondition, the owl was habituated to a lead
sound from the speaker at 6°, followed at a 3-ms delay by a lag sound from
the fixed speaker at220° ~F!. On test trials the location of the lead sound
was changed. In thelag-sourcecondition, the owl was habituated to a lead
sound from the speaker at220°, followed at 3 ms by a lag sound from the
speaker at 6°. On test trials the location of the lag sound was changed.
Pupillary responses were monitored using infrared emitting and detecting
diodes@see Fig. 2~A!#.
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an inner dimension of 4.533.932.7 m. A wire-cable mesh-
work formed a suspension floor over the floor cones. The
Metadyne cones and their supporting panels~IAC Noiselock
II ! have an absorption coefficient of 0.99 between 0.3 and 8
kHz. Noise was reduced by at least 65 dB above 0.5 kHz and
by 85 dB in the frequency range relevant to spatial hearing in
the barn owl~3–9 kHz!. The chamber deviated from the
inverse-square law by no more than61.5 dB between 3 and
10 kHz measured along transects extending between oppo-

site corners of the room. The ambient noise inside the cham-
ber was below 18 dB SPLA.

1. Acoustic stimulation

Stimuli were presented from three speakers mounted on
a hoop forming an arc in the azimuthal plane at eye level
~Fig. 1!. For measuring discrimination of sources at 3° sepa-
rations, speakers were positioned 1.98 m from the owl’s
head. For all other measurements, speakers were positioned
at a distance of 0.79 m. Stimulus waveforms were generated
digitally on a computer and converted to analog form at
30 000 samples per second~Tucker-Davis Technologies
Power DAC PD1 or Modular Instruments M308!. Analog
signals were attenuated with programmable attenuators~PA4,
Tucker Davis Technologies, or M300, Modular Instruments!,
amplified ~HB6, Tucker-Davis Technologies, or MacIntosh
754! and delivered to the speakers~Peerless, 2-in. cone
tweeters!. Stimuli were ‘‘frozen’’ noise segments~i.e., the
same waveform was repeated on each trial! with durations of
25 ms, for owls 889 and 882, or 100 ms, for owl 896, with
onsets and offsets shaped by 2.5-ms cosine ramps. Frozen
noise was used to prevent false positive responses that might
otherwise occur if the owls could detect the differences be-
tween random noise stimuli~seeBehavioral measurements,
below!. Digital stimulus waveforms were generated with flat
spectra from 3 to 9 kHz. The final stimulus spectrum, shaped
by the transfer functions of the speakers, was flat from 3 to 9
kHz ~63 dB!. Transfer functions of the different speakers did
not differ by more than 2.5 dB at any frequency from 3 to 9
kHz. Stimulus sound-pressure level was 74 dB SPLA, mea-
sured with a1

2-in. microphone~Brüel & Kjaer model 1760!
and sound-level meter~Brüel & Kjaer type 2235! at the ap-
proximate position of the owl’s head before the beginning of
each test session.

2. Behavioral measurements

The acoustically evoked PDR was measured using an
infrared ~IR! pupillometer, consisting of an IR-emitting di-
ode and an IR-detecting diode@Figs. 1, 2~A!#. The right eye
was held open by threads taped to the eyelids, leaving the
nictitating membrane free to moisten the cornea. The pupil-
lometer was positioned such that the IR emitter illuminated
the entire cornea, and the detector sampled light reflected by
the ventral-nasal quadrant of the retina. The voltage output of
the IR detector, thus, varied in proportion to the dilation of
the pupil. Output of the IR detector was amplified, digitized
at a sampling frequency of 1875 samples per second, and
stored on computer disk. The magnitude of the PDR was
quantified by summing the area under the IR-detector volt-
age trace for 2 s following stimulus onset, after first ‘‘zero-
ing’’ the trace by subtracting the voltage level measured at
sound onset.

Spatial discrimination was measured using a method
based on habituation and recovery of the PDR described in a
previous report~Bala and Takahashi, 2000!. The PDR is a
reflexive dilation of the pupil evoked by any salient, novel
stimulus, such as a sound, in the owl’s environment. Repeti-
tion of the same sound causes the PDR to habituate. After the

FIG. 2. Measurement of acoustically evoked pupillary dilation response
~PDR!. ~A! Positioning of the pupillometer.~B! Initial habituation of the
PDR in owl 882. Pupillary responses, measured as the voltage output of the
pupillometer, have progressively diminishing amplitudes on the first four
habituating trials of a test session~h1 through h4!. The habituating stimulus
is a lead–lag pair of 25-ms noise bursts~delay53 ms!, with the lead source
located at 6° azimuth. Stimulus onset occurs at time50 s. ~C! Recovery
from habituation. On the first test trial~t1, overall trial number 160!, the
location of the lead sound is changed by 20°. The amplitude of the evoked
PDR ~black line! is greater than those evoked on the three preceding habitu-
ating trials~gray lines!.
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PDR has habituated to one sound, presentation of a different
sound can evoke a ‘‘recovered’’ PDR, with amplitude com-
parable to that of the response to initial presentation of the
first sound. Thus, the degree to which a secondtest sound
recovers the PDR from habituation to the firsthabituating
sound can be used as a measure of the owl’s ability to detect
the difference between the two sounds.

Individual test sessions consisted of 300 stimulus trials
with an intertrial interval varying randomly from 9 to 12 s. In
a single session, a constant habituating stimulus was pre-
sented for the first 119 trials. Following this initial habitua-
tion period, a test stimulus was presented every 40 trials.
Spatial discrimination was measured in three conditions~Fig.
1!: ~1! In the single sourcecondition, the habituating stimu-
lus consisted of a noise burst presented from a speaker at 6°
azimuth ~Fig. 1, ‘‘H’’ !. On test trials the same noise burst
was presented from another speaker, displaced to the right
~Fig. 1, ‘‘T’’ !. The azimuthal separations tested included all
~owl 882! or some~owls 889 and 896! of the following: 3°,
5°, 7°, 10°, 15°, 20°.~2! In the lead sourcecondition, the
habituating stimulus consisted of a noise burst from the
speaker at 6° azimuth followed, at a delay of 3 ms, by the
same noise burst from a speaker at a fixed location of220°
azimuth~Fig. 1, ‘‘F’’ !. On test trials the azimuth of the lead
source was changed. Each owl was tested with all~owl 882!
or some~owls 889 and 896! of the following lead source
separations: 3°, 5°, 10°, 15°, 20°, 25°.~3! In the lag source
condition, the habituating stimulus consisted of noise burst
from the speaker at220° azimuth followed, at a delay of 3
ms, by the same noise from the speaker at 6° azimuth. On
test trials the azimuth of the lag source was varied. Each owl
was tested with a subset of the following lag source separa-
tions: 3°, 5°, 10°, 15°, 20°, 25°, 30°, 35°, 40°. The speakers
at positions H, T, and F were always the same, regardless of
test separation, to control for the possibility that the owls
could distinguish between habituating and test speakers. Us-
ing the same frozen noise segment as the stimulus on all
trials insured that recovered responses were not evoked by
detectable differences in the stimulus waveforms across tri-
als, other than those caused by changing the location of a
speaker. Discrimination performance was quantified using
the nonparametric statistic, proportion correct@p(c)#, calcu-
lated from empirical receiver operating characteristic~ROC!
curves, as described in the Results section.

Minimum audible angles were estimated from psycho-
metric functions obtained by plotting discrimination perfor-
mance@p(c)# as a function of azimuthal separation between
habituating and test sources. A Gauss–Newton least-squares
method was used to fit the psychometric data with sigmoid
functions of the form

p~c!5d2~d20.5!exp@2~x/a!b#, ~1!

wherex is azimuthal separation between habituating and test
speakers,a is a threshold parameter that determines the dis-
placement of the function along the abscissa,b is a slope
parameter~Britten et al., 1992!. The parameter correspond-
ing to asymptotic performance level at large azimuthal sepa-
rations,d, was made equal to the highest performance level
measured for each owl under each test condition. This con-

straint resulted in more meaningful sigmoid fits for lag dis-
crimination by owls 882 and 896, and otherwise had little
effect on the resulting curve fits, particularly within the re-
gion of steepest slope that was used for threshold determina-
tion. This method resulted in significant fits~F test, p
,0.01) for all conditions in all owls, with one exception
~owl 896, single sources!. In cases where the curve fit was
significant, the MAA was estimated from the fit curve by
determining the source separation corresponding to a dis-
crimination performance level of 0.71p(c). The single
source MAA for owl 896 was conservatively estimated as the
smallest source separation for which discrimination perfor-
mance exceeded 0.71p(c).

B. Results

Spatial discrimination for single, lead, and lag sources
was measured using habituation and recovery of the PDR in
three owls. Representative habituation and recovery se-
quences from a single owl~owl 882! are illustrated in Figs. 2
and 3. Initial presentation of the habituating stimulus~con-
sisting of a 25-ms noise burst from the speaker at 6° azimuth,
followed at a 3-ms delay by the same noise from the speaker
at 220° azimuth! evokes a large pupillary dilation, as indi-
cated by a large positive voltage deflection@h1 in Fig. 2~B!#.
On subsequent trials~h2 through 4!, the response to repeti-
tions of the same stimulus diminishes progressively. After
the magnitude of responses to the habituating stimulus has
declined to a relatively stable level, a test stimulus is pre-
sented. In this example, the location of the lead sound is
changed by 20°. The magnitude of the PDR evoked on this
test trial @Fig. 2~C!, t1# is larger than those evoked on the
preceding habituating trials~gray lines!. Thus, a change in
lead source location serves to recover the PDR from habitu-
ation.

Responses of the same owl from four test sessions with
the same stimulus configuration show similar patterns of ha-
bituation and recovery~Fig. 3!. In each session, the ampli-
tude of responses to the habituating stimulus exhibits a de-
creasing trend that is most evident for the first ten trials, and
continues until a relatively stable response level is obtained
by trial 80, or sooner. The magnitude of responses to test
stimuli ~unfilled large circles! is generally larger than that to
habituating stimuli~filled circles!. Thus, both habituation and
recovery from habituation appear to be stable. To facilitate
comparison of our results with the majority of previous hu-
man and animal studies of the precedence effect, an attempt
was made to use shorter stimuli. However, in initial experi-
ments measuring single source discrimination with sound du-
rations of 15 ms or less it was observed that, following the
first test stimulus, responses to successive test stimuli habitu-
ated. For owls 889 and 882, stable recovery from habituation
was obtained when stimulus duration was increased to 25
ms. For owl 896, stimulus duration had to be increased to
100 ms to achieve stable recovery.

In the test sessions shown, it is clear that the mean re-
sponse magnitude for test stimuli is greater than that for ha-
bituating stimuli, but there is also considerable overlap be-
tween the distributions of response magnitudes for the two
types of stimuli. The difference in mean response magnitude
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for test and habituating stimuli, relative to the pooled vari-
ance of responses, can provide a measure of the owl’s ability
to discriminate the test stimulus from the habituating stimu-
lus. Because the number of test stimuli in a single session
had to be limited to prevent the owl from habituating to the
teststimulus, responses were pooled across multiple sessions
to obtain reliable estimates of discriminability for a given
test condition. Despite the overall similarity of responses,
however, there were differences in mean response magnitude
and variance between sessions, most likely reflecting small
differences in placement of the pupillometer relative to the
eye, and in retraction of the eyelids. In order to pool re-
sponses across test sessions it was necessary to first normal-
ize responses from individual sessions. For this purpose, the
amplitudes of responses to individual habituating and test
trials were converted to z-scores, relative to the distribution
of habituating trial responses after trial 100. Responses from
the initial 100 trials of each session~Fig. 3, gray dots! were
discarded to insure that the calculated mean reflected the
amplitude of the fully habituated PDR.

The owls’ abilities to discriminate between test and ha-
bituating stimuli were quantified by the nonparametric statis-
tic, p(c), calculated by determining the area under
probability-space ROC curves generated from the pupillary
responses. A nonparametric discrimination measure was used
because the variance of responses to test and habituating
stimuli often differed. To generate ROC curves, normalized
responses were pooled from four or more test sessions with
the same test condition and test azimuth separation from a
single owl. ROC curves were generated by applying methods

developed by Brittenet al. ~1992! for use with neuronal re-
sponse data. The continuously distributed PDR amplitude
data were treated as results of a rating experiment, in which
the amplitude of the response on each trial was considered as
the subject’s rating of the likelihood that a test stimulus was
presented. Following this assumption, ‘‘hits’’ were defined as
responses to test stimuli that exceeded an arbitrary response
criterion, and ‘‘false alarms’’ were defined as responses to
habituating stimuli that exceeded criterion. Probability-space
ROC curves were then obtained by plotting the proportion of
hits against the proportion of false alarms for each of a set of
criterion values, spanning the range of measured response
amplitudes, and including values above and below the ex-
treme response amplitudes. The discrimination metric,p(c),
is calculated by determining the area under the ROC curve.
This quantity varies from 0.5, indicating chance perfor-
mance, to 1.0, indicating perfect discrimination, and is
equivalent to the proportion correct in a two-alternative
forced choice task~Green and Swets, 1966!.

Examples of ROC curves obtained from pooled response
data for single-, lead-, and lag-source discrimination by owl
889 are shown in Fig. 4. In each test condition, the ROC
curve for the smallest test separation is close to the unity line
~dashed!, indicating discrimination performance near chance
levels @p(c)50.5#. The area under the ROC curves gener-
ally increases as test separation is increased, reflecting an
increase in the mean amplitude of test responses relative to
habituated responses. Note, however, that in the single- and
lead-source conditions, maximum discrimination was
achieved at the second largest test separation. In a few cases,

FIG. 3. Consistent patterns of habituation and recovery are observed on four test sessions with the same owl~882! and test stimuli. The pupillary response
magnitude on each trial is measured by summing the area under the pupillometer voltage trace during the first 2 seconds following stimulus onset. Stimulus
configuration is the same as in Fig. 2. Responses to the first 100 habituating trials~gray circles! are eliminated prior to analysis of discrimination performance.
The total number of recorded responses is less than 300 because trials contaminated by blinks were eliminated.
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the ROC curves for discrimination of large test separations
were clearly asymmetric~e.g., single source: 20°; lead
source: 10°, 15°!. This effect occurs when the variance of
responses to test and habituating responses differs~Green
and Swets, 1966!, and was often observed at larger test sepa-
rations because the variance of test response amplitudes
tended to increase in proportion to the mean amplitude.

Psychometric functions for azimuthal discrimination of
single, lead, and lag sources were obtained from three owls
by plotting p(c) as a function of test separation~Fig. 5!. For
all three owls, the discrimination functions for lag sources
~squares! have shallower slopes than those for single~circles!
and lead sources~triangles!. Consequently, for arbitrary cri-
terion performance levels from 0.65 to 0.85p(c), the MAAs
for lag sources are greater than those for lead sources, with
the magnitude of threshold elevation being dependent on cri-
terion level. In addition, for all three owls, the MAA for
single sources was less than that for lead sources. Thus, the
ability to resolve sound source locations in either of the two-
source conditions was impaired relative to that in the single-
source condition, with the greater impairment occurring in
the lag-source condition. Discrimination performance of
each owl reached chance levels at the smallest test separa-
tions in the lead- and lag-source conditions, indicating that
owls were unable to discriminate between the speakers used
to present habituating and test stimuli.

Discrimination performance of each owl was summa-
rized by determining MAAs for the three test conditions
~Table I!. MAAs were estimated by fitting the discrimination
data to sigmoid curves~see Methods!, and calculating the
angular separation at which the fit curves achieved an arbi-
trary threshold value of 0.71p(c). This threshold measure
was used, in preference to the threshold parameters of the
curve fits, because the individual psychometric functions for
single- and lead source conditions appear to reach saturation
at differentp(c) values, and because we did not test suffi-
ciently large lag source separations to be sure that the lag
source performance curves reached saturation. The 0.71p(c)
criterion was chosen to be consistent with the most similar

human psychophysical study~Litovsky, 1997!.
An alternative, statistical criterion was also used to mea-

sure azimuthal discrimination thresholds. The statistical
threshold~ST! is defined as the smallest test separation at
which the mean amplitude of responses to test stimuli was
significantly greater than the mean amplitude of responses to
habituating stimuli (p,0.005, Mann-Whitney U-test!. Re-
sponses to test and habituating stimuli were pooled across
test sessions as in the preceding analysis. ST values obtained
in this manner are shown in Table I. Within the limits of
sampling resolution, results obtained with this method agree
with those of the former analysis: In all cases, both methods
identify transitions from subthreshold to suprathreshold per-
formance between the same pairs of test separations.

Threshold elevation factors~TEF!, defined as the ratio of
MAAs in the two-source and single-source conditions~Lito-
vsky, 1997!, are also shown in Table I to facilitate compari-
son with results of previous human psychophysical studies. A
significant curve fit could not be obtained for owl 896 in the
single source condition. In this case, the MAA was estimated
as the smallest azimuthal separation~3°! at which discrimi-
nation performance exceeded threshold. This value is in
agreement with results of a previous study, using similar
methods, in which it was shown that the owl’s MAA mea-
sured using 100-ms sounds is approximately 3°~Bala and
Takahashi, 2000!

III. EXPERIMENT 2: DISCRIMINATION OF NONSPATIAL
CUES ASSOCIATED WITH LEAD–LAG
COMBINATIONS

Results of the preceding experiment suggest that sensi-
tivity to the binaural cues that barn owls use to localize
sounds~Moiseff, 1989! is reduced, but not eliminated, in
simulated echoic conditions. This conclusion depends on an
assumption that discrimination was based on the difference
in perceived location of habituating and test stimuli. It is
possible, however, that discrimination was based on differ-
ences in the perceived quality of sounds between test and

FIG. 4. ROC curves generated from pupillary responses of owl 889 in three test conditions. Individual curves were generated by plotting the proportion of
responses to test and habituating trials that exceeded criterion~‘‘hits’’ and ‘‘false alarms,’’ respectively!, for each of a set of criterion amplitude values~see the
text for details!. Each plot shows ROC curves generated for each azimuthal separation tested in a single test condition. Key shows symbols for all three plots.
Discrimination performance for each test separation was quantified by calculating the area under the corresponding ROC curve to give the nonparametric
statisticp(c).
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habituating trials. The stimulus configuration used in experi-
ment 1 gives rise to spectral and temporal cues at either ear
that could provide a basis for discrimination. These cues are
illustrated in Fig. 6.

The first cue is the rippling of spectra that results when
the lead and lag waveforms sum in each ear. The period of
the ripple changes as a function of the location of the lead
and lag sources. Figure 6~A! illustrates the difference in the
ripple period in the right ear when the lag source was at 6°
~solid! and at 36°~dotted line!. The spectra shown in Fig.
6~A! were generated by addition of lead and lag waveforms

that were filtered using an owl’s head-related transfer func-
tions for the appropriate lead~220°! and lag ~6° or 36°!
locations. Lead–lag delay was 3 ms. The period of spectral
rippling, equal to the reciprocal of the delay between lead
and lag waveforms, is plotted as a function of lag source
azimuth in Fig. 6~B! for habituating and test stimuli used in
the lag discrimination condition of experiment 1. Changing
the azimuth of the lag source results in orderly changes of
the ripple period at the left~circles, solid line! and right~3’s,
dotted line! ears. In humans, changes in spectral ripple pe-
riod give rise to changes in perceived pitch~Yost et al.,
1978!. In addition to spectral rippling, changing the location
of one source causes small differences in the overall shape of
the power spectrum@i.e., differences in heights of neighbor-
ing peaks in Fig. 6~A!# and changes in the temporal fine
structure of monaural signals. The latter effect is illustrated
in Fig. 6~C!. For each ear, the waveform received in the
habituating condition was cross correlated with that received
in each of the lag-source test conditions. The dotted and solid
functions plot the maxima of these normalized cross corre-
lograms ~coherence of monaural signals! against the lag
source’s azimuth for the right~dotted! and left ~solid! ears,
respectively. Increasing the azimuthal separation of lag
sources on habituating and test trials results in a orderly de-
crease in coherence of the monaural signals at either ear,
providing additional potential cues for discrimination.

It is thus possible that the owls discriminated test trials
from habituating trials by detecting changes in the quality of
the sounds and not changes of their perceived locations. If
this were the case, results of experiment 1 may underestimate
the reduction of spatial sensitivity in echoic conditions. To
control for this possibility, we measured discrimination using
stimuli approximating the signals that would have been
present at one ear on habituating and test trials of experiment
1, presented from a single, stationary speaker.

A. Methods

Experimental subjects and PDR measurement proce-
dures were the same as those in experiment 1. General as-
pects of experimental design were also similar, so only dif-
ferences will be detailed. All stimuli were presented from a
single speaker at 6° azimuth. The initial habituation period
consisted of 99 trials. Three different test stimuli, corre-
sponding to different lag-source locations, were tested in
each session. After 100 habituating trials, test stimuli were
presented in blocks of three, with each test trial separated by
nine intervening habituating trials. Test blocks were sepa-
rated by 20 habituating trials. Five test blocks were presented
in each session.

Stimuli similar to the waveforms resulting from the
summation of lead and lag sounds at an owl’s ear in experi-
ment 1 were generated by filtering sounds with head-related
transfer functions~HRTFs! corresponding to lead and lag
source locations, delaying the lag signal by 3 ms, and adding
the resulting waveforms. Filtering with HRTFs replicates the
transformation of both phase and amplitude spectra that oc-
curs between a source at a given location and a position in
the external ear canal immediately adjacent to the tympa-
num. HRTFs were measured as previously described~Keller

FIG. 5. Psychometric functions for azimuthal discrimination of single, lead,
and lag sources by three owls. Each point represents the proportion correct
@p(c)#, calculated as the area under the probability space ROC curve ob-
tained from pooled responses from a minimum of four test sessions, and
including a minimum of 18 test responses. The curve fit for owl 896, single
source condition was not significant (p,0.05), and is therefore omitted.
The 0.71p(c) criterion level used to calculate MAAs is indicated by a grid
line in each plot.
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et al., 1998! in an owl not used as a test subject. Using this
method, we measured the ability of owls to discriminate
stimuli that approximate the waveforms present at one ear on
habituating and test trials in experiment 1. Stimuli corre-
sponding to those in the lag discrimination condition were
chosen, because spatial discrimination was most impaired for
lag sources.

The input stimulus waveforms were the same frozen
noise segments used in experiment 1. To generate the lead
sound, the waveform was convolved with the time-domain
representation of the HRTF for the lead location. To generate
the lag sound, a 3-ms onset segment, consisting of zeros, was
concatenated to the beginning of the noise, and the resulting
signal was convolved with the HRIR for the lag location.
The final signals, approximating the monaural signals for
each pair of lead and lag locations, were generated by adding
the appropriate pairs of lead and lag signals. Because the
HRTFs used were measured in another owl, the resulting
stimuli do not exactly replicate the monaural waveforms ex-
perienced in experiment 1. However, the relative time delays
for sources at different locations, that give rise to spectral
rippling, are very similar in different owls~Keller et al.,
1998!. Furthermore, prominent spectral notches that give rise
to large individual differences in HRTFs of mammals
~Middlebrooks et al., 1989; Musicantet al., 1990; Spezio
et al., 2000! are not present in the HRTFs of barn owls at the
locations along the frontal horizon used in this study~Keller
et al., 1998!. Thus, although the method used does not ex-
actly replicate the monaural signals experienced in experi-
ment 1, it generates habituating and test signal waveforms
that differ in spectral shape and temporal correlation in a
manner similar to the actual monaural waveforms in that
experiment.

Owls were tested for their ability to discriminate the
different monaural signals generated in the lag source dis-
crimination condition of experiment 1. Thus, in each case the
habituating stimulus was generated by filtering the lead
waveform with the left- or right-ear HRTF for220° azi-
muth, and the lag waveform with the same ear’s HRTF for
16° azimuth. The test stimuli were generated by filtering the
lead waveform with the HRTF for220°, and the lag wave-
form with the HRTFs corresponding to a subset of the lag
source locations tested in experiment 1. In this manner the

three owls were tested for discrimination of monaural com-
bination equivalent to the following lag source test separa-
tions:

Owl 889...left ear: 5°, 10°, 15°, 20°, 30°
Owl 882...left ear: 10°, 20°, 30°; right ear: 5°, 10°, 20°, 30°,

34°
Owl 896...left ear: 10°, 20°, 34°; right ear: 3°, 15°, 34°.

B. Results

Discrimination performance for the summed lead–lag
signals is plotted as a function of lag source azimuth separa-
tion for test stimuli in Fig. 7. Discrimination performance for
left- and right-ear signals is plotted as black and gray circles,
respectively. The psychometric curves for lag source dis-
crimination from Fig. 5 are replotted for comparison
~squares, dotted lines!. Owls 882 and 896 were unable to
discriminate any of the test signals from the habituating sig-
nal @Figs. 7~B! and~C!#. Owl 889 achieved a maximum dis-
crimination level of 0.69p(c) for the combination signal
corresponding to a lag source separation of 10°@Fig. 7~A!#.
Discrimination performance declined to chance levels at
larger equivalent source separations. There was no indication
that discrimination performance increased with increasing
equivalent source separation for any of the subjects, as
would be expected if lag-source discrimination were depen-
dent on sensitivity to monaural cues. Furthermore, in all
cases discrimination performance was at chance levels for
combination signals corresponding to lag source separations
that were themselves discriminable in experiment 1. The pre-
ceding results were confirmed by statistical analysis of re-
sponses, pooled across sessions. For owl 889, the mean re-
sponse to the test stimulus equivalent to a 10° separation was
significantly greater in amplitude than the mean response to
the corresponding habituating trials at a significance level of
p50.007 ~Mann-Whitney U test!. For no other stimulus in
any owl was there a significant (p,0.05) difference between
response amplitudes on test and habituating trials. These re-
sults indicate that sensitivity to the spectral and temporal
cues available at either ear is insufficient to account for dis-
crimination of changes in lag source location.

TABLE I. Minimum audible angles~MAA ! and statistical thresholds~ST! for the three owl subjects. MAA
values represent the angular separation corresponding to a discrimination performance of 0.71p(c), obtained
from the sigmoid curve fits and rounded to the nearest degree. ST values represent the smallest tested azimuthal
separation at which the mean amplitude of responses to test stimuli, pooled across sessions, was significantly
greater than the mean amplitude of responses to habituating stimuli. Threshold elevation factors~TEF!, shown
for the two-source conditions, are the ratio of the corresponding MAA to the single-source MAA. The single-
source MAA and associated TEF values for owl 896 are shown in parentheses to indicate that they are estimated
values~see the text!.

Owl ID ~sound duration!

Condition

Single source Lead source Lag source

MAA ST MAA ST TEF MAA ST TEF

889 ~25 ms! 4° 5° 8° 10° 2 16° 20° 4
882 ~25 ms! 8° 10° 12° 15° 1.5 19° 20° 2.4
896 ~100 ms! ~3°! 3° 11° 15° ~3.7! 18° 20° ~6!
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IV. DISCUSSION

This study represents the first application of a spatial
discrimination paradigm to measure the precedence effect in
an animal model. The results demonstrate that the ability to
detect a change in the location of a sound source is impaired
in the presence of a simulated reflection. The ability to local-
ize the simulated reflection itself is even further impaired.
Results of the control experiment~experiment 2! demon-

strate that discrimination of changes in source location in
echoic conditions was not based on sensitivity to changes in
sound quality associated with changes in the monaural sig-
nals. Thus, the impairment of spatial resolution in simulated
echoic conditions most likely reflects a reduced ability to use
binaural directional information.

Results for azimuthal discrimination obtained in experi-
ment 1 are similar to those obtained in comparable human
psychophysical studies. Several previous human studies have

FIG. 6. Monaural cues to lag source location in experiment 1.~A! Power
spectra of the signals at an owl’s left ear generated by lead–lag pairs that
differ only in location of the lag source. Addition of lead and lag waveforms
filtered by an owl’s HRTFs simulates the monaural signals generated in the
lag-source condition of experiment 1 by the habituating~6° lag azimuth! and
30° test stimuli.~B! Ripple period of the monaural signals changes linearly
as a function of lag-source azimuth. As the lag source is moved to the right
~positive azimuths! the ripple period increases at the right ear~dotted line!
and decreases at the left ear~solid line!. ~C! Coherence of waveforms at the
left ~solid line, circles! or right ears~dotted line,3’s! on habituating and test
trials decreases monotonically with increasing lateral displacement of the
lag source. Coherence is defined as the maximum of the normalized cross-
correlation function calculated for the monaural signals present on habituat-
ing and test trials.

FIG. 7. Psychometric functions for discrimination of lead–lag signal com-
binations presented from a single speaker, and for equivalent lag sources for
three owls~A–C!. Discrimination of lead–lag combination signals gener-
ated using the left~black circle! and right~gray circle! ear HRIRs is plotted
as a function of the equivalent lag-source separation, defined as the differ-
ence in azimuthal location of the HRIRs used to generate the lag-source
signal component of habituating and test stimuli. Duration of lead and lag
sounds was 25 ms for owls 889 and 882, and 100 ms for owl 896. Each
point represents the proportion calculated from pooled responses from a
minimum of four test sessions, and a minimum of 18 test responses. Lag-
source discrimination data~squares! are replotted from Fig. 5.
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demonstrated lag discrimination suppression~Litovsky et al.,
1999!, an impaired ability to detect changes in the azimuthal
location or binaural attributes of lagging sounds relative
to either single- or leading-sounds. This effect has been
demonstrated using either free-field~Perrott et al., 1989;
Litovsky and Macmillan, 1994; Litovsky, 1997! or head-
phone ~Zurek, 1980; Saberi and Perrott, 1990; Shinn-
Cunninghamet al., 1993; Tollin and Henning, 1998; Lito-
vsky and Shinn-Cunningham, 2001! stimulus presentation.
The human study that used the most similar stimulus presen-
tation methods and parameters to those employed in the
present study also reported lead discrimination suppression
~Litovsky, 1997!. Furthermore, the magnitude of impair-
ments for lead and lag sources reported in that study, as
quantified by TEFs, are roughly equivalent to those mea-
sured with stimuli of the same duration~25 ms! in the
present study. The similarity of the present results to those of
previous human studies suggests that similar processes may
give rise to the precedence effect in barn owls and humans.

A. Effect of acoustic interactions on available binaural
cues

Azimuthal sound localization by barn owls is primarily
dependent on sensitivity to interaural time differences~ITD;
Moiseff, 1989; Poganiatzet al., 2001!, which are detected
via neural processes analogous to interaural cross correlation
~Carr and Konishi, 1990!. One factor that may contribute to
impaired spatial resolution in echoic conditions is degrada-
tion of ITD cues caused by acoustic superposition of lead
and lag sounds. The effect of superposition of lead and lag
waveforms on the ITD cues available in experiment 1 is
illustrated in Fig. 8. A single source at120° azimuth gener-
ates a constant ITD of 49ms, as indicated by the single peak
of the running interaural correlogram in Fig. 8~A!. This and
the following plots were generated by computing the cross-
correlation functions of acoustic signals at the left and right
ears in a 1-ms time window that was advanced, in 33-ms
increments, throughout the total stimulus duration. This time

FIG. 8. Running interaural cross correlograms illustrate the effects of lead–lag superposition on ITD cues available in experiment 1.~A! A single source at
120° azimuth generates a constant ITD of 49ms. In this and the following plots the monaural acoustic signals were simulated by filtering the stimulus
waveform used in experiment 1 with an owl’s head-related transfer functions. Running interaural cross correlograms were constructed by calculating the
cross-correlation function of the signals at the two ears in a 0.5-ms window that was advanced in 33-ms increments throughout the total stimulus duration.
Running time is plotted on thex axis, ITD on they axis~positive values indicate the right signal leads!, and interaural correlation~IAC! on thez axis and color
scale.~B! The combination of a lead source at220° azimuth and a lag source at120°, with a lag delay of 3 ms, generates a time-varying pattern of interaural
correlation. The ITDs of lead and lag sources, presented in isolation, are indicated by pointers and white lines on the plot surface. Here, the monaural signals
were generated by summation of lead and lag waveforms that had been filtered by the HRTFs for the appropriate source locations.~C! The effects of peripheral
filter response times on the available ITD cues are illustrated by constructing the interaural cross correlogram after passing the monaural signals through a
bank of gamma-tone filters~Slaney, 1993!, modified to match the bandwidths of barn owl auditory-nerve fibers~Köppl, 1997!. At each time increment, the
interaural cross-correlation function was computed separately in each frequency channel. The resulting frequency-specific cross-correlation functions were
then averaged and displayed as in plot B.
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window duration was chosen to illustrate the available ITD
cues with a temporal resolution exceeding that of the barn
owl’s binaural system~Wagner, 1991!, while being long
enough to allow the lowest frequency stimulus components
to contribute to the cross-correlation function. When a lead-
ing source is added at220° azimuth, with a lead–lag delay
of 3 ms, the pattern of interaural correlation over time be-
comes more complex@Fig. 8~B!#. In the initial and final 3-ms
stimulus segments, only one of the two sources is active, and
prominent peaks of interaural correlation occur at ITDs of
249 or 149 ms, corresponding to the lead or lag source
locations, respectively. These ITDs are indicated by pointers
and white lines on the plot surface. In the intervening 22-ms
segment, both sources are active and superposition of lead
and lag waveforms at each ear results in a complex, time-
varying pattern of interaural correlation. Throughout much of
this overlap segment, peaks are still evident at, or near ITDs
of 249 and149 ms. However, the level of interaural corre-
lation at each of these ITDs varies considerably over time,
and peaks of interaural correlation also occur, intermittently,
at other ITDs. The average pattern of interaural correlation
within the initial, overlap, and final stimulus segments is
illustrated in Fig. 9~A!. Within the overlap segment, two
peaks are evident near the ITDs of lead and lag sources.
However, the maximum level of interaural correlation is sub-
stantially reduced relative to the initial and final segments.
The peak level of interaural correlation within the overlap
stimulus segment varied with test speaker azimuth location,
and was below 0.5 at all test separations below 40° in ex-
periment 1@Fig. 9~B!#.

The reduction of interaural correlation caused by acous-
tic superposition of lead and lag waveforms would be ex-
pected to contribute to the reduction of azimuthal discrimi-
nation abilities for lead and lag sources. Saberiet al. ~1998!
measured the effect of decreasing interaural correlation on
head turns elicited by dichotic noise bursts in barn owls. The
precision of head turns was unaffected as interaural correla-
tion was decreased from 1 to about 0.5. At interaural corre-
lation levels below 0.5 the precision of head turns declined
rapidly. Thus, the reductions of interaural correlation caused
by acoustic superposition in the present study would be ex-
pected to impair spatial resolution. In order to minimize this
effect, the owls could have adopted a strategy of listening
only to the initial stimulus segment, in the case of lead dis-

crimination, or to the final stimulus segment, in the case of
lag discrimination. However, their ability to isolate the ITD
information conveyed by the initial and final segments from
that conveyed by the overlap segment would be limited by
the temporal resolution of the binaural pathway. Wagner
~1991! demonstrated that, in a lateralization task, barn owls
average ITD information within a ‘‘temporal window’’ with
equivalent rectangular duration ranging from 3 to 42 ms. If
the owls processed directional information with a temporal
window of similar duration in the present study, spatial reso-
lution would have been reduced as a result of averaging de-
graded ITD information conveyed by the overlap segment
with the uncorrupted ITD information conveyed by either
initial or final segments. This effect is illustrated in Fig. 10,
which shows the time-dependent value of binaural correla-
tion computed within two double exponential time windows
of the form

FIG. 9. Interaural correlation values
computed over the entire durations of
the overlapped and nonoverlapped
stimulus segments.~A! Normalized in-
teraural correlation functions were
computed in rectangular time windows
encompassing the 3-ms initial
~dashed! and final ~solid gray! stimu-
lus segments and the 22-ms overlap
segment ~solid black!. Stimulus pa-
rameters are the same as in Fig. 8~A!.
~B! Maximum interaural correlation
levels in the three stimulus segments
are plotted as a function of lag-source
azimuth for stimulus configurations
used in the lag-source discrimination
condition of experiment 1.

FIG. 10. Binaural correlation values computed within sliding time windows
applied to the lead–lag stimulus combination illustrated in Figs. 8 and 9.
The shapes of the short~solid line! and long~dotted line! time windows
were given by the weighted sum of two exponentials using parameters
~short: Tp51 ms, Ts512 ms, w50.83; long: Tp53 ms, Ts564 ms, w
50.81) that provided the best fits to behavioral data from the two subjects
in the study by Wagner~1991; see the text for equation!. Windowing was
accomplished by using the time window as a weighting function that was
multiplied by the stimulus waveforms prior to calculation of the binaural
cross correlation. Binaural correlation values were computed as the time-
window center was advanced in 33-ms increments, beginning approximately
2 ms prior to stimulus onset, and ending approximately 2 ms after stimulus
offset.
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W~ t !5~12w!* exp~2t/Tp!1w* exp~2t/Ts!, ~2!

where Tp and Ts are time constants andw is a weighting
factor. The short ~solid line; Tp51 ms, Ts512 ms, w
50.83) and long~dotted line; Tp53 ms, Ts564 ms, w
50.81) time windows used in this illustration were gener-
ated using parameters that provided the best fits to the be-
havioral data for the two owls in Wagner’s study, and had
equivalent rectangular durations of 3 and 14.5 ms, respec-
tively. In both cases, the binaural correlation values decline
as the time window center nears the temporal midpoint of the
stimulus, and the maximal levels of binaural correlation oc-
curring near stimulus onset and offset are lower than those
measured using rectangular time windows to isolate the ini-
tial and final stimulus segments@Fig. 9~A!#. Thus, temporal
averaging should limit the ability of owls to make use of the
ITD information conveyed by the initial and final stimulus
segments. The effect of acoustic superposition on ITD cues
illustrated here may contribute to the impairment of discrimi-
nation performance for lead and lag sources relative to single
sources. It cannot explain the difference in performance be-
tween lead-and lag-source conditions, however, because the
ITD cues to the locations of both sources are equally af-
fected.

B. Localization dominance

A common interpretation of results obtained in lateral-
ization and discrimination studies of the precedence effect is
that lead and lag sounds are combined, perceptually, to form
a single, fused event. The perceived lateral position of the
fused event reflects a sum of the ITDs of lead and lag
sources, weighted so that the lead source makes the domi-
nant contribution. As a result, the amount by which the ITD
of one of the sources must be changed to produce a just-
detectable change in the perceived location of the fused
event is greater for the lag source than it is for the lead
source. This interpretation is formalized in a model proposed
by Shinn-Cunninghamet al. ~1993!, that uses a single metric
to summarize lead-source dominance. According to this
model, the perceived lateral position,a, is a noise-corrupted
weighted sum of the ITDs of the leading (t1) and lagging
(t2) sounds

a5ct11~12c!t21h, ~3!

whereh is internal noise. The perceptual weighting factor,c,
quantifies the extent to which the laterality of the lead sound
dominates the laterality of the perceptual image.

This model can be used to calculate the perceptual
weighting factor from the discrimination data obtained in the
present study with free-field stimulus presentation, following
an approach detailed by Litovsky and Macmillan~1994!. Be-
cause ITD is directly proportional to sound source azimuth,
Eq. ~2! can be used to derive the following equations that
relate the change in perceived azimuthal location of fused
images ~da! to the change in the azimuth of either lead
(dAz1) or lag(dAz2) sources:

da5cdAz1 , ~4a!

da5~12c!dAz2 . ~4b!

The discriminability,d8, of a difference in azimuth is defined
as the difference in means of the distributions of perceived
azimuths for two locations in units of their common standard
deviations. The discriminability of a change in azimuth for
single, lead, and lag sources is thus

dsingle8 5dAzsingle/s, ~5a!

dlead8 5cdAz1 /s, ~5b!

dlag8 5~12c!dAz2 /s, ~5c!

wheres is the standard deviation ofa. We assume that the
variance of perceptual judgments is equal in all three condi-
tions. Because the threshold criterion level of discriminabil-
ity is the same for all test conditions, the right-hand expres-
sions of any pair of Eqs.~5! can be set equal to one another
to give three equations that relate the discrimination thresh-
olds obtained in different test conditions (tsingle,t lead,t lag) in
terms ofc

tsingle/t lead5c, ~6a!

tsingle/t lag512c, ~6b!

t lead/t lag5~12c!/c. ~6c!

Estimates ofc calculated using Eqs.~6! and the thresh-
old measurements from experiment 1 are listed in Table II.
All but two of the nine estimates ofc are greater than 0.5,
consistent with the view that, overall, the lead source tended
to dominate perceived laterality of a fused image. There was
considerable variation in the values ofc computed for each
owl with different equations, and across subjects for Eqs.
~6a! and ~6b!. The values ofc computed by Eq.~6c! exhib-
ited the least variation across subjects. For owls 889 and 896
the c values given by Eq.~6a! were lower than those given
by Eq. ~6c!, and the values given by Eq.~6b! were higher
than those given by Eq.~6c!. This result is expected if some
factor, in addition to the pulling effect of the stationary
source, acts to reduce discrimination abilities in the two
source conditions. A likely cause of the observed discrepan-
cies is the reduction of binaural correlation resulting from
acoustic superposition. For this reason, we believe that thec
values given by Eq.~6c!, which does not require comparison
of thresholds in one- and two-source conditions, provides the
best estimate of perceptual weighting in the present discrimi-
nation task.

Shinn-Cunninghamet al. ~1993! demonstrated that the
value ofc depends on several stimulus parameters, including
sound duration and lag delay. The values ofc calculated
from our data for barn owls are lower, on average, than those
obtained in studies using short duration stimuli, including
6-ms noise bursts~Litovsky and Macmillan, 1994!, and

TABLE II. Estimates ofc from discrimination thresholds measured in ex-
periment 1.

Subject
Single/Lead

Eq. ~5a!
Single/Lag
Eq. ~5b!

Lead/Lag
Eq. ~5c!

889 0.50 0.71 0.67
882 0.67 0.58 0.61
896 0.27 0.83 0.63
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clicks ~Wallachet al., 1949; Gaskell, 1983; Yost and Soder-
quist, 1984; Saberi and Perrott, 1990; Shinn-Cunningham
et al., 1993!. The barn owlc values are comparable to those
calculated by Shinn-Cunninghamet al. ~1993! from data ob-
tained by Zurek~1980! in a pointer matching experiment,
using continuous noises as stimuli at lag delays from 3 to 9
ms. Thus, it is possible that the lowc values obtained in the
present study reflect similar effects of stimulus duration to
those in humans.

Several mechanisms have been proposed to account for
lead-source dominance in localization. Some authors have
proposed that neuronal inhibitory mechanisms triggered by a
leading sound suppress the neuronal representation of direc-
tional information conveyed by later-arriving sounds~Harris
et al., 1963; Lindemann, 1986; Zurek, 1987!. Neurophysi-
ological data, showing that addition of a leading sound re-
duces the responses of binaural or space-tuned neurons to
their preferred stimuli, have been interpreted as evidence for
such inhibitory processes~Yin, 1994; Fitzpatricket al., 1995;
Keller and Takahashi, 1996; Litovsky and Yin, 1998; Fitz-
patricket al., 1999!. Recent modeling studies, however, sug-
gest potential alternative explanations. Tollin~1998! demon-
strated that lead-source dominance could result from a
temporal weighting function that emphasizes the most recent
monaural inputs at the site of binaural comparison, in the
absence of any onset-triggered inhibitory mechanism. In bio-
logical terms, this weighting function could reflect the physi-
ological properties of neurons that initially detect ITDs in the
mammalian medial superior olive~Goldberg and Brown,
1969; Yin and Chan, 1990! or the avian nucleus laminaris
~Carr and Konishi, 1990!. More recent modeling studies
demonstrated that interactions between lead and lag sounds
within peripheral filters, in combination with adaptation of
hair cell responses, can account for several classic prece-
dence phenomena reported in psychophysical studies~Har-
tung and Trahiotis, 2001! as well as the physiological results
described above~Trahiotis and Hartung, 2002!, without re-
quiring any inhibitory processes. At lag delays shorter than
the reciprocal of a filter’s bandwidth, the lag sound will ar-
rive while the filter is still responding to the lead sound.
Interactions between responses to the lead and lag sound
result in new ‘‘internal, effective ITDs’’ that are dominated
by the ITD of the lead sound. The behavioral results obtained
in the present study are compatible with any of these pro-
posed mechanisms with the likely exception of interactions
within peripheral filters.

It is unlikely that peripheral interactions account for the
impaired performance in the lead- and lag-source conditions
of the present experiment, because response times of filters
in the frequency range of the stimuli are too short for sub-
stantial interactions to occur. The passband of stimuli used in
this experiment~3–9 kHz! was chosen to encompass the 4 to
8-kHz range over which sound localization by barn owls is
most accurate~Konishi, 1973; Knudsen and Konishi, 1979!.
To assess the effects of peripheral filtering in this frequency
range, we used a bank of gamma-tone filters~Slaney, 1993!,
similar to those used by Hartung and Trahiotis~2001!, but
with center frequencies ranging from 2670 to 9514 Hz in
1/12-octave increments and proportional bandwidth adjusted

to better approximate that of barn owl auditory-nerve fibers
~Köppl, 1997!. The impulse response of the 2670-Hz filter
reaches maximum amplitude at 1.27 ms and decays by 12 dB
at a response time of 3 ms. In the range of frequencies from
4 to 8 kHz, the attenuation relative to peak of impulse re-
sponse amplitudes measured at 3 ms ranged from 20 to 41
dB. Thus, unlike filters tuned to the low frequencies that
humans use for ITD extraction, the ringing response of filters
tuned to frequencies that barn owls use for sound localization
is substantially damped at the 3-ms lag delay used in this
experiment.

Nevertheless, to illustrate the effect of peripheral filter-
ing on the ‘‘internal ITD’’ expected in the present experimen-
tal conditions, a running interaural cross correlogram was
computed after first passing the left- and right-ear signals
through the filter bank, computing the interaural cross corre-
logram within each frequency channel, and then averaging
the results across frequencies. The resulting, ‘‘filtered’’ cross
correlogram is shown in Fig. 8~C!. Most of the major fea-
tures of the unfiltered cross correlogram are preserved, de-
spite the temporal smearing effects of the filter responses. In
particular, during the overlap segment, intermittently appear-
ing peaks corresponding to lead and lag sources are clearly
evident. Thus, the damped ringing of peripheral filters at a
delay of 3 ms is of insufficient amplitude to obscure the ITD
cues to either lead- or lag-source locations. Note that this
analysis likely overestimates the effects of peripheral filter-
ing on azimuthal resolution, because the lower frequency
bands with the longest response times are weighted equally
to the higher frequencies, which make the greatest contribu-
tion to sound localization in owls. The relative insensitivity
to changes in lag-source azimuth is therefore more likely the
result of either a central inhibitory mechanism that partially
suppresses the neuronal representation of lag-source loca-
tion, asymmetric temporal weighting at the site of binaural
interaction, adaptation of hair cell responses, or some com-
bination of these mechanisms. Sufficient information is not
currently available to evaluate the contribution of the latter
three mechanisms to behavioral precedence phenomena in
barn owls.

C. Discrimination of nonspatial cues

Results of experiment 2 demonstrate that barn owls are
not able to detect the monaural cues associated with changes
of lag-source location, including changes in rippling of the
combined signal spectrum. Sensitivity to rippled noise
stimuli has been assessed in several nonhuman species. In
the echolocating bat,Eptesicus fuscus, sensitivity to changes
in spectral ripples is sufficient to account for detection of
changes in distance between two simulated target surfaces
~Simmonset al., 1990!. This ability presumably reflects spe-
cializations of the bat’s auditory system for target ranging
and acoustical imaging along the range axis. Thresholds for
detection of spectral ripples against a flat-spectrum reference
condition have been measured in chinchillas~Shofner and
Yost, 1995! and budgerigars~Amagai et al., 1999!. In bud-
gerigars, the only avian species to be studied, thresholds for
detection of spectral ripples are similar, or slightly lower
than those of humans for repetition pitches in the range from
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100 to 1000 Hz, corresponding to lead–lag delays of 1 to 10
ms ~Amagai et al., 1999!. A direct comparison to results of
the present study is not possible, however, as sensitivity to
changes in lag delay, or repetition pitch, was not measured.

Konishi and Kenuk~1975! demonstrated that barn owls
are able to detect smaller differences in signal spectra than
the differences between spectra of habituating and test
stimuli used in experiment 2. We can suggest two possible
explanations for the difference in discrimination performance
in the two studies. First, the owl’s ability to detect differ-
ences between spectral ripples may be restricted to low
ripple frequencies. The procedure that Konishi and Kenuk
~1975! used to generate spectral differences would have gen-
erated an effective spectral ripple with a period of 2/3 octave,
which is much longer than the period of ripples tested in the
present study. Sensitivity to spectral ripples has been shown
to decrease as ripple period is decreased in other birds~Ama-
gai et al., 1999! as well as in humans~Summers and Leek,
1994!. Second, long integration times may be required for
owls to discriminate fine differences in spectra or temporal
structure. The 25- and 100-ms stimuli used in the present
study were shorter than those used by Konishi and Kenuk
~1975! by approximately 3 orders of magnitude.

D. Implications of discrimination suppression for
physiological studies

A major goal of this study was to provide quantitative
behavioral measures of the precedence effect for comparison
with neuronal response data. Previous single-unit neuro-
physiological studies have described potential neuronal cor-
relates of the suppression of directional information con-
veyed by lag sources in precedence effect paradigms~Yin,
1994; Fitzpatricket al., 1995; Keller and Takahashi, 1996;
Litovsky et al., 1997; Litovsky and Yin, 1998; Fitzpatrick
et al., 1999!. It has long been appreciated, however, that al-
though reflections are not necessarily heard as separate
events they contribute to the perceived quality and location
of the fused event~Blauert, 1997!. More recently, it was
demonstrated that humans are impaired, but still able to de-
tect changes in the location of lagging sounds presented in
the free field~Perrottet al., 1989; Litovsky and Macmillan,
1994!. Results of the present study demonstrate that barn
owls are similar to humans in this regard. These findings
suggest that, although the neuronal representation of the di-
rection of a lagging source might be largely attenuated by the
presence of a leading source, some residual representation
must remain in order to provide a basis for detecting changes
in its location. Results of a recent study of single-unit re-
sponses to binaural click pairs in several auditory structures
of the rabbit are consistent with this proposal~Fitzpatrick
et al., 1999!. Although responses of the majority of neurons
to a lagging click at best ITD were suppressed by the pres-
ence of a lead click, a small proportion of neurons in each
structure responded to the lag click at lead–lag delays from 1
to 4 ms. The findings of the present study demonstrate that
barn owls exhibit similar lag- and lead-discrimination sup-
pression effects to humans, and provide a basis for quantita-
tive comparison between behavioral and neuronal discrimi-
nation of sound source location. Future experiments will

make use of the topographic auditory spatial representation
in the barn owl’s auditory midbrain to define the neuronal
representation of sound sources in simulated echoic condi-
tions, and to relate neuronal measures of discrimination per-
formance to the present behavioral data.
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Several array-processing algorithms were implemented and evaluated with experienced hearing-aid
users. The array consisted of four directional microphones mounted broadside on a headband worn
on the top of the listener’s head. The algorithms included two adaptive array-processing algorithms,
one fixed array-processing algorithm, and a reference condition consisting of binaural directional
microphones. The algorithms were evaluated under conditions with both one and three independent
noise sources. Performance metrics included quantitative speech reception thresholds and
qualitative subject preference ratings for ease-of-listening measured using a paired-comparison
procedure. On average, the fixed algorithm improved speech reception thresholds by 2 dB, while the
adaptive algorithms provided 7–9-dB improvement over the reference condition. Subjects judging
ease-of-listening generally preferred all array-processing algorithms over the reference condition.
The results suggest that these adaptive algorithms should be evaluated further in more realistic
acoustic environments. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1536624#

PACS numbers: 43.66.Ts, 43.60.Lq@MRL#

I. INTRODUCTION

Hearing-aid users commonly complain of difficulty un-
derstanding speech in the presence of background noise
~Kochkin, 2000a, b!. Microphone-array hearing aids provide
a promising solution to this problem when the noise, or in-
terference, arises from directions other than that of the de-
sired source. These devices process inputs from multiple mi-
crophones to produce a single output with improved signal-
to-noise ratio~SNR!.

Array-processing algorithms can be classified as either
fixed or adaptive. Fixed algorithms provide a static direc-
tional response pattern, while adaptive algorithms dynami-
cally alter their directional response depending on the direc-
tional properties of the input signals. Fixed array-processing
algorithms generally provide performance that is robust with
respect to variations in the acoustic environment, with the
advantage of low computational complexity. For a given mi-
crophone configuration, they can provide near-optimal per-
formance in extreme reverberation and a moderate level of
performance in less reverberant environments. Adaptive
array-processing algorithms potentially provide superior per-
formance, particularly when a small number of interferers
are present in low-to-moderate reverberation, but this comes
at the expense of increased computational complexity. Fur-
thermore, under some conditions adaptive algorithms may
degrade the desired signal, leading to reduced intelligibility.

Much effort has been given to the design and evaluation
of algorithms for microphone-array hearing aids~Greenberg
and Zurek, 1992; Soedeet al., 1993a, b; Hoffmanet al.,
1994; Kompis and Dillier, 1994; DeBrunner and McKinney,
1995; Kates and Weiss, 1996; Liu and Sideman, 1996; Sch-
weitzer et al., 1996; Saunders and Kates, 1997; Wittkop,

1997; Desloge, 1998; Kompiset al., 1998; Shields and
Campbell, 1998; Vanden Berghe and Wouters, 1998; Gibian
et al., 1999; Hoffmanet al., 2000; Widrow, 2000; Zurek and
Greenberg, 2000!. A comprehensive review of such algo-
rithms is available elsewhere~Greenberg and Zurek, 2001!.

When evaluating microphone-array hearing aids, it is
important to choose an appropriate reference condition. In
order to justify the increase in physical size and/or computa-
tional complexity required for such devices, evaluations of
more complex systems should be based on comparisons to
simpler microphone-array systems. Therefore, the reference
condition for evaluating a fixed array-processing algorithm
should be either a single directional microphone or binaural
directional microphones.1 Similarly, the reference condition
for an adaptive array-processing algorithm should be a com-
parable fixed system, that is, fixed array processing of the
signals obtained from microphones in the same physical con-
figuration. This approach permits quantification of the incre-
mental benefits due to each increase in the physical size
and/or computational complexity of the device.

The performance of both fixed and adaptive array-
processing algorithms is highly dependent on the acoustic
environment, specifically on the position and number of
noise sources and the level, latency, and duration of rever-
beration. It is therefore difficult to make meaningful com-
parisons across studies, because the acoustic characteristics
of the test environments have strong effects on array perfor-
mance. Even so, results of previous studies can be broadly
summarized as follows. Fixed processing of the signals from
multiple microphones forming relatively large arrays~10–20
cm! can improve speech reception thresholds~SRTs! by
5–10 dB over those obtained with a single omnidirectional
microphone, or by 2–3 dB over a single directional micro-
phone~e.g., Soede, 1993b; Saunders and Kates, 1997; Wid-
row, 2000!. Because of their physical size and visibility,

a!Electronic mail: jgreenbe@mit.edu
b!Present address: Sensimetrics Corporation, 48 Grove Street, Somerville,

MA 02144.
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these arrays may be cosmetically unacceptable to a portion
of the hearing-impaired population. A more discreet option is
provided by adaptive processing of the signals from two mi-
crophones worn at the ears. With one independent noise
source in mild reverberation, such systems can improve
SRTs by 10 dB over single or binaural directional micro-
phones~Kompis et al., 1998; Zurek and Greenberg, 2000!
and by more than 5 dB over fixed processing of signals from
the same physical array~Kompis and Dillier, 1994!.

Acoustic theory and simulation results predict that adap-
tive arrays can provide substantial benefits only in relatively
nonreverberant environments. In strong reverberation, the
benefits of microphone arrays are due to their simple direc-
tionality, and basic acoustic principles dictate that the direc-
tionality of an array increases with its size. Therefore, an
adaptive algorithm in conjunction with a relatively large mi-
crophone array can potentially provide the best performance
for the hearing-aid user under the widest range of acoustic
conditions.

The current study explores a microphone-array configu-
ration intended to expand the range of performance versus
cosmetic trade-offs that might be offered to hearing-aid us-
ers. It consists of four microphones mounted on a headband
worn atop the head. Directional microphones are used to
achieve rejection of rearward sounds and to obtain the
complementary benefits in terms of directionality generally
provided by directional microphones as elements of larger
arrays~Stadler and Rabinowitz, 1993; Kompis and Dillier,
1994; Kompiset al., 1998!.

In this study, three array-processing algorithms~two
adaptive and one fixed! were compared to a reference con-
dition that used binaural directional microphones. Previous
work has already addressed the development, refinement,
and preliminary evaluation of these algorithms with physical
measurements and listening by normal-hearing subjects
~Greenberg and Zurek, 1992; Greenberg, 1994; Welkeret al.,
1997; Deslogeet al., 1997; Desloge, 1998!. The current goal
is to move beyond initial evaluation of the algorithms them-
selves and to assess the benefit that they might provide to
hearing-impaired individuals. Accordingly, this study em-
ployed experienced hearing-aid users as subjects, with care-
ful attention to fitting of the frequency responses to ensure
audibility of target speech materials. The evaluation included
both speech reception thresholds in noise and relative ease of

listening. The algorithms were tested in a mildly reverberant
environment in order to explore any potential advantage of
the adaptive algorithms, since adaptive algorithms are not
expected to provide much benefit over comparable fixed sys-
tems in strong reverberation. Noise configurations included
roving noise sources and multiple directional interferers~in-
dependent noise sources arriving from different spatial direc-
tions!. A real-time system permitted the subjects to wear the
microphone array and listen to the processed outputs while
sitting in the sound field.

II. HEARING AID ALGORITHMS

All algorithms used an array of four microphones
mounted on a headband~described in Sec. III A! and were
designed on the assumption that the desired signal arrives
from array broadside. All algorithms except the reference
condition produce a single output, which is then processed
for presentation to both ears~Fig. 1!.

~i! REF—For the reference condition, signals from the
outermost microphones form left and right output sig-
nals for binaural presentation~Fig. 2!. Binaural direc-
tional microphones were selected for the reference
condition because they are cosmetically acceptable,
commercially available, and provide the most direc-
tionality compared to all other options with wide
commercial availability. Figure 3~dashed lines!
shows the theoretical directional response of the left
channel of the reference condition.

~ii ! SUM4—For this fixed-processing algorithm, the four
microphone signals are simply averaged together~Fig.
4!. This algorithm represents delay-and-sum weight-
ing for the broadside case; it can be implemented
without a special-purpose processor. Figure 3~solid
lines! shows the theoretical directional response of the
SUM4 algorithm.

~iii ! GJI—This adaptive algorithm is based on the modi-
fied Griffiths–Jim beamformer~Greenberg and Zurek,
1992!. The primary signal consists of the average of
the four microphone signals~which, by itself, is iden-
tical to the SUM4 output!, while the reference signal,
which is subsequently processed adaptively, is the dif-
ference between the two innermost2 microphone sig-

FIG. 1. Block diagram of experimental hearing aid system for evaluating
array-processing algorithms. Four microphone signals comprise the inputs to
the array-processing algorithms, described in Sec. II. Each algorithm pro-
duces a single output signal, which is processed by frequency gain charac-
teristics and clipping levels determined for each ear as described in Sec.
III C.

FIG. 2. Block diagram of experimental hearing aid system for the reference
condition. The two outermost microphone signals are processed by fre-
quency gain characteristics and clipping levels determined for each ear as
described in Sec. III C. The inner microphone signals are not used.
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nals ~Fig. 5!. Because this algorithm employs one
adaptive filter based on two microphone signals, it is
capable of steering one independent null and is ex-
pected to be most effective in environments with a
single directional interferer. Further detail is given in
Sec. II A.

~iv! LENS—This adaptive algorithm is a narrow-band
technique that estimates optimal null locations to
minimize interferer power and then steers nulls ac-
cordingly. Because all four microphone signals are
processed adaptively, this algorithm can steer three
independent nulls and is expected to be effective in
environments with up to three directional interferers.
Further detail is given in Sec. II B.

A. Adaptive algorithms based on the modified
Griffiths–Jim beamformer „GJI…

Figure 5 shows a block diagram of the modified
Griffiths–Jim beamformer implemented in this study. This
system includes two modifications to the design that was
originally proposed by Griffiths and Jim~1982!, the sum
method of LMS weight update and correlation-based inhibi-
tion, both described below. These modifications are designed
to mitigate problems encountered in the presence of strong
desired signals~Greenberg and Zurek, 1992!.

The primary signal~upper channel! is formed from the
average of the four microphone signals, and then delayed.
The reference signal is formed from the difference between
the two innermost microphone signals. The reference signal
is processed by an adaptive filter; the adaptive filter weights
are updated using the LMS algorithm~Widrow and Stearns,
1985!. The filtered reference signal is then subtracted from
the delayed primary signal to form the system output.

1. Sum method of LMS weight update

The filter weights of the adaptive beamformer are con-
tinuously updated in order to track variations in the acoustic

FIG. 3. Polar responses for the left channel of the REF condition~dashed!
and the SUM4 fixed array processor~solid!. The plots show the theoretical
magnitude response~normalized to the 0-degree direction! for the headband
array placed on a rigid sphere with 9-cm radius.~a! Responses at 500 Hz,
corresponding to directivity indices of 5.2 dB~REF! and 5.9 dB~SUM4!.
~b! Responses at 3000 Hz, corresponding to directivity indices of 4.2 dB
~REF! and 10.3 dB~SUM4!. ~c! Average intelligibility-weighted~Greenberg
et al., 1993! responses over the range 200–4000 Hz, corresponding to
intelligibility-weighted directivity indices of 4.6 dB~REF! and 8.1 dB
~SUM4!.

FIG. 4. Block diagram of SUM4 array-processing algorithm. The four mi-
crophone signals are averaged.

FIG. 5. Block diagram of GJI array-processing algorithm. This adaptive
algorithm is described in Sec. II A.
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environment. The LMS algorithm is an attractive choice for
adjusting the adaptive weights because it is easy to imple-
ment and computationally simple. The sum method of LMS
weight update3 ~Greenberg, 1998! is given by

w~n11!5w~n!1m~n!y~n!x~n!, ~1!

with

m~n!5
a

L@ŝy
2~n!1ŝx

2~n!#
, ~2!

wheren is the time index,w(n) is theL31 vector of adap-
tive filter weights,L is the adaptive filter length,y(n) is the
system output~quantity to be minimized!, x(n) is the data
vector containing theL samples in the adaptive filter’s
tapped delay line at timen, anda is a dimensionless step-
size parameter. The power estimatesŝx

2(n) and ŝy
2(n) are

time-varying estimates of the adaptive filter input and system
output signal powers, respectively. These estimates were ob-
tained by squaring the instantaneous signal values and then
smoothing with a first-order recursive low-pass filter. The
time constant of the low-pass filter used to computeŝx

2(n) is
selected to correspond to the length of the adaptive filter,
while the time constant used to computeŝy

2(n) is set to 10
ms in order to track power fluctuations of speech. The cur-
rent study used values ofa50.01 andL5285, with a 16-
kHz sampling frequency.

2. Correlation-based inhibition

The correlation-based inhibition~Greenberg and Zurek,
1992! utilizes running measures of the zero-lag correlation
coefficients between the innermost pair of microphones. The
goal is to identify intervals when the desired speech signal is
relatively strong and then refrain from updating the adaptive
weights during those intervals. This prevents cancellation of
the desired signal and reduces fluctuations in the filter
weights due to the desired signal.

The correlation-based inhibition operates as shown in
Fig. 6. The two innermost microphone signals are bandpass
filtered. The filter’s center frequency is selected to minimize
the expected correlation from directional sources arising
within the range of nondesired angles for that microphone
spacing~Greenberg, 1994!. The bandpass filter used in this
study was a 45-point finite impulse response filter designed
using the Parks–McClellan method; its passband was be-
tween 1.7 and 3.4 kHz~selected for the 6-cm microphone
spacing! with transition bands of 500 Hz.

The bandpass filtered signals are hard limited to61, and
the instantaneous correlation for each sampling interval is
computed from the product of two hard-limited values. The
instantaneous correlation is then smoothed by a first-order
recursive low-pass filter with a time constant of 10 ms; this

time constant is much longer than the sampling period re-
quired for speech signals, but short enough to track power
fluctuations corresponding to the duration of individual pho-
nemes. Finally, the low-pass-filtered correlation value is
compared to the threshold value of zero, which has been
found to perform well in a variety of acoustic environments
~Greenberg, 1994!. If the correlation value is below the
threshold, then the estimated SNR is low and the adaptive
weights are updated for the current iteration according to~1!.
If the correlation value is above the threshold, the estimated
SNR is high, and the weights are not updated for that itera-
tion, that is,

w~n11!5w~n!. ~3!

B. The location-estimating, null-steering „LENS…

algorithm

The LENS algorithm differs from the modified
Griffiths–Jim beamformer in several ways:

~1! It applies adaptive filters directly to the microphone in-
put signals, rather than to a set of reference signals.

~2! It is a narrow-band algorithm; that is, the inputs are
block-processed using the FFT, and LENS processing is
applied independently at each FFT bin.

~3! It inserts an intermediate step in the determination of the
adaptive filters. Specifically, it uses the array input sig-
nals to determine a set of LENS parameters, which may
be interpreted as interferer source location estimates
when the microphones are arranged in a uniform linear
array. After robustness-control processing to limit poten-
tial degradation of the desired signal, these parameters
are used to formulate the actual adaptive filters.

This section provides a concise description of the LENS al-
gorithm for an arbitrary number of microphones~M!. Figure
7 shows a block diagram of the LENS algorithm withM
54. A more complete description and mathematical deriva-
tion is available elsewhere~Desloge, 1998!.

The main premise of the LENS algorithm is that
it is possible to parametrize the array processor’s adaptive
filters in a way that describes useful information about
the array processing. For each processing block, theM
adaptive filters at the discrete frequenciesk may be repre-
sented as an M-element weight vector WI (k)
5@W0(k)W1(k)¯WM21(k)#T. LENS is based upon a pa-
rametrization ofWI (k) developed in Desloge~1998! for uni-
form linear arrays. Specifically, LENS constructs the
weights, WI (k), as a function ofM21 complex-valued
LENS parametersbI (k)5@b0(k)b1(k)¯bM22(k)#T. The
LENS parametrization is designed so that the following
properties hold:

~i! ( i 50
M21Wi@bI (k)#51 regardless of the values of the pa-

rametersb j (k). This means that the weight vector,
WI @bI (k)#, always preserves sources arriving from ar-
ray broadside, that is, sources that appear equally at
all microphones.

~ii ! Each parameter,b j (k), controls one independent null
in the free-field directional response formed by apply-

FIG. 6. Block diagram of correlation-based inhibition described in Sec.
II A 2.
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ing WI @bI (k)# to a uniform linear array. Therefore, by
modifying a single parameter,b j (k), it is possible to
shift a single null in the response pattern without af-
fecting the locations of the remaining nulls controlled
by the other LENS parameters,b i(k), whereiÞ j .

In general, anM-element weight vector can steerM21 in-
dependent nulls while preserving one desired signal direc-
tion. For the LENS algorithm, the constraint to preserve the
desired signal is hard-wired into the functional dependence
of the weight vector,WI @bI (k)#, on the parameters,b~k!. The
M21 LENS parameters each control one of theM21 inde-
pendent nulls.

Given this parametrization, the narrow-band array-
processing problem@that of choosingWI (k) to minimize ex-
pected output power subject to the constraint of preserving
sources from a specific location# can be reformulated as a
problem of choosing the ‘‘optimal’’bI (k) so thatWI @bI (k)#
minimizes the expected output power. Suppressing the ex-
plicit k dependence for simplicity, this may be expressed
mathematically by definingXI 5@X0X1¯XM21#T to be the
set of narrow-band array inputs and expressing the output
filtering and summing operations as the inner productY@bI #
5WI @bI #HXI . In this case,

bI opt5 argmin
bI PCM21

E@ uY@bI #u2#5 argmin
bI PCM21

WI @bI #HRXXWI @bI #,

~4!

where E@ # denotes expected value,RXX5E@XXH# is the
input covariance matrix, andCM21 is theM21-dimensional
vector space of complex numbers. SinceWI @bI # is formulated
to preserve the desired~broadside! signal direction for any
bI PCM21, the resultingWI @bI opt# will steer nulls towards in-
terference sources.

OncebI opt has been determined, it is then evaluated and
modified in order to identify and prevent potential nulling
and degradation of the desired signal. This is necessary be-
cause misalignment or reverberation violates the assumption
of the desired signal arriving from array broadside, poten-
tially allowing the LENS optimization of~4! to steer a null
towards the desired source. However, since each LENS pa-
rameter,bopt,j , controls one independent null steered by the
system, it is possible to observebI opt and to identify any
nonrobust parameters that are steering nulls towards the mis-

aligned or reverberated desired source. These nonrobust pa-
rameters are then set to zero,4 while leaving the remaining
parameters unchanged, in order to shift potentially degrading
nulls away from the desired source direction without affect-
ing the other nulls. The resulting robust parameter set,bI rob,
leads to the final adaptive filters used by the LENS algo-
rithm, given byWI @bI rob#.

For the implementation used in this study, the inputs
were FFT processed using 256-sample blocks that over-
lapped by 128 samples. The sequence of FFT blocks was
used to form running estimates of the input covariance ma-
tricesRXX at each frequency. TheseRXX estimates were then
used in an iterative, relaxation-based technique to determine
bI opt, the optimal narrow-band LENS parameter minimiza-
tion of ~4!. This result was then evaluated to identify any
parameters that steered nulls within 30 degrees of the desired
signal direction at array broadside. The robust parameter set,
bI rob, was formed by setting the corresponding elements of
bI opt to zero, leading to the final adaptive filter weights
WI @bI rob#.

III. EXPERIMENTAL PROCEDURES

A. Hearing aid system

The hearing aid system used in this study consisted of
microphones, preamplifier circuits, digital signal processing
boards installed in a personal computer, and hearing aid re-
ceivers. Subjects wore a headband holding four forward-
pointing cardioid microphones~Knowles EL-3085! in broad-
side orientation with 6-cm spacing. The microphone signals
were preamplified by 36 dB and then presented to the analog
inputs of two DSP-96 boards~Ariel Corporation!. Each of
these boards contains 16-bit stereo A/D and D/A and a Mo-
torola 96002 processor. The boards were programmed to
sample the microphone signals at 16 kHz, perform the array
processing algorithms described in Sec. II, and apply
frequency-dependent amplification and digital clipping ap-
propriate for each ear.~The fitting procedure is described in
Sec. III C.! The analog output signals were presented to the
subject via Knowles receivers~either ED-1932 or CI-2748,
depending on the subject’s hearing loss! embedded in custom
full shell in-the-ear~ITE! modules with 1.5-mm-diam vents.
A vent plug was used to reduce the vent to 0.5 mm for most

FIG. 7. Block diagram of LENS array-processing algo-
rithm. This adaptive algorithm is described in Sec. II B.

1650 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Greenberg et al.: Algorithms for a headband hearing aid



subjects. However, for two subjects~HK and PG!, the de-
sired gains could only be provided without feedback when a
closed plug was used to completely occlude the vent.

B. Test environment

The experiments were performed in a double-wall
soundproof room with internal dimensions of 2.732.5
32.0 m. The walls and ceiling were perforated metal panels
with acoustically absorptive foam backing. The floor was a
solid metal panel covered with a carpet. The space is rela-
tively nonreverberant, but not anechoic; acoustic measure-
ments indicated a lower bound of 5 dB for the direct-to-
reverberant ratio at 1.0 m. The reverberation time~T60! of
the room measured in octave bands was 200 ms at 125 Hz,
100 ms at 250 Hz, and 70–80 ms at higher frequencies. The
subject, wearing the microphones and receivers, sat in the
center of the booth. Cables connected the microphones and
receivers to a preamplifier. Test stimuli were delivered from
an array of seven loudspeakers~Radio Shack Optimus Pro 7!
placed at a height of 1.1 m and a distance of 1.0 m from the
center of the booth in the directions 0,645, 690, 6135
degrees. The experimenter, the computer containing the DSP
boards, and the test equipment were located outside the
booth. The subject used a hand-held terminal and an inter-
com to communicate with the experimenter and to record
responses.

C. Hearing aid fitting

The experimental hearing aid system was programmed
to provide amplification appropriate for each ear and to pre-
vent the presentation of uncomfortably loud sounds.
Frequency-gain characteristics were implemented by 127-
point finite impulse response filters determined via the pro-
cedure described below. The outputs of the experimental
hearing aid system were limited by simple digital clipping of
the output signals whenever the computed output values ex-
ceeded thresholds based on measurements of the subject’s
uncomfortable loudness levels~Cox, 1995!.

The fitting process used in this study has been described
previously~Greenberget al., 2000!. The goal of this fitting
process is to determine binaural frequency-gain characteris-
tics based on a compromise between matching the insertion
gains prescribed by NAL-R~Byrne and Dillon, 1986! and
matching the insertion gains provided by the subject’s per-
sonal hearing aids. The frequency-gain characteristics are
based on

~i! the NAL-R target insertion gain, computed from mea-
surements of the subject’s unmasked thresholds,

~ii ! real-ear insertion gain of the subject’s personal hear-
ing aids with the volume control set by the subject for
comfortable listening of conversational speech in
quiet,

~iii ! real-ear insertion gain of the experimental hearing aid
system with known flat digital gain as the frequency
response, and

~iv! feedback path transfer functions computed from pro-
gramming the hearing aid to play a known random

noise sequence and then measuring the received digi-
tal signal in the absence of any acoustic input.

These quantities are all functions of frequency and are used
to create two initial binaural frequency-gain characteristics.
The first one matches the insertion gains of the subject’s
personal hearing aids~PHA! and the second matches the
maximum at each frequency of PHA and the insertion gains
prescribed by NAL-R. The rationale for this choice was that
subjects were likely to accept frequency-gain characteristics
that matched their own aids, and might accept additional
gain beyond that provided by their personal aids when pre-
scribed by NAL-R. It was assumed that subjects would not
accept reductions in gain relative to their personal aids, even
if those reductions were prescribed by NAL-R. All of the
frequency-gain characteristics are subject to the constraint
that the gain at each frequency is limited to 5 dB below the
level resulting in instability as predicted by the feedback path
transfer functions.

During the fitting procedure, the subject listens to con-
versational speech from a straight-ahead source using the
two outermost cardioid microphones, which correspond to
the binaural reference condition. The subject first listens via
the PHA responses in order to verify that it ‘‘sounds like’’
their own aids. Next, the subject listens via the maximum
PHA/NAL responses and is asked if that would be acceptable
for listening for extended periods. If the subject accepts, then
the maximum PHA/NAL response is used for the study. If
not, a new frequency-gain characteristic halfway between
PHA and maximum PHA/NAL is created and the subject is
asked again. This process continues until the subject accepts
a set of binaural frequency-gain characteristics, or until the
difference between successive frequency gain characteristics
is less than 5 dB for both ears and all frequencies. The result
of this process is that the subject receives the strongest ac-
ceptable binaural frequency-gain characteristics with maxi-
mum gains at each frequency limited by the insertion gains
of either their personal hearing aids or the NAL-R target.
Although the directional filtering provided by the algorithms
may alter the frequency response for off-axis interferers, all
of the algorithms preserve this fitted frequency response for
desired signals arriving from straight-ahead.

D. Noise conditions

For all noise conditions, the desired speech signal was
delivered from the straight-ahead~0 degrees! loudspeaker.
The interfering sources were delivered from one or more of
the off-axis loudspeakers, depending on the noise condition:

~i! NS1—One interferer~speech-shaped noise! was fixed
at 145 degrees.

~ii ! NS2—One interferer~speech-shaped noise! roved
among the six off-axis locations~645, 690, and
6135 degrees!. The interferer switched to a new lo-
cation after a random time interval uniformly distrib-
uted between 1.5 and 4.5 s.

~iii ! NS3—Three fixed interferers consisted of speech-
shaped noise at245 degrees, a female talker at190
degrees~Mayes, 1998!, and a male talker at1135
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degrees~Rosaforte, 1997!. The relative levels of these
three sources were adjusted to be equal as measured at
the center of the speaker array.

~iv! NS4—Two fixed interferers consisted of a male talker
at 145 degrees~Rosaforte, 1997! and a female talker
at 190 degrees~Mayes, 1998!. An additional inter-
ferer ~speech-shaped noise! roved among the remain-
ing four off-axis locations~245, 290, and6135 de-
grees!. The roving source switched to a new location
after a random time interval uniformly distributed be-
tween 1.5 and 4.5 s. The relative levels of these three
sources were adjusted to be equal as measured at the
center of the speaker array.

E. Test procedures

The algorithms were tested for speech intelligibility un-
der the two noise conditions with fixed sources~NS1 and
NS3! and for ease of listening under all four noise condi-
tions.

1. Speech intelligibility

Speech reception thresholds~SRTs! were measured us-
ing Harvard sentences~IEEE, 1969! read by a male talker as
the desired signal. The sentences were presented at a fixed
level ~either 55, 60, or 65 dB SPL! determined to insure
audibility for each subject. The interference levels were var-
ied as a part of the adaptive procedure for measuring SRTs.

Each SRT measurement was based on a list of seven
sentences, with the first sentence repeated at successively
higher signal-to-noise ratios~SNRs! adjusted in 4-dB incre-
ments, until the subject correctly repeated at least three of the
five keywords. For presentation of successive sentences, the
SNR was decremented by 2 dB if the subject correctly re-
peated at least three of the five keywords in the previous
sentence. The SNR was incremented by 2 dB if the subject
failed to repeat at least three of the keywords in the previous
sentence. The estimate of SRT for a single run was deter-
mined from the average SNR used to present sentences 2–8
of each list.~Although an eighth sentence was never pre-
sented, the SNR for the eighth sentence is calculated from
the subject’s response to the seventh sentence.!

The interference sources were activated 1 s before the
onset of each sentence, so the adaptive algorithms could at
least partially converge. After each sentence presentation, the
sources were turned off so the subject could speak his/her
response via intercom for the experimenter to record. For
each condition~algorithm and noise condition! the SRT was
measured twice.

2. Ease of listening

Relative ease of listening was assessed with a paired-
comparison procedure. The desired signal was continuous
speech material read by a male talker~Packard, 1995! and
presented at 65 dB SPL. The interferers were in one of the
four noise configurations described above. For NS1 and
NS2, the single interferer was presented at 70 dB SPL, for a
SNR of 25 dB. For NS3 and NS4, the levels of all three
interferers were adjusted so that their combined level was 65
dB SPL, for an SNR of 0 dB.

Each trial compared two of five algorithms,5 randomly
assigned to be ‘‘A’’ and ‘‘B.’’ The subject listened through
both ‘‘A’’ and ‘‘B,’’ switching between them at will, while
the source signals played continuously. The subject was
given the following instructions and asked to select a rating
corresponding to the scale shown.

You will be comparing two hearing aids, A
and B. When the trial begins, you will be pre-
sented with speech from speaker 4 and one or
more interfering sounds from speakers 1, 2, 3, 5,
6, or 7. Switch into algorithm A or B by pressing
the A or B key. Try to understand the speech
using algorithms A and B. Switch between algo-
rithms as many times as you like. Decide if A or
B makes the speech easier to listen to, or you
may decide that listening is equally easy with A
or B. Use keys 1–5 to indicate your preference
between A and B.
1—A much better than B
2—A slightly better than B
3—No noticeable difference
4—B slightly better than A
5—B much better than A.

A run consisted of 20 trials~2 repetitions310 unique pairs of
the 5 algorithms!. The noise condition was fixed for each
run, and each run was repeated on a different day, for a total
of 8 runs ~2 repetitions34 noise conditions!. The order of
trials was randomized within a run, and the order of runs was
also randomized.

F. Subjects

Table I describes the nine subjects who participated in
this study, and Fig. 8 shows their audiograms. All subjects
had bilaterally symmetric sensorineural hearing loss and
passed tympanometry screening, except for one subject~GI!
whose right ear had a mild conductive component below
1000 Hz and showed reduced compliance. All subjects had at
least three years experience wearing hearing aids binaurally.

IV. RESULTS

A. Speech intelligibility

Figure 9~a! shows the measured SRTs, averaged over
subjects and repetitions, for each noise condition individu-
ally and averaged over noise conditions. Since the SRT re-

TABLE I. Description of subjects.

Subject Gender Age Receiver
Speech level

for SRT ~dB SPL!

WF M 78 ED 55
MG M 75 ED 60
PG M 59 CI 60
GI M 64 ED 55
HK F 72 CI 65
TM M 73 ED 55
GP F 54 ED 65
AS M 75 ED 55
RS M 71 ED 55
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flects the SNR at which the sentence material was 50% in-
telligible, lower SRT values indicate better performance.
Subject-specific data for each noise condition are presented
in Table II, which shows the change in SRTs for each algo-
rithm relative to the reference condition. These data were
averaged over repetitions. Negative values indicate better
performance of the array processing algorithms over the ref-
erence condition.

On the average, array processing improved SRTs by 2,
7, and 9 dB over the reference condition, for the SUM4, GJI,
and LENS algorithms, respectively. The adaptive algorithms
~GJI and LENS! generally outperformed both the reference
condition ~REF! and the fixed array-processing algorithm
~SUM4!. The fixed array processing algorithm performs
slightly better than the reference condition for most subjects.
Within the adaptive algorithms, LENS performs somewhat
better than GJI for most subjects and noise conditions. Al-
though the magnitudes of the improvements vary with sub-
ject, no obvious subject-specific trends are evident.

A repeated-measures analysis of variance~ANOVA ! on
the SRT data analyzed three fixed factors: algorithm, noise
condition, and repetition number. Significant (P,0.0001)
main effects of algorithm were found, as well as significant
(P50.0002) algorithm3noise configuration interaction. No
other main effects or interactions were significant. Aposthoc
Tukey HSD test showed significant differences (P50.05)
between two algorithm groupings:~REF and SUM4! and
~GJI and LENS!, as indicated by the symbols below the
rightmost set of bars in Fig. 9~a!.

The algorithm3noise configuration interaction was
found to be a relatively minor effect due to the fact that the
adaptive algorithms~GJI and LENS! produced lower SRTs
for NS1 than NS3, while the other two algorithms~REF and
SUM4! produced lower SRTs for NS3 than NS1. The differ-
ences in mean SRTs between noise conditions for the same
algorithm were 2–4 dB. Repeating theposthocTukey HSD
test for each noise configuration individually produced the
same algorithm groupings for NS1 as for the averaged data,
but slightly different groupings for NS3, as shown in Fig.
9~a!.

B. Ease of listening

Ease-of-listening results for each noise condition, aver-
aged over subjects and repetitions, are presented in Tables
III–VI. Table VII presents the same data averaged over the
four noise conditions. The ratings were adjusted to reflect
presentation as algorithm B, regardless of the actual order of
presentation.6 Higher scores indicate preference for algo-
rithm B over algorithm A on a greater number of trials, ac-
cording to the rating scale described in Sec. III E 2.

Average preference scores for each algorithm are pre-
sented in Fig. 9~b!. These preference scores were determined
by averaging the ratings for an algorithm~presented as algo-
rithm B! when compared to the other three algorithms~pre-

FIG. 8. Audiograms of the nine subjects participating in this study. FIG. 9. Results of listening tests, averaged across subjects and repetitions,
for noise conditions described in Sec. III D. For each set of bars, algorithms
with the same symbols above/below the bars were not significantly different
according to apost hocTukey HSD test.~a! Average speech reception
thresholds~SRTs! for each algorithm.~b! Average preference scores for each
algorithm as determined from the ease-of-listening ratings.
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sented as algorithm A!. This is equivalent to averaging the
values in each column of Tables III–VII. Note that because
of the comparative nature of the preference scores, the abso-
lute scores are only meaningful for relating algorithms
within a particular noise configuration; there is no direct in-
terpretation to the observation that, for example, the prefer-
ence score of the reference algorithm increases from NS1 to
NS2.

Subject-specific data for each noise condition are pre-
sented in Table VIII, which shows the change in preference
score for each algorithm relative to the reference condition.
These data were averaged over repetitions. Positive values

indicate preference for the array-processing algorithms over
the reference condition.

The ease-of-listening data indicate that all subjects~with
the possible exception of MG! generally preferred any array-
processing algorithm over the reference condition for all
noise configurations. For noise configurations with only one
interference source~NS1 and NS2!, most subjects preferred
the adaptive algorithms~GJI and LENS! over the fixed array-
processing algorithm~SUM4!. Results are mixed for noise
configurations with multiple interferers~NS3 and NS4!, and
none of the array-processing algorithms is preferable to the
others.

The preference scores~averaged over repetitions but not
subjects! were submitted to a repeated-measures ANOVA
with two fixed factors: algorithm and noise condition. This
analysis revealed significant (P,0.0001) main effects of al-
gorithm and algorithm3noise configuration interaction. The
main effect of noise configuration was not significant. A
posthocTukey HSD test showed significant differences (P
50.05) between two algorithm groupings:~REF! and
~SUM4, GJI, and LENS!, as indicated by the symbols above
the rightmost set of bars in Fig. 9~b!.

The algorithm3noise configuration interaction can be
examined in Fig. 9~b!, along with the results of repeating the
posthocTukey HSD test for each noise configuration indi-
vidually. These results can be understood by considering
how each algorithm operates in the presence of different
noise configurations, as discussed in the following section.

V. DISCUSSION

A. Noise configurations

With one stationary interferer at145 degrees and low
SNRs, noise configuration NS1 presents a situation where
the adaptive algorithms are expected to provide substantial
interference reduction. This expectation is confirmed by the
experimental results. For the ease-of-listening experiment
with a fixed SNR of25 dB, both adaptive algorithms are
substantially preferred over the reference condition and the

TABLE III. Ease-of-listening results for noise condition NS1, averaged over
subjects and repetitions. Each numerical entry indicates the average rating
for pairwise comparisons of algorithms A and B.

ALG B

REF SUM4 GJI LENS

A REF 3.53 4.64 4.72
L SUM4 2.47 3.86 4.53
G GJI 1.36 2.14 3.22
A LENS 1.28 1.47 2.78

TABLE IV. Ease-of-listening results as in Table III, for noise condition
NS2.

ALG B

REF SUM4 GJI LENS

A REF 3.36 3.98 3.59
L SUM4 2.64 3.46 3.31
G GJI 2.02 2.54 2.98
A LENS 2.41 2.69 3.02

TABLE V. Ease-of-listening results as in Table III, for noise condition NS3.

ALG B

REF SUM4 GJI LENS

A REF 3.78 4.21 3.81
L SUM4 2.22 3.06 2.95
G GJI 1.79 2.94 2.63
A LENS 2.19 3.05 3.37

TABLE II. Average change in SRTs in dB due to each algorithm, relative to
the reference condition, for each subject and noise configuration. Negative
values indicate that the array-processing algorithm improved performance
over the reference condition.

Subject Algorithm NS1 NS3

HK SUM4 2.0 22.0
GJI 22.0 25.3
LENS 25.4 27.6

GI SUM4 20.0 22.6
GJI 220.9 29.2
LENS 219.4 214.1

PG SUM4 0.1 21.1
GJI 27.1 22.9
LENS 214.9 27.1

TM SUM4 26.6 22.0
GJI 216.0 0.0
LENS 220.3 22.9

WF SUM4 24.6 2.3
GJI 29.7 21.1
LENS 29.1 21.4

AS SUM4 0.3 21.7
GJI 24.6 22.6
LENS 214.3 24.3

GP SUM4 22.6 26.0
GJI 25.3 29.1
LENS 25.3 26.6

MG SUM4 2.6 23.1
GJI 25.4 25.3
LENS 27.4 27.3

RS SUM4 22.0 22.9
GJI 29.4 27.3
LENS 211.1 23.9
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fixed algorithm. This general trend is also reflected in the
SRT measurements, where even lower SNRs were used with
the adaptive algorithms.

With one roving interferer and the same low SNR as
NS1, noise configuration NS2 presents a more challenging
situation for the adaptive algorithms, since they must con-
tinuously reconverge to the new interference locations. Ac-
cordingly, the results for NS2 are less conclusive than for
NS1, but still show an advantage for all array-processing
algorithms over the reference condition. Although not statis-
tically significant, it appears that the adaptive algorithms
may provide some benefit over SUM4. This suggests that the
adaptive algorithms do provide interference suppression after
convergence each time the noise source moves, but that the
suppression is not as dramatically beneficial as in NS1,
where repeated convergence is not necessary. It should be
noted that the roving noise source in this study changed po-
sition quite frequently, providing a worst-case scenario for
evaluating issues related to convergence.

Noise configuration NS3 consists of three stationary in-
terferers all at the same level. This presents a situation where
LENS is expected to have the best performance, since it has
enough degrees of freedom to cancel three independent in-
terferers. With one adaptive filter, GJI is expected to only be
effective against one directional interference; with multiple
interferers, GJI would attenuate the strongest noise source if
a level disparity existed, but it does not in this case. Further-
more, since its primary signal is equivalent to the SUM4
algorithm, the performance of the GJI algorithm is expected
to approach that of SUM4 as the number of interferers in-
creases.

These expectations are confirmed by the SRT measure-
ments, but not by the ease-of-listening results. Under NS3,
the ease-of-listening experiment only shows that all three
array-processing algorithms are significantly better than the
reference condition. This result is likely due to a combination
of factors. First, the relatively greater preference for SUM4
is explained by the observation that its fixed directional pat-
tern is close to the optimal response for a diffuse sound field.
The presence of additional directional interferers decreases
the advantage of the adaptive algorithms over the fixed algo-
rithm. Second, although LENS may be providing more inter-
ference suppression than GJI, at this moderate SNR of 0 dB,
the output is also more prone to artifacts that arise from the
two-stage robustness-control processing. If subjects find such
artifacts unpleasant, that could explain the relatively good
performance of GJI, which provides less interference sup-
pression but also has fewer artifacts. Because the SRTs were
generally measured at lower SNRs, it is likely that

these artifacts were not as prominent in that experiment.
With two stationary interferers and one roving interferer,

NS4 presents the most challenging noise configuration for
the adaptive algorithms. Indeed, in this case the ease-of-
listening experiment shows no significant difference between
any of the algorithms, including the reference condition.

B. Relation to previous results

The results of this study are consistent with results of
previous work and extend our understanding of the potential
benefits of adaptive array processors for hearing aids. As
described in Sec. I, two-microphone adaptive systems in
mild reverberation with one interferer improve SRTs by 10

TABLE VI. Ease-of-listening results as in Table III, for noise condition
NS4.

ALG B

REF SUM4 GJI LENS

A REF 3.45 3.45 3.09
L SUM4 2.55 2.99 2.51
G GJI 2.55 3.01 2.76
A LENS 2.91 3.49 3.24

TABLE VII. Ease-of-listening results as in Table III, averaged over all four
noise conditions.

ALG B

REF SUM4 GJI LENS

A REF 3.53 4.07 3.81
L SUM4 2.47 3.34 3.32
G GJI 1.93 2.66 2.90
A LENS 2.19 2.68 3.10

TABLE VIII. Average change in preference score due to each algorithm,
relative to the reference condition, for each subject and noise configuration.
Positive values indicate that the experimental algorithm received a higher
score than the reference condition.

Subject Algorithm NS1 NS2 NS3 NS4

HK SUM4 0.4 0.7 1.5 20.1
GJI 1.5 0.9 2.3 0.2
LENS 2.8 1.8 1.2 0.2

GI SUM4 0.3 20.7 0.8 0.9
GJI 1.8 1.2 1.6 0.8
LENS 2.7 0.8 1.6 0.9

PG SUM4 1.1 2.0 2.2 1.6
GJI 2.8 2.0 3.0 1.7
LENS 3.5 2.3 1.5 0.1

TM SUM4 1.0 1.1 1.6 1.7
GJI 3.3 2.0 1.3 1.7
LENS 3.1 2.6 1.8 1.7

WF SUM4 0.5 0.7 0.8 0.1
GJI 0.6 0.7 1.2 20.3
LENS 1.9 0.0 0.4 20.1

AS SUM4 1.2 1.6 3.0 20.0
GJI 3.0 2.1 2.7 0.5
LENS 2.5 0.0 2.3 22.5

GP SUM4 0.1 20.1 0.1 1.2
GJI 2.4 0.7 0.6 20.6
LENS 2.5 0.4 0.7 0.4

MG SUM4 1.2 20.8 20.1 20.1
GJI 1.3 20.5 20.4 0.3
LENS 0.8 20.8 20.5 0.1

RS SUM4 0.4 0.1 0.9 0.6
GJI 1.9 1.2 1.1 0.7
LENS 2.3 1.3 0.7 0.3
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dB over binaural directional microphones~Kompis et al.,
1998; Zurek and Greenberg, 2000! and by more than 5 dB
over a comparable fixed system~Kompis and Dillier, 1994!.
This is similar to the results for the NS1 configuration in the
current study, which showed an average improvement in
SRTs of 9–12 dB for the adaptive algorithms relative to bin-
aural directional microphones~REF! and of 8–11 dB relative
to comparable fixed processing~SUM4!. It is noteworthy
that for this noise configuration, the current four-microphone
adaptive algorithms did not outperform those two-
microphone adaptive systems studied previously. One may
conclude that the potential benefits of additional micro-
phones will only be observed in acoustic environments with
more than one interferer and/or stronger reverberation.

Kates and Weiss~1996! evaluated a five-microphone ar-
ray in two moderately reverberant rooms with single and
multiple interferers. The adaptive algorithms considered in
that study performed similarly to fixed algorithms imple-
mented with the same physical array, making it difficult to
justify the increased computational complexity. This isnot
the finding in the current study, which showed a clear benefit
for both adaptive algorithms relative to the fixed algorithm.
Other researchers have considered a different array-
processing algorithm utilizing three to seven microphones.
Evaluations in mildly-to-moderately reverberant environ-
ments with single and multiple interferers show improve-
ments of roughly 5 dB over a comparable fixed system
~Hoffmanet al., 1994, 2000!. This is similar to the results of
the current study showing improvements of 8–11 dB with a
single interferer and 3–4 dB with multiple interferers for the
adaptive algorithms relative to a comparable fixed processor.

C. Array-processing algorithms

In general, the results of both the speech intelligibility
and ease-of-listening experiments show the following in the
mildly reverberant acoustic environment used in this study:

~i! All three array-processing algorithms always perform
at least as well as, and often better than, the binaural
reference condition.

~ii ! The fixed array-processing algorithm may provide
some benefits over the binaural reference condition,
particularly when multiple interferers are present.

~iii ! Both adaptive array-processing algorithms provide
substantial benefits over the fixed array-processing al-
gorithm and the reference condition.

Differences between the two adaptive array-processing algo-
rithms were not statistically significant for any of the data
collected in this study. However, in terms of objective speech
intelligibility measures, the LENS algorithm appears slightly
superior to GJI, while the ease-of-listening results show a
slight preference for GJI over LENS. This relatively weak
finding can be attributed to one or both of the following
explanations. First, the LENS algorithm may introduce arti-
facts which do not interfere with intelligibility, but which
listeners nevertheless judge to be detrimental to speech qual-
ity. Second, this finding may be due to the different SNRs
used in the two experiments, since objectionable artifacts

caused by the LENS algorithm are more prominent at higher
SNRs. Serious consideration should be given to the ease-of-
listening results, because the 0 dB SNR used in that experi-
ment reflects everyday listening situations more closely than
the extremely low SNRs used in the SRT measurements with
the adaptive algorithms.

The results of this study clearly show that adaptive
array-processing algorithms can provide substantial benefits
for hearing-impaired persons listening to speech in back-
ground noise, compared to both a binaural reference condi-
tion and a comparable fixed array-processing system. The
benefits provided by the four-microphone adaptive systems
are similar to those observed with more cosmetically accept-
able two-microphone adaptive systems~Kompiset al., 1998;
Zurek and Greenberg, 2000!, although the two-microphone
systems have not been tested in the presence of multiple
interferers and/or strong reverberation, conditions where the
additional microphones provide a theoretical advantage. Fu-
ture work should assess the benefits of the headband array
configuration with the GJI and LENS adaptive algorithms in
more realistic~and more reverberant! acoustic environments
and noise conditions encountered by hearing aid users in
daily life.
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1Relative to a single omnidirectional microphone, a single directional mi-
crophone may improve SRTs by 1–8 dB~Leeuw and Dreschler, 1991;
Valenteet al., 1995! depending on the acoustic environment. Values of 3–5
dB are typical in moderate reverberation~Hawkins and Yacullo, 1984;
Valenteet al., 2000!.

2The I in GJI refers to the use of the twoinnermostmicrophones.
3This is in contrast to the traditional method of LMS weight update, which
does not include the output signal power in the denominator of~2!. By
including the output signal power in the normalization of the adaptive step
size, the sum method prevents large fluctuations in the filter weights when
the desired signal is strong.

4A value of zero is used because the mathematical definition ofb j is such
that parameters that steer nulls near the desired signal direction have rela-
tively large magnitudes, while parameters that steer nulls away from the
desired signal direction have smaller magnitudes. A range of nulls sym-
metrically restricted away from the desired source direction corresponds to
a region centered geometrically aboutb j50 in the complex plane. As a
result,b j50 is the most robust value possible for a LENS parameter, in
that it is furthest from the non-robust region. The actual physical direction
of the null steered byb j50 varies with frequency.

5In addition to the four algorithms described in Sec. II, a fifth algorithm was
originally included in the experimental procedure. It was subsequently dis-
covered that that algorithm was not operating properly, so those data are not
reported. It should be noted that the ease-of-listening experiment compared
all possible pairs of the five algorithms~ten pairs!, but the results reported
in Sec. IV are based only on comparisons among the four algorithms that
were operating properly~six pairs!.

6As a consequence of this adjustment, each table contains six independent
values; values opposite each other along the main diagonal sum to six, the
total of the maximum and minimum ratings.
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The unsteady two-dimensional flow through fixed rigidin vitro models of the glottis is studied in
some detail to validate a more accurate model based on the prediction of boundary-layer separation.
The study is restricted to the flow phenomena occurring within the glottis and does not include
effects of vocal-fold movement on the flow. Pressure measurements have been carried out for a
transient flow through a rigid scale model of the glottis. The rigid model with a fixed geometry
driven by an unsteady pressure is used in order to achieve a high accuracy in the specification of the
geometry of the glottis. The experimental study is focused on flow phenomena as they might occur
in the glottis, such as the asymmetry of the flow due to the Coanda effect and the transition to
turbulent flow. It was found that both effects need a relatively long time to establish themselves and
are therefore unlikely to occur during the production of normal voiced speech when the glottis
closes completely during part of the oscillation cycle. It is shown that when the flow is still laminar
and symmetric the prediction of the boundary-layer model and the measurement of the pressure drop
from the throat of the glottis to the exit of the glottis agree within 40%. Results of the
boundary-layer model are compared with a two-dimensional vortex-blob method for viscous flow.
The difference between the results of the simpiflied boundary-layer model and the experimental
results is explained by an additional pressure difference between the separation point and the far
field within the jet downstream of the separation point. The influence of the movement of the vocal
folds on our conclusions is still unclear. ©2003 Acoustical Society of America.
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PACS numbers: 43.70.Bk@AL #

I. INTRODUCTION

Researchers in the field of biomechanics have been us-
ing numerical simulations as a useful tool for their studies.
Topics that are related to the flow of blood through arteries
received a lot of attention in recent years~Rosenfeld, 1995;
Luo and Pedley, 1996; Pedrizzetti, 1996! @for an overview of
recent work on this subject see Pedley and Luo~1998!#. Also
the flow of air through the glottis has been the subject of
numerical studies and experimental studies. Interest in this
topic is motivated by two research aims: one is the develop-
ment of prosthetic vocal folds~Lous et al., 1998; De Vries,
2000! and the other is the development of artificial speech
models. Recently some attempts at numerically simulating
the flow through the glottis including forced vocal-fold
movement have been carried out~Alipour and Titze, 1996;
Alipour et al., 1996!. Also the effect of an asymmetry in the
glottal channel on speech production has been investigated
by means of steady pressure measurements along the glottal
channel supported by numerical simulations~Schereret al.,

2001!. Although a complete simulation of the vocal-fold
movement and the air flow through the glottis can yield some
interesting results, it is not a solution to the problem of arti-
ficial ~real-time! speech modeling in the near future.

One approach in speech modeling is to model the inter-
action of the air flow through the glottis and the movement
of the vocal folds using simplified models. The problems that
are encountered are numerous since the flow through the
glottis is a result of the coupling between complex fluid dy-
namics and complex elastic structure~vocal folds! behavior.
Usually both aspects are simplified until such a level is
reached that artificial real-time speech production is possible.
This leads to oversimplifying both aspects of vocal-fold
movement but especially the fluid dynamical description has
been reduced to a caricature of the actual flow. An important
parameter in these flow models is the point at which the
airflow separates from the vocal folds. This parameter deter-
mines not only the volume flow through the glottis but also
the hydrodynamic forces exerted on the vocal folds.

In most models of the flow through the glottisad hoc
assumptions are made about the separation point in the glot-
tis. The most well known model of this kind is the model of
Ishizaka and Flanagan~1972! in which flow separation at

a!Author to whom correspondence should be addressed. Electronic mail:
A.Hirschberg@phys.tue.nl
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sharp edges is assumed. Such sharp edges are of course not
present in the glottis. An attempt was made to improve the
description of flow separation within the glottis by using a
quasi-steady model based on the boundary-layer theory
~Pelorsonet al., 1994!. It was shown that this improved the
results obtained from a simplified mechanical model in
which the vocal folds are each represented by two coupled
oscillators. This approach is similar to a model proposed for
collapsible tubes~Cancelli and Pedley, 1985!. The results of
this model together with an idea of Liljencrants~1993!
formed the basis of a new model~Lous et al., 1998!. In the
same paper the consequences of the various simplifying as-
sumptions that are made in most models for the vocal-fold
movement are also discussed. A discussion on the flow phe-
nomena that might be important for a model of the flow
through the glottis can be found in Hirschberget al. ~1996!,
while in Pelorsonet al. ~1997! the focus is on the fluid dy-
namics of so-called bilabial plosives.

In Fig. 1 a typical cycle of the vocal-fold movement is
presented. Note the changing shape of the glottis due to the
way in which the vocal folds open and close. Because pres-
sure is applied upstream of the vocal folds, they first start to
open at the upstream side~panels 2 and 3 in Fig. 1!. This
results in a converging glottis shape during the opening
phase of the glottis. The closing of the glottis also starts at
the upstream side, resulting in a diverging glottis shape dur-
ing the closing phase~panels 5 and 6 in Fig. 1!. Apparently
the movement of the vocal-fold tissue at the downstream side
is always lagging behind the movement at the upstream side.
A glottal pulse that is the result of such a vocal-fold move-
ment representing the sound /a/ at 110 Hz is sketched in Fig.
2 @after data measured by Rothenberg~1981!#.

In this paper we present an experimental, theoretical,
and numerical study of the flow throughin vitro models of
the glottis. In order to limit ourselves to the fluid dynamical
aspects of the flow we used rigid fixed~scale! models of the
vocal folds. The size is approximately three times the size of
the real vocal folds and the shape of these scale models is
inspired by the typical shape of the glottis during the closing
phase. In this phase the slowly diverging shape of the glottis
implies a rather uncertain position of the separation point.
This is the reason why we focus on this geometry. In the
actual flow through the glottis an almost steady pressure dif-
ference is imposed across the vocal folds, while the opening
and closing of the glottis result in an unsteady flow. We
decided to use fixed models~not oscillating! for the sake of a
high accuracy in the specification of the geometry of the
model of the glottis. In order to maintain a similarity to the
actual flow through the glottis, an unsteady pressure drop is
imposed across the vocal folds. Care is taken that the nondi-
mensional control parameters determining the flow through
the glottis have the relevant values. In the glottis these pa-
rameters are the Strouhal number and the Reynolds number.
The Strouhal number is defined as Sr5 l /u0T in which l is a
stream-wise length scale of the glottis~5–10 mm!, u0 is a
typical velocity in the glottis~10–30 m/s!, andT is a typical
time scale of the vocal-fold movement. For men a typical
frequency of oscillation is 102 Hz, while for women it is
twice as large at approximately 23102 Hz. A better time
scale is, however, the opening or closing time of the glottis
~2–4 ms!. The Reynolds number is defined as Re5h0u0 /n, in
which h0 is the typical height of the glottis~1–2 mm! andn
is kinematic viscosity of air (n51.531025 m2/s at atmo-
spheric pressure and room temperature!. The Strouhal num-
ber ~typically of order 1021) is a measure of the influence of
unsteady effects on the flow, while the Reynolds number
~typically of order 103) reflects the importance of viscous
effects on the flow. Due to the geometrical scaling factor 3,
when the Reynolds and Strouhal analogies are respected, the
measured velocities should be multiplied by 3, the pressure
should be multiplied by 9, and the time intervals should be
divided by 9 in order to compare to physiological conditions.
In our experiments Re is in the range of 23103– 83103

corresponding to very loud speech. The Reynolds number is
also an indication for the onset of turbulence. In the free jet
at the exit of the glottis a Reynolds number above 23103

implies turbulence. The turbulence in the glottis upstream of
the separation point is however not expected because Re
•l/h0<105@ l /h05O(10)#. The Strouhal number in our ex-
periments is of the order of magnitude of 1021.

In speech modeling the important quantity that has to be
modeled accurately is the acoustic source that is the result of
the vocal fold movement. This source is the unsteady volume
flux through the glottis. In particular the time dependence of
this flux during the closing phase of the vocal-fold move-
ment is important because it contains most of the higher
harmonics for which our hearing is most sensitive. This
movement is driven by the pressure at the throat of the glot-
tis. So, to evaluate the validity and accuracy of the simplified
quasi-steady boundary-layer model, we compare the numeri-

FIG. 1. Typical vocal-fold movement during one oscillation. Note the
changing shape of the glottis.

FIG. 2. Normalized glottal fluxfg for the sound /a/ at 110 Hz.
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cally determined pressure at the throat to the theoretical pre-
diction.

This paper has the following structure. We start by pre-
senting some steady pressure measurements in a liplike
round model and compare them to a simplified boundary-
layer model. Next unsteady pressure measurements in both a
liplike model and two diverging vocal-fold models are pre-
sented. Attention is paid to the various flow phenomena that
are observed. Finally some results of numerical simulations
of the flow through these models are presented. Both numeri-
cal and experimental results are compared to a quasi-steady
boundary-layer model in order to study the applicability and
accuracy of such a model in a description of the flow through
the glottis.

II. EXPERIMENTS

A. Experimental setup

The experimental results that are presented in this paper
have been obtained in the setup shown in Fig. 3. A sliding
valve operated by a spring blade separates two large pressure
reservoirs: laboratory~3500 m3! and experiment room~75
m3!. A cylindrical pipe connects the inlet section to the glot-
tis section. In order to damp mechanical and acoustic vibra-
tions, the inner walls of this pipe are covered by a rubber
foam ~the shaded area in Fig. 3!. The nozzle at the open pipe
termination is a smooth constriction that is built out of either
liplike round models or diffuser models that form a glottis-
like channel. The brass blocks that form the geometry of the
constriction are shown in Fig. 4. The block and hence the

length of the glottal slit is 30 mm~i.e., the length in the third
dimension not shown in the figure!. All these blocks can be
combined to form different geometries of the constriction but
we will focus on the combinations that are presented in Fig.
4. The heighth0 representing the smallest aperture in the
channel~the throat of the glottis! can be varied from 0.1 mm
to 5 mm using calibrated spacers~metal rings! in the block
mounting. Pressures are measured at two positions: the first
position is 8 mm upstream of the start of the constriction in
the side wall of the cylindrical pipe~piezo electrical trans-
ducer PCB 116A with a Kistler charge amplifier type 5011!
and the second position is in the throat of the constriction at
the smallest aperture. A piezo resistive pressure transducer
~Kulite XCS062! is mounted in the blocks using a pressure
tap with a diameter of 0.4 mm, as is shown in Fig. 5.

The liplike round model is built with two half-cylinders
with a radius of 10 mm. The pressure tap is exactly in the
middle of the block. The vocal-fold models consist of a cy-
lindrical part, followed by a linearly diverging part and an-
other cylindrical part~Scherer and Titze, 1983!. The angle of
divergencea is either 20° or 10°, as shown in Fig. 4. These
models are the same ones as used by Pelorsonet al. ~1994!
and are based on the typical vocal-fold movement discussed
in the Introduction~see Fig. 1!. The diffuser angles are cho-
sen in such a way that whenh0'3 mm witha510° the flow
would be in the stable-diffuser-flow region and witha520°
the flow would be outside the stable-diffuser-flow region,
according to data on diffuser performance at high Reynolds
numbers~Re of the order 105) ~Blevins, 1984!. For the lip-

FIG. 4. Models that are studied: the model on the left is a liplike round
model and the models on the right are diverging vocal-fold models. Mea-
sures are in millimeters. The arrows indicate the radii of curvature of the
walls. The width of the blocks and hence the length of the glottal slit per-
pendicular to the flow direction is 30 mm.

FIG. 3. Schematic representation of the experimental
setup. Measures are in millimeters.h0 is the ~throat!
height of the aperture~typically 1 or 3 mm!. The shaded
area represents the rubber foam padding on the inside
of the upstream channel.

FIG. 5. Mounting of the Kulite pressure transducer in one of the brass
blocks that form the constriction. A seal made of Teflon controlled by a
screw is used to ensure a tight fit.
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like model we will present in addition to the pressure data
local velocity measurements obtained with a hot wire an-
emometer.

Using a laser detector system the opening of the valve is
detected and the start of the measurement is triggered by this
signal. During an experimental run pressures are measured
and in some cases the velocity is measured simultaneously.
The velocity is measured using a 4-mm-thick hot-wire in a
constant-temperature anemometer. The signals are fed into a
data acquisition system that is connected to a personal com-
puter by means of a four-channel 12-bit ADC card~Keithley
DAS-50!. A typical experimental run lasts 500 ms while data
are sampled at a frequency of 20 kHz.

In order to validate the accuracy of the pressure mea-
surements, some experiments have been carried out using a
straight channel with a smooth inlet and a sharp-edged outlet
~Hofmans, 1998!. Those tests confirmed the accuracy of the
pressure measurements and the hot-wire anemometry, which
was found to be of the order of 2%.

B. Results for the liplike round model

The liplike round model is studied for two reasons. First
of all, the model can be considered a reference model for
studying flow separation from a curved wall: because of the
constant radius of curvature the separation point is usually
not sensitive to external influences. The second reason is that
this model is considered relevant for the study of the flow
through the opening between the lips, which is important
when considering plosives~Pelorsonet al., 1997! and brass
instruments.

The experiments with the liplike models consist of pres-
sure and velocity measurements. The pressurep1 is mea-
sured in the pipe 8 mm upstream of the constriction while the
pressurep2 is measured at the smallest aperture~in the
throat! of the constriction. The velocity is measured at vari-
ous positions on the center line of the setup using the hot-
wire anemometer. Experiments have been performed for two
values of the throat height:h050.99 mm andh053.36 mm.
It was found that the hot-wire probe disturbed the flow too
much in the case ofh050.99 mm, so no velocity measure-
ments have been done at the throat in this case. Since the
results found for a throat heighth050.99 mm are very simi-
lar to results forh053.36 mm, we mostly focus on results of
the latter case.

In Fig. 6 a representative measurement is shown for the
liplike models with a throat heighth050.99 mm. The final

steady pressure dropDp across the constriction is equal to
430 Pa. The opening time is approximately 15 ms, which,
together with the length of the glottis model~20 mm! and the
typical velocityu05A2Dp/r, leads to a Strouhal number of
0.05. The Reynolds number is then approximately 1800 cor-
responding to loud speech. The left graph shows the pressure
signals in the pipep1 upstream of the constriction and in the
throat p2 for a time range of 0.5 s. The right graph is a
close-up of the left graph and shows the transient behavior in
more detail in a time range of 0.05 s. The time axis is deter-
mined by the trigger for the measurement obtained by optical
detection of the valve movement. In this and all subsequent
graphs the trigger signal was generated att50.1 s: by using
the pretrigger capability of the ADC-card the measurement
has already been recorded 0.1 s before the trigger is gener-
ated. The actual start of the flow is not determined since the
optical detector setup is triggered by the valve movement
and not by the flow, but it is reasonable to assume that this is
close to the trigger point. In Fig. 7 two similar measurements
with a throat heighth053.36 mm at a pressure drop of 290
Pa ~Sr50.05, Re54900! and 690 Pa~Sr50.03, Re57600!
are shown. Except for a few milliseconds before the trigger
point the pressure in the pipep1 shows a smooth increase
from zero to a steady valueDp. The small but distinct os-
cillations around the trigger point~at 0.1 s! are caused by the
opening of the valve and could not be avoided in our setup.
They also occur at zero pressure difference (Dp50). Hence
we expect these oscillations to be due to acoustic waves gen-
erated by lateral movement of the valve before it actually
opens. Using the optical detector setup the speed of the valve
during opening is estimated to be in the range of 1.5 to 2 m/s.
For an opening of 2 cm in the valve this corresponds to an
opening time of the order of 1022 s.

In Figs. 6 and 7 the pressurep2 in the throat exhibits a
particular behavior. The first few milliseconds of the experi-
ments the pressurep2 in the throat is rising proportionally to
the pressurep1 upstream of the glottis. This is due to the
initial flow that is like a potential flow: boundary layers are
still very thin and flow separation does not yet occur. The
bulk flow is inviscid so velocity and pressure are related by
Bernoulli’s equation:

r
]f1

]t
1

1

2
ru1

21p15r
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1

2
ru2

21p2 , ~1!

in which r is the density of air,u is the velocity, andf is the
velocity potential. The main contribution to the pressure drop

FIG. 6. Pressure measured in the pipe
p1 and in the throatp2 for the liplike
round geometry:Dp5430 Pa andh0

50.99 mm. The right graph is a
close-up of the left graph, showing the
transient behavior.
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across the constriction is given by the inertial effects~the
1/2ru2-terms are negligible because the velocity is still very
small!. This implies that the pressure in the throat has a value
that is somewhere between the pressure in the experiment
room ~by definition equal to zero! and the pressure in the
pipe p1 . Typically p2 is equal to 0.5p1 for the time interval
0.100 s,t,0.105 s, because the constriction is symmetric
with respect to the throat and the main contribution to the
inertial terms originates from this region. After the initial
stage the flow separates from the walls of the constriction
forming a jet. Finally, a steady situation is reached. If we
assume the pressure in the jet to be equal to the pressure in
the experiment room and if we assume the height of the jet
hs larger than the throat heighth0 , then the pressure in the
throat is lower than the pressure in the experiment room,
since the velocity in the throat is higher than the velocity in
the jet. This can be illustrated by inserting the one-
dimensional equation of mass conservation@u(x)h(x)
5F#, thus neglecting boundary-layer effects, into the steady
Bernoulli equation. Hereh(x) is the height of the channel
andrF is the two-dimensional mass flux. This results in the
following equation relating the pressure to the height of the
channel:

p~x!
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2 S F

h~x! D
2
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D 2

, ~2!

in which hs is the height of the channel at the separation
point. By insertingp1 , pipe heighthp , p2 , andh0 the fol-
lowing relationship between the pressure ratiop2 /p1 and the
various channel heights is obtained:

p2

p1
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12~hs /h0!2

12~hs /hp!2 , ~3!

which for hp@hs reduces to

hs

h0
5A12

p2

p1
. ~4!

Therefore the pressure in the throat would be an indication of
the jet widthhs and consequently of the position of the sepa-
ration point. As can be observed in Figs. 6 and 7,p2 is
indeed less than zero in the steady limit.

Although the experiments for both values ofh0 look
very similar, a few small but distinct differences can be ob-
served. The experiment withh053.36 mm show an oscilla-
tory behavior in the pressuresp1 and p2 during the first
milliseconds after the trigger point. This oscillation is less
pronounced in the experiments withh050.99 mm and has a
lower frequency. Furthermore, the experiments withh0

50.99 mm seem to reach the steady state in a more straight-
forward way. We expect that this behavior is related to an
acoustical resonance of the pipe system, which is not fully
damped by the sound absorbing material in the upstream
pipe segment~see Fig. 3!. A more narrow slit can be associ-
ated with larger acoustical dissipation. The oscillation fre-
quency is of the order of magnitude of the lowest acoustical
mode of an open pipe segment of the length of the main pipe.

By integrating Bernoulli’s equation the velocity in the
throat can be computed based on the pressure measurements
p1 andp2 . For this purpose Bernoulli’s equation is rewritten
in the following form:

]~f22f1!
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which, using the definition off, can be written as
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FIG. 7. Pressure measured in the pipe
p1 and in the throatp2 for the liplike
geometry: top graphsDp5290 Pa;
bottom graphs Dp5690 Pa, h0

53.36 mm. The right graph is a
close-up of the left graph, showing the
transient behavior.
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in which an effective lengthLeff has been introduced. It is
defined by

Leff5E
x1

x2 h0

h~x!
dx, ~7!

where in the last step we assumed a uniform flow across the
channel for any givenx-position ~quasi-one-dimensional
flow!.

In Fig. 8 the computed velocity~solid line! is compared
to the velocity measured in the throat by means of the hot-
wire anemometer~dashed line!. The velocity that is com-
puted is the velocity at the edge of the boundary layer, which
does not have to agree with the velocity on the center line in
a curved channel, because of the effect of curved streamlines
on the pressure. It has been found, however, that this effect is
considerably reduced in the throat because the boundary-
layer growth in this region tends to cancel this effect. Fur-
thermore, since flow separation takes place close to the
throat, the curvature effect is also reduced~even neglecting
boundary-layer growth!. For this reason an assumption of
uniform flow through the throat is quite reasonable. The
pressure measurements of these experiments are shown in
Fig. 7. A good overall agreement is found between hot-wire
measurement and calculation of the velocity in the throat
based on pressure measurements. This confirms the accuracy
of the pressure measurements. However, in the initial stage
of the experiments (0.1,t,0.105) the hot-wire measure-
ments are delayed with respect to the computed velocity pro-
files, similar to the results found for the sharp edge nozzle
configuration~Hofmans, 1998!. This is expected to be due to
a poor dynamical response of the hot-wire at low velocities.

Since one of the aims of this paper is to determine the
validity of simplified models, results of the boundary-layer
theory are compared to steady pressure measurements in the

liplike models. The theoretical results are based on Pohlhaus-
en’s method~Pohlhausen, 1921! using a third-order polyno-
mial to describe the velocity profile in the boundary layer
and then solving the steady von Ka´rmán equation as done
previously by Pelorsonet al. ~1994!. There are unfortunately
some printing errors in the formulas provided by Pelorson
et al. Correct formulas are provided in the Appendix. The
steady pressures are measured by means of Betz water ma-
nometers with an accuracy of 0.05 mm H2O ~'0.5 Pa!. Re-
sults are shown in Fig. 9. The markers represent measure-
ments in the top and bottom walls of the constriction. The
solid line represents the theoretical result.

The boundary-layer theory predicts a too high value of
p2 /p1 . This might be the result of the assumptions that are
made. In the theoretical model, the boundary layer is calcu-
lated up until the separation point. At the separation point the
pressure is assumed to be equal to the external pressure
~quasi-steady uniform velocity jet model!. It is also possible
to continue the boundary-layer calculation beyond the sepa-
ration point. This leads to a lower prediction ofp2 /p1 . How-
ever, these calculations do not converge to a constant pres-
sure value as we increase the calculation domain and they are
therefore not reliable. The third-order polynomial does not
describe the flow accurately~far! beyond the separation
point. These results may indicate that the assumption of con-
stant pressure in the jet is not valid inside the constriction
and that the reference point for the pressure in the boundary-
layer model is not correctly chosen. Alternatively this might
just be due to a poor prediction of the separation point by the
boundary-layer model. This last hypothesis will be elimi-
nated by comparison of boundary-layer theory with numeri-
cal calculations presented in Sec. III.

FIG. 8. Velocity measured in the
throat ~dashed line! and the velocity
calculated in the throat by integration
of the unsteady Bernoulli equation us-
ing the measured pressuresp1 and p2

~solid line!. Experiments performed on
the liplike geometry: top graphsDp
5290 Pa; bottom graphs Dp
5690 Pa, h053.36 mm. The right
graph is a close-up of the left graph,
showing the transient behavior.
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C. Results for the 20°-diverging model

Models that are more specific for the study of the flow
through the glottis are the two diverging scale models that
are shown in Fig. 4. In this section we present results for the
diffuser model with a total angle of divergencea of 20°. The
flow through this model is investigated by means of unsteady
pressure measurements at two positions: one in the pipe 8
mm upstream of the constriction and the other in the throat
of the constriction. Measurements are done with two values
for the height of the throat:h051.12 mm and h0

53.50 mm.
In Fig. 10 pressure measurements are presented forh0

51.12 mm and two values of the steady pressure drop:Dp
5301 Pa (Re51.53103) and Dp5627 Pa (Re523103).
The right graphs show a close-up of the left graphs, focusing
on the transient behavior. In fact each graph consists of two
experimental results. Repeating the experiment several times
we found that two distinctly different time histories for the
pressurep2 were obtained. As can be observed in Fig. 10,
initially the two time histories collapse onto one curve and

only after a certain time the two curves start to deviate, lead-
ing to two different steady-pressure values forp2 . This be-
havior is explained by an asymmetric flow due to the so-
called Coanda effect~Tritton, 1988!. The Coanda effect is
due to viscous entrainment of the air that is caught between
the jet and the walls of the channel. The symmetric jet be-
comes meta-stable and a small perturbation results in an ad-
herence of the jet to either the top or bottom wall of the
channel. Since this phenomenon can be triggered by a small
asymmetry in the flow, both states are possible in a symmet-
ric setup. The pressure signalp1 is very similar to the signals
found in the liplike model. Also the initial increase in
p2—corresponding to an unsteady potential flow—can be
observed in this case. However, here the similarities with the
results of the liplike model end and a different behavior ofp2

is observed. Note the rather strong downward peak inp2 just
before the steady limit is reached.

In Fig. 11 equivalent pressure measurements are pre-
sented forh053.50 mm and two values of the steady pres-
sure drop:Dp5268 Pa (Re543103) and Dp5528 Pa (Re

FIG. 9. Comparing boundary-layer
predictions ~solid line! with steady
pressure measurements at the throat in
the top wall ~s! and the bottom wall
~h! of the liplike models.

FIG. 10. Pressure measured in the
pipe p1 and in the throatp2 for the
diffuser geometry witha520°: top
graphs Dp5301 Pa; bottom graphs
Dp5627 Pa,h051.12 mm. The right
graph is a close-up of the left graph,
showing the transient behavior. In
each graph two experimental runs are
shown.
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563103). The Coanda effect is also observed in this con-
figuration and the behavior is very similar to the previous
case, except that the bifurcation of the two states is much
more prominent. The presence of the Coanda effect was con-
firmed by flow visualizations and by simultaneous measure-
ments at both sides of the throat using less accurate pressure
transducers. Pelorson and Hirschberg~1997! also presented
accurate simultaneous pressure measurements that confirm
the occurrence of a Coanda effect. Note also the increased
level of the fluctuations on the pressure signals which might
indicate the onset of turbulent flow. In general it was found
that the flow was very unstable in this configuration.

Both Figs. 10 and 11 illustrate the fact that the establish-
ment of the Coanda effect takes time. In order to quantify
this claim, the time at which the two time histories ofp2 start
to deviate is measured as a function of the steady pressure
drop. The time is taken with respect to the trigger point,
since this is a good indication of the actual start of the flow.
The results are presented in Fig. 12. Similar results have
been presented by Pelorson and Hirschberg~1997!. The re-

sults for h051.12 mm seem to exhibit a linear relationship
with the pressure drop, although data at low pressures (p1

,300 Pa, Re,1.53103) are lacking. On the other hand, the
results forh053.50 mm do not exhibit this and in fact for a
large range ofp1 (250 Pa,p1,700 Pa, 43103,Re,8
3103) the transition time remains unchanged at approxi-
mately 13 ms~translated to physiological conditions 1.5 ms!.
Below 250 Pa the transition time increases strongly to 25 ms
~translated to physiological conditions 2.8 ms!. The transient
in our glottis model lasts approximately 20 ms, while the
related closing or opening time of the glottis oscillation is
approximately 2 ms for typical male voiced sound produc-
tion at 100 Hz~see Fig. 2!. So the significance of the Coanda
effect is not yet clearly established. On the other hand, in the
real glottis the movement of the walls is an important factor
and the consequences of this movement for the Coanda ef-
fect are yet to be determined but could be quite significant.
In the closing phase of the glottis, the Coanda effect is ex-
pected to be reduced because the wall movement is equiva-
lent to an injection of fluid at the wall. The opposite occurs

FIG. 11. Pressure measured in the
pipe p1 and in the throatp2 for the
diffuser geometry witha520°: top
graphs Dp5268 Pa; bottom graphs
Dp5528 Pa,h053.50 mm. The right
graph is a close-up of the left graph,
showing the transient behavior. In
each graph two experimental runs are
shown.

FIG. 12. The time with respect to the
trigger point at 0.1 s at which the flow
starts to exhibit two states due to the
Coanda effect for the diffuser model
with a520°.
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during the opening phase. However, in the opening phase the
glottis is convergent and the Coanda effect is expected to be
only a minor effect.

In order to compare the experimental results with pre-
dictions of the boundary-layer theory, the steady pressure
ratio p2 /p1 is determined in the unsteady experiments. The
theoretical results are again based on Pohlhausen’s method
~Pohlhausen, 1921! using a third-order polynomial to de-
scribe the velocity profile in the boundary layer. Results are
shown in Fig. 13. For each value ofp1 two values ofp2 are
found experimentally. The different values are due to the
adherence of the flow to either the upper wall of the constric-
tion that contains the pressure tap~lower results! or to the
opposite wall~upper results!. For h051.12 mm the two sets
of values differ by 25%, while forh053.50 mm they differ
by a factor of 2. Again the theoretical prediction results in a
too high value ofp2 ~i.e., not negative enough!, although a
comparison is not completely justified due to the assumption
of a symmetric solution in the theoretical boundary-layer
model. Similar to the results found in the liplike model, an
increase in the pressure downstream of the separation point
is neglected. Because of the asymmetry of the flow, no con-
clusions on the point of separation can be drawn based on the
pressure measurements.

D. Results for the 10°-diverging model

In this section we present results for the diffuser model
with a total angle of divergencea of 10°. The flow through
this model is again investigated by means of unsteady pres-
sure measurements at two positions: one in the pipe 8 mm
upstream of the constriction and the other in the throat of the
constriction. Measurements are done with two values for the
height of the throat:h051.01 mm andh053.39 mm.

In Fig. 14 pressure measurements are presented forh0

51.01 mm and three values of the steady pressure drop:
Dp5224 Pa (Re51.23103), Dp5432 Pa (Re51.83103),
and Dp5682 Pa (Re52.13103). The right graphs show a
close-up of the left graphs, focusing on the transient behav-
ior. The pressure signalp1 is very similar to the signals
found in the previous two scale models. Also the initial in-
crease inp2 can be observed in this case. However, again
here the similarities with previous results end and different
behavior ofp2 is observed. With increasing pressure an in-
creasing level of fluctuations can be observed inp2 . Espe-

cially large fluctuations are observed forDp5682 Pa. This
behavior is similar to the behavior observed in the 20°-
diverging model withh053.50 mm. However,p1 is much
more stable in this case and only one value is found forp2 .
This behavior is apparently not due to the Coanda effect and
simultaneous pressure measurements at both sides of the
glottis displayed symmetric behavior~Pelorsonet al., 1995!.
A possible explanation is a shift of the very unstable separa-
tion point due to the transition from laminar flow to turbulent
flow. Turbulence enhances strongly the flow entrainment by
the jet, thus creating a low pressure region between the wall
and the jet downstream of the separation point which pushes
the separation point downstream. This is a symmetrical effect
which occurs at both sides of the jet. This effect is even more
prominent in the results obtained withh053.39 mm as pre-
sented in Fig. 15. Three sets of pressure measurements are
presented for Dp5161 Pa (Re533103), 407 Pa (Re55
3103), and 654 Pa (Re563103). The top and center graphs
show a distinctive, abrupt transition from a temporary stable
solution to a new stable solution, while in the bottom graph
this transition is already occurring during the initial transient.
The difference in the level of the fluctuations before and after
the transition indicates a transition from a laminar jet flow to
a turbulent jet flow. The jet turbulence is indeed clearly ob-
served in the flow visualizations~Pelorsonet al., 1994!.
Since a turbulent jet has a much stronger entrainment than a
laminar flow, the net effect is to delay separation until the
end of the diffuser when the diffuser angle is small. This
would result in a much lower value forp2 . In fact we will
show that the glottis model is acting like a well-designed
diffuser for this configuration when turbulence has appeared
in the jet flow. This behavior also agrees with the data pre-
sented in Blevins~1984! at much higher Reynolds numbers
~Re of the order 105).

In Fig. 16 the steady pressure limits are compared to the
theoretical prediction based on Pohlhausen’s method~Pohl-
hausen, 1921! using a third-order polynomial to describe the
velocity profile in the laminar boundary layers. In the case
h051.01 mm no abrupt transition is observed and therefore
only one set of values is plotted in the left graph of Fig. 16.
For low values ofp1 the agreement with the boundary-layer
prediction is reasonable. An increasing deviation from the
boundary-layer prediction is found with increasing value of
p1 . In the caseh053.39 mm, a distinctive abrupt transition

FIG. 13. Comparing boundary-layer
predictions ~solid line! with steady
limit pressures obtained from the un-
steady experiments~markers!: vocal-
fold model witha520°.
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is found for low values ofp1 . In that case, two values forp2

can be determined, one value before the transition and one
value after the transition. For higher values ofp1 the transi-
tion occurs too early, so that it is not possible to determine a
stable laminar value forp2 before the transition. The values
of p2 before the transition at low values ofp1 agree quite
well with the theoretical prediction. The turbulent resultsp2

of course do not agree with the prediction of the laminar
boundary-layer theory.

Using Eq.~4! the heighths at the separation point can be
estimated from the pressure ratio. In Fig. 17 the results are
plotted. Clearly visible is the shift of the separation point in
the downstream direction due to turbulence. This means that
the flow remains a further distance attached to the walls of
the glottis model as the pressure difference in the experi-
ments increases. Forh053.39 mm a limit is reached above
p15200 Pa (Re54500). The limiths /h0'1.55 in the right
graph of Fig. 17 coincides with the value ofh/h0 at the end
of the linearly diverging part of the constriction. In that case
we do not expect a significant pressure recovery in the free
jet.

In Fig. 18 the moment at which the transition occurs is
plotted as a function of the pressure dropp1 across the con-

striction. This figure illustrates that like the Coanda effect,
turbulence needs a long time before it is established. For a
typical Reynolds number relevant in speech (Reh53000),
the time delay in our experiments is 100 ms which corre-
sponds to 11 ms under physiological conditions. For normal
male voiced sound the oscillation period is of the order of 10
ms ~see Fig. 2! which corresponds to 6 ms open phase. So,
similar to the Coanda effect, in a pulselike flow with a dura-
tion of the order of 10 ms this effect might not be important
in normal speech. However, Fig. 15 shows that at high pres-
sures, corresponding to shouting, the pressure in the throat of
the glottis never reaches a steady laminar value before tur-
bulence sets in completely. It is further expected that such
effects are sensitive to the movement of the walls and hence
this can induce a hysteresis in the flow separation behavior
as a function ofh0 .

III. NUMERICAL SIMULATION

A. Method

The incompressible two-dimensional Navier–Stokes
equations are solved using the so-called viscous vortex-blob

FIG. 14. Pressure measured in the
pipe p1 and in the throatp2 for the
diffuser geometry witha510°: top
graphs Dp5224 Pa; center graphs
Dp5432 Pa; bottom graphsDp
5682 Pa, h051.01 mm. The right
graph is a close-up of the left graph,
showing the transient behavior.
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method~Grazianiet al., 1995; Ranucci, 1995!. The method
is based on a desingularized point vortex method. The solu-
tion is obtained in the form of the vorticity distributionv by
solving the vorticity-transport equation:

]v

]t
1u"“v5

1

Re
¹2v, ~8!

whereu is the local velocity field and Re is the Reynolds
number. For an appropriate treatment of both the convective
and the diffusive time scale as well as for the accurate ap-
proximation of the nonlinear term, the equation has been
split into a ‘‘Euler step’’ and a ‘‘Stokes step’’ according to the
Chorin–Marsden product formula~Chorin et al., 1978!. The
first step is governed by the inviscid-flow equation stating

FIG. 15. As in Fig. 14, witha510°:
top graphsDp5161 Pa; center graphs
Dp5407 Pa; bottom graphsDp
5654 Pa,h053.39 mm.

FIG. 16. Comparing boundary-layer
predictions ~solid line! with steady
limit pressures obtained from the un-
steady experiments:d before transi-
tion; j after transition. No transition
occurred in the experiments withh0

51.01 mm. Diffuser model with
a510°.
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that the material identity of the vortical particles is advected
by the velocity field:

Dv

Dt
50. ~9!

In the second step, Stokes’ equation in vorticity form in two
dimensions becomes

]v

]t
5

1

Re
¹2v. ~10!

The fractional-step scheme provides the most appropriate
and convenient solution for each substep. The vorticity field
defined on the computational body-fitted grid with mesh size
h is approximated as

v~x,tn!5(
j 51

N

G~xj ,tn!d~x2xj !, ~11!

where G(xj ,tn)5v(xj ,tn)h2 is the circulation at the grid
point xj and timetn andd(x2xj ) is the Dirac delta function.
Since the interaction between two point vortices diverges as
the point vortices approach each other, a desingularization of
this interaction is appropriate as has been first discussed by
Chorin and Bernard~1973! and later by others such as Beale
and Majda~1985!. In our method the point-vortex interaction
is desingularized by the higher-order kernel of Lucquin-
Descreux~1987!. Further details on the numerical method
can be found in Hofmans~1998!.

B. Input for the simulations

Using the viscous vortex-blob method, four simulations
have been done with the diverging vocal-fold models at
moderate Reynolds number~of the order 103): a520°, h0

51.05 mm, andh053.35 mm; a510°, h051.05 mm, and
h053.35 mm. The numerical method yields a solution of the
two-dimensional incompressible Navier–Stokes equations
and needs an imposed inflow velocity (uin) as input. The
steady-state value of the inflow velocity is used as the refer-
ence velocityuref . This input is obtained from experimental
pressure measurements~as presented in the previous para-
graphs!. First a ninth-order polynomial is fitted to the pres-
sure difference (p12p2) between pipe and throat as a func-
tion of time. Next this smooth fitted pressure profile is
integrated in time using the unsteady Bernoulli equation to
find the inflow velocity as a function of time. This method is

more practical than a polynomial fit to the velocity profile
because this usually requires at least two separate fits. In Fig.
19 an example is shown of the result of this procedure. In the
left graph the pressure difference (p12p2) is plotted to-
gether with the fitted polynomial. In the right graph the re-
sulting scaled inflow velocity is plotted as a function of time.
Time equal to 0 is defined to be the start of the simulation.

The computational domain for the diffuser models is
shown in Fig. 20. The inflow-velocity (uin) is uniformly im-
posed on the left inflow boundary. The height of the inflow
channel is related to the radius of curvaturer and the throat
height h0 . It is defined as the reference lengthl ref in the
simulation l ref54r 1h0 . On the right the outflow boundary
is a far-field semi-circular domain~at a distance of 27l ref).
On this boundary a radial outflow is assumed and the outflow
velocity is determined from the inflow velocity by the con-
tinuity equation. Since the geometry that we are interested in
is symmetric with respect to its center line, the computation
is restricted to the upper half of the domain, hence the use of
a symmetry line as a lower boundary and only half a glottis
as the upper boundary. This also reduces the computational
time and memory requirements by approximately a factor of
2. The boundary is discretized by a set of panels. A densifi-
cation of panels is applied in the region around the glottis
and on the symmetry line. A typical run requires 1600 to
1900 panels to build the geometry and uses 50 000 to
100 000 point vortices to discretize the vorticity field. The
region in which the full~viscous! Navier–Stokes equations
are solved is restricted to the viscous domain. Outside this

FIG. 18. The time with respect to the trigger point at 0.1 s at which the flow
starts to change significantly due to the onset of turbulence. Diffuser model
with a510°.

FIG. 17. The ratio of the channel
height at the separation point and the
throat heighths /h0 as computed from
p2 /p1 using Eq.~4!: d before transi-
tion; j after transition. The dashed
line represent the height at the end of
the linearly diverging section. Diffuser
model witha510°.
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domain only the inviscid Euler equations are solved. The
viscous domain includes the whole jet-region and the region
of flow separation~which is in fact the whole constriction
area!. In the inflow domain and in the upper region of the
outflow channel viscous effects are neglected since they have
negligible influence on the results.

C. Results

The inflow boundary condition has been obtained from
experimentally measured pressure differences (p12p2) in
the four geometries. The experimental pressures are shown
in Fig. 21 represented by the thin lines. The pressurep1 was
measured 8 mm upstream of the constriction while the pres-
surep2 was measured in the throat of the constriction. Also
shown are the numerical results forp1 and p2 by means of
the thick lines. Although the experimental pressure differ-
ence (p12p2) was used to determine the inflow velocity,
this does not impose individual values of eitherp1 or p2 .
The results in Fig. 21 demonstrate that the numerical method
yields very reasonable results for the pressuresp1 and p2 .
Note that the very unstable behavior that was found experi-
mentally for the casea520° andh053.50 mm~see Fig. 11!
seems also to be present in the numerical result fora520°
and h053.35 mm, shown in the top right graph of Fig. 21.
An explanation for this unstable behavior is suggested by a
close-up of the numerical vorticity in the diffuser region of
the glottis shown in Fig. 22. As these plots show, the
interaction between the jet and the walls of the diffuser
is very complex. After 0.02 s, bursts of vorticity leave the

walls at regular intervals in time. Oscillatory pressure fluc-
tuations in experiments could well be associated with this
behavior.

In order to study the behavior of the separation point in
these flows, the calculated heighths of the channel at the
separation point is plotted versus time in Fig. 23. As refer-
ences, the heights that are associated with the starting point
and the end point of the linear divergent part of the diffuser
section are indicated by the dashed horizontal lines. The
definition of a separation point is not obvious in an unsteady
flow. We used the definition of the separation point for
steady flows:]u/]y50 on the wall, which is equivalent
to vwall50. This choice was made because it makes a
comparison to a quasi-steady boundary-layer model straight-
forward.

The behavior visible in the top two graphs fora520° is
very different from that in the bottom two graphs fora510°.
First of all, for a520° flow separation starts somewhere
halfway in the constriction and moves very rapidly to the
throat of the constriction. A steady value just downstream of
the constriction on the cylindrical part is reached after 10 ms.
In the a510° case, flow separation starts at the end of the
constriction on the cylindrical part. It then moves rapidly to a
stable point somewhere on the diffuser part of the vocal-fold
model. The model is acting like a diffuser with marginal flow
separation@also called stall~Blevins, 1984!#, and a small
perturbation can have a significant influence on the separa-
tion point. The sensitivity of the separation point to small
perturbations observed in those laminar simulations support
the hypothesis that a transition from a laminar to a turbulent
flow results in a sudden change of the position of the sepa-

FIG. 19. Input for a numerical simula-
tion. The scaled inflowuin /uref ~right
graph! for the numerical simulation is
obtained from the pressure difference
(p12p2) ~left graph! by fitting a
ninth-order polynomial ~left graph!
and integrating the unsteady Bernoulli
equation, steady-state inflow velocity
uref52.609 m/s.

FIG. 20. Two-dimensional domain used in the numeri-
cal simulations. Throat heighth0 and total angle of di-
vergencea are input parameters. The inflow channel
has a total height of 4r 1h0 .
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ration point and of the pressure in the throat as observed in
the experiments presented in Fig. 15.

After having demonstrated the complexity of this type of
flow we will evaluate a simplified quasi-steady description of
the flow. In Fig. 24 a close-up of the flow through the glottis
is presented. The figure shows the velocity profiles in the
region of the throat and illustrates the fact that a boundary-

layer description is reasonable in the region around the
throat. The velocity profiles exhibit a thin boundary layer
near the walls and an approximately uniform profile in the
bulk of the flow. Only further downstream the first large
vortical structures can be observed.

Similar to Figs. 13 and 16 we present in Fig. 25 the
pressure ratio (p22ps)/(p12ps) as a function of (p1

FIG. 21. Comparing numerical results
for the pressuresp1 and p2 ~thick
lines! to the experimental pressures
~thin lines! from which the respective
inflow velocities have been obtained.

FIG. 22. Close-up of vorticity distri-
bution in the diffuser region showing a
complex interaction of vortices and
the diffuser walls. Results obtained for
a520° andh053.35 mm.
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2ps), remembering thatp1 , p2 , andps can be functions of
time. Although the boundary-layer model incorporates the
assumption that the pressure at the separation point is equal
to zero (ps50), this is not the case in the numerical simu-
lations. The separation point in the numerical results is de-
termined using the conditionvwall50 ~see Fig. 23!. Thenps

is the pressure on the symmetry line at the horizontal
~stream-wise! position of the separation point. Hence the ra-
tio (p22ps)/(p12ps) can be determined from the numerical
results.

After an initial stage, in which the flow is essentially
unsteady, we see that the agreement between numerical
results and boundary-layer prediction is quite good.
This is surprising since the boundary-layer prediction
and the steady limit of the experiments did not agree so
well ~see Figs. 13 and 16!. An explanation can be found
in Fig. 26. In this figure the pressuresp1 andp2 are plotted
together with (p12ps) and (p22ps) in each graph.
The dashed lines represent the pressure with respect to
the far field, which agreed with the experimentally measured

pressure as illustrated by Fig. 21. The solid smooth
lines represent the pressure with respect to the separation
point, as used in Fig. 25. The difference between these
two lines is the contribution to the pressure due to the
flow downstream of the separation point inside the constric-
tion and to the jet flow. Note that the pressure dropp2

from throat to separation point is about equal to the pressure
drop from the separation point to the far-field. This conclu-
sion is in agreement with the results obtained recently
by Schereret al. ~2001! by means of steady flow numerical
solution of the Navier–Stokes equations. This explains
the large discrepancies found between experiments
and boundary-layer theory. Note also that the pressure
fluctuations are due to the flow downstream of the separation
point. This indicates that the structure of the jet flow
might be important to predict the source of sound in speech
modeling. In particular, the jet instabilities can induce
higher frequencies which are experienced in speech as broad-
band ‘‘noise.’’

FIG. 23. Point of zero wall stress~as
defined byvwall50 on the wall! as a
function of time obtained from the nu-
merical simulations. The dashed lines
illustrate the starting point~lower line!
and the end point~upper line! of the
diffuser section. This upper line is out
of the range in the left graphs forh0

51.05 mm as it corresponds tohs /h0

57.

FIG. 24. Close-up of the constriction region showing
the velocity vectors.a520° andh053.35 mm.
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IV. CONCLUDING REMARKS

In this paper we set out to describe the flow throughin
vitro models of the glottis. By means of a combined experi-
mental, numerical, and theoretical study we have managed to
explain most of what was observed.

First of all, the richness of phenomena observed in the

experiments demonstrates the complexity of this type of
flow. However, we have shown results that make it reason-
able to ignore some of these phenomena in a model of the
flow through the glottis. The Coanda effect as well as the
transition to a turbulent flow need in order to appear a time
delay comparable to the opening or closing time of the glot-

FIG. 25. Comparing numerical results
~solid lines! for the pressure ratio
(p22ps)/(p12ps) to quasi-steady
boundary-layer predictions~dashed
lines!. ps is the pressure at the point of
zero wall stress.

FIG. 26. Influence of the jet on the
pressure signal. Solid lines represent
pressures (p12ps) and (p22ps) with
respect to the pressure at point of zero
wall stress, while the dashed lines rep-
resent pressuresp1 and p2 with re-
spect to the far-field pressure as used
in the experiments.
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tis in normal male speech production. Female speech produc-
tion corresponds to typical frequencies of 200 Hz and would
be even less sensitive to these effects. This conclusion is
drawn, however, for rigid models of the glottis with an un-
steady flow at relatively high Reynolds numbers compared to
normal speech conditions.

The behavior of the diffuserlike vocal-fold models at a
Reynolds number of the order 103 seems similar to what has
been reported in literature about diffuser performance at
much higher Reynolds number of the order 105. Similar to
results reported by Kwong and Dowling~1994! obtained in a
diffuser, we found experimentally and numerically that the
vocal-fold model with a diffuser angle of 20° and an initial
height h053.50 mm exhibited very unsteady flow behavior.
For the vocal-fold model with a diffuser angle of 10° and an
initial height h053.39 mm we found experimentally that it
acts as a well-designed diffuser. This behavior is conform
data on diffuser performance~Blevins, 1984!.

The comparison between experiment and boundary-
layer theory in combination with a quasi-steady free jet in-
dicated that the theoretical boundary-layer model showed
typical systematic errors of 30% in the throat pressure. The
numerical study, on the other hand, confirmed that the
boundary-layer model was not inadequate but that some of
the assumptions had to be adjusted. After an initial period of
essentially unsteady flow the quasi-steady laminar boundary-
layer model predicts the position of the separation point with
a surprising accuracy. However, the assumption of a uniform
pressure in the jet is inadequate. This is confirmed by con-
sidering that the difference between the far-field pressure and
pressure at the separation point is almost as large as the
pressure difference between the pressure at the separation
point and the pressure at the throat of the glottis. This implies
that the pressure difference due to the jet is significant. This
is in agreement with the steady flow calculations of Scherer
et al. ~2001!. The assumption of a quasi-steady jet without
pressure recovery~quasi-parallel flow implying a uniform
pressure! is in fact the main source of inaccuracy in our
prediction of the throat pressure. An improvement of the jet
model is necessary. Such an improvement, however, is only
relevant when the mechanical modelling of the vocal folds
has a similar degree of sophistication~Lous et al., 1998!.

Numerical results obtained by means of the vortex blob
method can predict the flow inside the glottis. However,
downstream of the flow separation point, turbulence appears
which drastically changes the character of the flow, making
the numerical results useless. This effect is suppressed by
flow acceleration in the attack transient but is expected to be
dramatic in the deceleration phase~Hofmans, 1998!.

While this paper was being revised, experiments with
oscillating walls have been performed by Devergeet al.
~2002! which globally confirm the validity of our results.
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APPENDIX: POHLHAUSEN’S METHOD

Analogous to Pohlhausen~1921!, we have used a third-
order polynomial description of the velocity profile in the
boundary layeru(x,y):

u~x,y!5U~x!(
i 50

3

ai S y

d D i

,

in which U(x) is the main flow velocity at the edge of the
boundary layer,y is the coordinate perpendicular to the wall,
d is the boundary-layer thickness, andai are the coefficients
which are functions of the coordinatex along the wall. In
order to determine the coefficients the polynomial has to
satisfy four boundary conditions:

u~x,0!50, u~x,d!5U,

]u

]yU
y5d
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]2u

]y2U
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52U
dU
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Upon substitution of the polynomial in the boundary condi-
tions the coefficientsai are determined. Introducing the pa-
rameterL5(d2/n)(dU/dx) the coefficients are
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The role of contrasting temporal amplitude patterns
in the perception of speech
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Despite a lack of traditional speech features, novel sentences restricted to a narrow spectral slit can
retain nearly perfect intelligibility@R. M. Warrenet al., Percept. Psychophys.57, 175–182~1995!#.
The current study employed 514 listeners to elucidate the cues allowing this high intelligibility, and
to examine generally the use of narrow-band temporal speech patterns. When1

3-octave sentences
were processed to preserve the overall temporal pattern of amplitude fluctuation, but eliminate
contrasting amplitude patterns within the band, sentence intelligibility dropped from values near
100% to values near zero~experiment 1!. However, when a13-octave speech band was partitioned to
create a contrasting pair of independently amplitude-modulated1

6-octave patterns, some
intelligibility was restored~experiment 2!. An additional experiment~3! showed that temporal
patterns can also be integrated across wide frequency separations, or across the two ears. Despite the
linguistic content of single temporal patterns, open-set intelligibility does not occur. Instead, a
contrast between at least two temporal patterns is required for the comprehension of novel sentences
and their component words. These contrasting patterns can reside together within a narrow range of
frequencies, or they can be integrated across frequencies or ears. This view of speech perception, in
which across-frequency changes in energy are seen as systematic changes in the temporal
fluctuation patterns at two or more fixed loci, is more in line with the physiological encoding of
complex signals. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1553464#

PACS numbers: 43.71.Es, 43.71.An@CWT#

I. INTRODUCTION

The production of speech normally involves a vibrating
or noisy source which is modified by the resonances of the
throat and mouth. Changes in the shape of the resonant cavi-
ties cause changes in the spectral distribution of energy, and
speech sounds are usually described in these terms. Vowels,
for example, are characterized by the position of the lowest
three peaks in their spectrum~formant frequencies!, which
can span several octaves. Consonants can also be distin-
guished on the basis of their spectral distributions. The fri-
cative sounds distinguishing ‘‘see’’ and ‘‘she’’ differ prima-
rily in the spectral shape of their stochastic noiselike energy.

However, when spectral information is limited by filter-
ing the speech signal to eliminate some frequencies while
passing others, high intelligibility can remain. In a formal
study of the intelligibility of speech limited to a narrow
‘‘spectral slit’’ ~Warren et al., 1995!, it was found that
narrow-band sentences exhibited very high intelligibilities,
despite a lack of features traditionally thought essential for
comprehension. When sentences representing everyday
speech were restricted to a single1

3-octave band having steep
filter slopes~96 dB/octave! and center frequencies ranging
from 1100 to 2100 Hz, well over 90% of the standard scoring
keywords were identified by subjects who were hearing the
sentences for the first time and who had no special training.
Bands in the surrounding regions down to 530 Hz and up to

4200 Hz produced scores over 60%. These results involving
the high intelligibility of narrow-band sentences were con-
firmed and extended by Stickney and Assmann~2001!.

The intelligibility function obtained in the Warrenet al.
study follows the basic pattern of band importance functions
which characterize the relative importance of various fre-
quency regions of speech. However, according to the band
importance functions of the articulation index~ANSI, 1969/
R1986! or speech intelligibility index~ANSI, 1997!, indi-
vidual 1

3-octave bands in the frequency region that yielded
near-perfect intelligibility in the Warrenet al. study provide
only 9% to 11% of the total information in speech. When
speech is filtered to a spectral slit, energy is eliminated from
the concurrent formants used to distinguish vowels. Simi-
larly, spectral balance, formant transitions, and other spectral
features traditionally thought essential for consonant recog-
nition are missing or severely distorted. An obvious feature
of the narrow-band sentence is the temporal pattern of am-
plitude fluctuation, which is characteristic of the particular
sentence and of the center frequency of the narrow band.

Recent years have brought a greater appreciation of tem-
poral speech information—cues provided by the pattern of
amplitude fluctuation over time~for review, see Cole and
Scott, 1974; Van Tasellet al., 1987; Rosen, 1992!. The cues
present within the temporal waveform~which include enve-
lope, periodicity/voicing, and fine-structure! are thought to
be especially important for hearing-impaired listeners, who
often possess relatively poor frequency resolution~cf.
Moore, 1995; Tyler, 1986!, but who appear to process the
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overall temporal pattern of speech quite well~e.g. Turner
et al., 1995!.

Much of the work examining the particular aspects of
temporal fluctuations that provide linguistic information has
focused on very low fluctuation rates~under approximately
20 Hz!. Houtgast and Steeneken~1985! used the preservation
of these low-frequency fluctuations as a predictor of intelli-
gibility in room acoustics. Drullmanet al. filtered the tem-
poral fluctuations of speech, limiting them in maximum rate
in one study ~1994a! and in minimum rate in another
~1994b!. It was found that the elimination of rates below 4
Hz or above 16 Hz had little effect on speech reception
thresholds when all other fluctuations were present, and con-
cluded ~1994b! that the temporal modulation spectrum can
be divided into equally important parts at 8–10 Hz~but see
Drullman et al., 1996!. Similar regions of the modulation
spectrum have been considered important by Greenberg and
his colleagues~Greenberg and Arai, 1998, 2001; Greenberg
et al., 1998; Silipoet al., 1999!, who proposed the ‘‘modu-
lation spectrogram’’ as a technique to visualize the important
aspects of speech unobscured by spectro-temporal details
~Greenberg and Kingsbury, 1997, also see Kollmeier and
Koch, 1994!.

Other work has considered the role of faster fluctuations
in the perception of speech. Rosen~1992! described that
voicing cues are carried by temporal fluctuations of approxi-
mately 100–200 Hz, and that fine structure cues exist at rates
above that. Although low fluctuation rates can be sufficient
for intelligibility, studies employing speech-modulated car-
rier signals have demonstrated that when spectral informa-
tion is limited, higher temporal rates~up to 50–200 Hz! can
contribute to intelligibility~Van Tasellet al., 1987; Shannon
et al., 1995!.

Much recent interest in temporal speech information has
been generated by research involving cochlear implants. Us-
ing an acoustic model of a cochlear implant, Shannon and his
colleagues~Shannonet al., 1995; Shannonet al., 1998! re-
duced spectral information while retaining temporal informa-
tion, not by narrow-band filtering~as in Warrenet al., 1995!,
but by reducing the spectral detail of broadband speech. The
broadband spectrum was partitioned into contiguous fre-
quency regions and the amplitude pattern of each region was
used to modulate a corresponding band of noise. Because the
temporal pattern of each broad region represented the aver-
age of all patterns originally present within the band, indi-
vidual patterns at individual loci were lost, and only gross
spectral information consisting of changes in the relative am-
plitudes of broad spectral regions remained. Despite these
severely reduced spectral cues, high intelligibility of sen-
tences was obtained with as few as three or four separate
patterns. Dormanet al. ~1997! confirmed and extended Sh-
annonet al.’s ~1995! results using both noise band and tonal
carriers. They showed that sentence recognition in quiet
reached an asymptote at five channels. For individual vow-
els, performance asymptoted at eight channels. In an earlier
study, Hill et al. ~1968! found that recognition of individual
phonemes by trained listeners leveled off at roughly 75%
using five to eight channels.

Due in part to an interest in hearing impairment and

prostheses, temporal information in speech has often been
studied in conjunction with other usually concurrent cues. A
primary nonauditory cue used by impaired listeners is
speechreading~lip reading!, and a considerable amount of
work has shown that temporal fluctuation patterns can aid
this cue~e.g., Erber, 1972; Breeuwer and Plomp, 1984, 1986;
Grantet al., 1985; Grantet al., 1991, 1994!. There have also
been other demonstrations that temporal speech patterns can
be used in combination with other perceptual cues. Listeners
hear noise shaped by the amplitude envelope of broadband
words as ‘‘more speechlike’’ if the printed version of the
word is concurrently available to the listener~Frost et al.,
1988; Frost, 1991! or when the shaped noise is presented
along with the visual representation of a speaker articulating
the words~Reppet al., 1992!. In addition to this work, Van
Tasell et al. ~1987! demonstrated some identification of
speech based solely on temporal cues. Listeners could iden-
tify items from a closed-set of 19 speech syllables~known in
advance by the listeners! at above-chance levels based only
upon their broadband amplitude envelopes~also see Horii
et al., 1971; Van Tasellet al., 1992; Turneret al., 1995!.

We know that sentences can retain intelligibility when
spectral information is reduced either by filtering to a single
narrow band, or by collapsing information from all fre-
quency regions to a limited number of channels. We also
know that the fluctuating amplitude pattern of speech con-
tains linguistic information, and that listeners can use this
temporal information when combined with other perceptual
cues, or when tested on a small closed-set of stimuli. When
broadband sentences are filtered to a spectral slit, features
long thought essential for comprehension are severely dis-
torted or eliminated. However, intelligibility can remain
quite high. An obvious feature of these stimuli is the charac-
teristic temporal pattern of amplitude fluctuation. The fol-
lowing experiments were designed to investigate whether
this cue is sufficient to account for the observed near-perfect
intelligibility of novel narrow-band sentences.

II. EXPERIMENT 1A: INTELLIGIBILITY OF SINGLE
SPEECH-MODULATED TONES

In this experiment, narrow-band sentences were used to
modulate the amplitude of sinusoidal tones. The resulting
speech-modulated tones followed the overall fluctuating am-
plitude pattern of the corresponding speech band, but lacked
across-frequency differences in this pattern. If the overall
temporal pattern of amplitude fluctuation is responsible for
the high intelligibility observed with1

3-octave sentences, then
comparable scores should be obtained when listeners are pre-
sented with individual speech-modulated tones.

A. Method

1. Subjects

Thirty listeners~three groups of ten! participated in this
experiment. Listeners were recruited from introductory-level
psychology courses at the University of Wisconsin—
Milwaukee, and received either course credit or money for
participating. All were Native English speakers with no
known hearing problems and were between the ages of 18
and 40 years (median age520 years). Considerable care was
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taken to ensure that no listeners had any prior exposure to the
sentence materials used in these experiments. Further, par-
ticipation in any one experimental condition made the sub-
ject ineligible for further participation. Thus, all listeners
were hearing the stimuli for the first time. These criteria
apply to all experiments described here.

2. Stimuli

The stimuli were based upon the Central Institute for the
Deaf ~CID! ‘‘everyday American speech’’ sentences~Silver-
man and Hirsh, 1955; Davis and Silverman, 1978!. The 100
sentences are arranged in ten sets of ten sentences each, with
50 keywords in each set for a total of 500 keywords. An
additional set of ten practice sentences was taken from the
high-predictability subset of the speech perception in noise
~SPIN! test ~Kalikow et al., 1977!. The sentences were pro-
duced using natural rate and intonation by a male speaker
having a General American dialect. The recordings were
made from within an audiometric chamber~IAC! using a
large-diaphram condensor microphone~AKG 414! and digi-
tized at 22 kHz with 16-bit resolution using a Macintosh
computer and a Digidesign analog-to-digital converter.

Speech-modulated tones were created at 750, 1500, and
3000 Hz, for comparison with13-octave speech bands cover-
ing a range of center frequencies which provided high intel-
ligibility in the Warren et al. ~1995! study. The broadband
speech file was first filtered to a single1

3-octave band using a
pair of cascaded eighth-order digital Butterworth filters
~yielding slopes of 96 dB/octave!. This filtering represents an
exact digital emulation of the13-octave filtering accomplished
using analog laboratory filters by Warrenet al. A speech-

modulated tone was created at each center frequency by mul-
tiplying a sinusoidal tone having a frequency corresponding
to the center of the speech band with the full-wave rectified
narrow-band speech on a sample point-by-point basis~cf.
Horii et al., 1971!. Because the narrow-band filtering of the
speech removes the higher temporal fluctuation rates, no
low-pass filtering~smoothing! of the rectified speech was
employed to ensure that the modulated tones were not lim-
ited in temporal rate by some arbitrary low-pass value, and
were instead limited only by the narrow-band filtering em-
ployed. The modulated patterns were then refiltered to ensure
that the modulation sidebands did not exceed the width of
the original speech band, and that all energy lied within the
original 1

3-octave region. The same13-octave~96 dB/octave!
filters used to limit the speech were employed to limit the
modulated patterns in an identical manner. All processing of
the stimuli was performed digitally using MATLAB and
Digidesign software. The stimuli were examined at each
stage of preparation using a Hewlett–Packard 3561A signal
analyzer to ensure that specifications were met.

Each sentence was scaled so that the transduced level
~peak of the slow-response rms average! in a flat-plate cou-
pler was within 1 dB of 70 dBA at each ear. The stimuli were
converted to analog form and presented to listeners using
Digidesign digital-to-analog converters and the Macintosh
computer. Analog output was routed to a Mackie~1202-
VLZ ! mixing board and presented diotically using matched
Sennheiser~HD-250! headphones. Figure 1 shows the ampli-
tude spectrum and an example of the temporal pattern for the
speech band centered at 1500 Hz, along with those for the
corresponding speech-modulated tone employed in the cur-

FIG. 1. Similarities between a narrow speech band and narrow speech-modulated bands: The left-most panels show the long-term average amplitude spectrum
for a

1
3-octave band of speech centered at 1500 Hz, a 1500-Hz tone modulated to follow the amplitude pattern of the

1
3-octave speech~experiment 1a!, and a

1
3-octave band of amplitude-modulated noise~experiment 1b!. The panels on the right show the temporal pattern of amplitude fluctuation~rms average of a
sliding 2-ms window! traced by each narrow band for the example sentence, ‘‘Walking’s my favorite exercise.’’
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rent experiment and the speech-modulated noise band em-
ployed in experiment 1b.

3. Procedure

Three groups of listeners were randomly assigned to the
three modulated tone conditions. Subjects were tested indi-
vidually, seated across from the experimenter in an audio-
metric chamber. Listeners were first familiarized with the
stimuli and procedures by presenting the 10 SPIN practice
sentences. Each listener heard these sentences first broad-
band, then processed in a manner corresponding to their par-
ticular experimental condition. Each listener then heard the
100 CID sentences. They were instructed to repeat each sen-
tence back as accurately as possible during a silent interval
separating each sentence. Listeners heard each test sentence
only once, received no feedback, and were encouraged to
guess if unsure of the content of the sentences. Each listener
heard only a single stimulus condition and participated in
only a single 30-min session. The experimenter controlled
the presentation of each sentence and scored the proportion
of keywords reported correctly.

B. Results

A single intelligibility score based on the percentage of
500 keywords accurately reported was calculated for each
listener. A group mean intelligibility score and standard error
for each condition resulted from averaging these individual
means. Panel~a! of Fig. 2 displays the group mean intelligi-
bility scores and standard errors obtained for the three1

3-
octave speech-modulated tones presented in the current ex-
periment, along with data representing three of the1

3-octave
speech bands presented to individual groups of subjects by
Warrenet al. ~1995!. The use of identical speech recordings,
identical filtering parameters, the same practice and test pro-
cedures, and the same general subject pool allow the results
obtained in the current experiment to be directly compared to
those obtained previously.1 In sharp contrast to the high in-
telligibility of narrow-band sentences, the individual speech-
modulated tones exhibited scores near zero. This vast differ-
ence between scores was obtained despite the great similarity
between the overall temporal fluctuation patterns of the two
types of stimuli.

Listener’s scores were subjected to a two-factor~2
stimulus types33 center frequencies! analysis of variance
~ANOVA ! which revealed a significant main effect of stimu-
lus type ~speech band versus speech-modulated tone!
@F(1,84)51843.5,p,0.0001#, and center frequency
@F(2,84)535.6,p,0.0001#, and a significant interaction
@F(2,84)538.3,p,0.0001#. The critical comparison is be-
tween the speech band and the speech-modulated tone at
each center frequency, and individual means comparisons in-
dicated that these scores differed significantly at each fre-
quency@F(1,28)>423.0,p,0.0001#. Simple effects testing
of the three narrow speech bands@F(2,57)575.9,p
,0.0001# revealed that the intelligibility score was different
at each center frequency (p,0.001 using Scheffe´’s S!. Al-
though the effect of center frequency was also significant for
the three modulated tone conditions@F(2,27)515.6,p
,0.0001#, the scores for the 750- and 1500-Hz conditions

were equivalent (p50.85), but were significantly lower than
that of the 3000-Hz condition (p,0.001), which likely ac-
counts for the significant interaction observed in the two-
factor ANOVA.

III. EXPERIMENT 1B: INTELLIGIBILITY OF SINGLE
SPEECH-MODULATED NOISE BANDS

Experiment 1b was an exact replication of experiment
1a, except that speech-modulated noise bands replaced the
modulated tones. Like the modulated tones, the1

3-octave
noise bands followed the overall amplitude fluctuation pat-
tern of the narrow-band speech, but lacked systematic
across-frequency differences in this pattern. This replication
employing a different type of stimuli and a different modu-
lation technique was performed to ensure that the results ob-
tained with the modulated tones was not a result of any par-
ticular manipulation performed.

A. Method

Thirty additional listeners~three groups of ten! were re-
cruited. The speech-modulated stimuli were similar to those
in experiment 1a, except that amplitude-modulated noise re-
placed the amplitude-modulated tone carrier signal at each
center frequency~see Fig. 1!. Identical speech recordings and
prefiltering procedures were used to create1

3-octave speech

FIG. 2. The high intelligibility of sentences limited to a single
1
3-octave

band, versus the negligible intelligibility of corresponding speech-
modulated tones~a! or noise bands~b!, at each of three center frequencies:
The speech-modulated signals followed faithfully the overall fluctuating am-
plitude pattern of the narrow speech bands, but lacked contrasting amplitude
patterns within the band. Data represent group means and standard errors for
100 sentences containing 500 phonetically balanced keywords heard by each
listener. Separate groups of 20 untrained listeners each heard the narrow
speech bands and separate groups of ten listeners each heard the speech-
modulated stimuli.
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bands at each of the three center frequencies. The narrow-
band speech was converted to speech-correlated noise by
randomly reversing the polarity of individual sample points
with a probability of 0.5~Schroeder, 1968!. This manipula-
tion maintained the moment-to-moment amplitude~tempo-
ral! information within the signal, but destroyed across-
frequency differences in the modulation pattern~spectral
information! and produced a uniformly amplitude-modulated
noise. Because the random reversal of sample points pro-
duced a broad speech-modulated noise, the same filters used
to create the speech bands were employed to restrict the fluc-
tuating noise pattern in an identical manner. Separate groups
of listeners were assigned to the three center frequencies, and
experienced procedures identical to those of experiment 1a.

B. Results

Like the modulated tones employed in experiment 1a,
the speech-modulated noise bands exhibited near-zero intel-
ligibility scores. Panel~b! of Fig. 2 shows the group mean
intelligibility scores and standard errors for the speech-
modulated noise bands presented in the current experiment,
along with those for the corresponding13-octave speech
bands@data replotted from panel~a!#.

A two-factor ANOVA ~2 stimulus types33 center fre-
quencies! revealed significant main effects of stimulus type
~speech band versus speech-modulated noise band!
@F(1,84)52060.5,p,0.0001#, and center frequency
@F(2,84)537.5,p,0.0001#, and a significant interaction
@F(2,84)537.1,p,0.0001#. As before, the critical com-
parison is between the speech band and the speech-
modulated noise band at each center frequency, and indi-
vidual means comparisons indicated that these intelligibility
scores differed significantly at each frequency@F(1,28)
>450.0,p,0.0001#. Simple effects testing revealed the
same pattern of results obtained for the speech-modulated
tones in experiment 1a—while the scores from the narrow
speech bands differed at each of the three center frequencies,
the scores from the modulated noise conditions@F(2,27)
517.7,p,0.0001# were equivalent at 750 and 1500 Hz (p
50.46 using Scheffe´’s S!, but were significantly lower than
the 3000-Hz condition (p,0.001).

A supplementary analysis was conducted to examine dif-
ferences in scores resulting from the use of speech-
modulated tones in experiment 1a, and speech-modulated
noise bands in the current experiment. A two-factor ANOVA
~2 stimulus types33 center frequencies! revealed significant
main effects of stimulus type~tone versus noise! @F(1,54)
58.4, p,0.01#, and center frequency@F(2,54)524.6,p
,0.0001#, and a significant interaction@F(2,54)56.8, p
,0.01#. Individual means comparisons indicated that the
group mean scores for the two types of stimuli were effec-
tively equal at 750 Hz and at 1500 Hz@F(1,18)<0.09,p
>0.76#, where all means were at or below 2%, but the score
of 8% obtained at 3000 Hz in experiment 1a differed signifi-
cantly from the score of 3% obtained in experiment 1b
@F(1,18)522.0,p,0.0001#. The significant interaction was
likely due to this relative divergence of scores at 3000 Hz,
and equivalence at the other two frequencies.

C. Discussion

The amplitude-modulation techniques employed in ex-
periments 1a and 1b allow the elimination of spectral infor-
mation from speech by creating a single fluctuating ampli-
tude pattern that corresponds to the average of all those
present within a given speech band. When this single ampli-
tude pattern is imposed on a carrier signal, all frequency
regions of the carrier follow the pattern and the signal fluc-
tuates homogeneously. When the source signal is broadband
speech, the single amplitude-modulated pattern can differ
substantially from the source, due to the spread of energy
from any one frequency region, to all frequency regions~in
the case of modulated noise!. It is this spread of energy that
destroys spectral characteristics, while maintaining temporal
characteristics.

Given this spread of energy and the resulting lack of
spectral cues, perhaps it should not be surprising that broad-
band carrier signals modulated by broadband speech are not
intelligible ~Frost et al., 1988; Frost, 1991; Shannonet al.,
1995!, unless listeners are tested on a small closed set of
items ~e.g., Van Tasellet al., 1987!, or shown visual cues to
the identity of the speech~e.g., Erber, 1972, 1979!. Indeed,
due to the effect of peripheral auditory filtering into an or-
dered series of critical bands, the single amplitude pattern
averaged over broadband speech does not correspond to a
pattern that would occur at any location on the basilar mem-
brane.

Unlike broadband speech-modulated signals, it can be
considered surprising that intelligibility is lost whennarrow-
band speech is converted to a narrow-band speech-
modulated signal. Like amplitude-modulation, narrow-band
filtering eliminates spectral information. This is accom-
plished not by averaging information into a single homoge-
neous pattern, but by eliminating energy which lays outside a
narrow spectral slit. The resulting speech band fluctuates in
amplitude and traces a temporal pattern which characterizes
the particular passage. Similarly, a speech-modulated carrier
band derived from this narrow-band speech will encompass a
similar narrow band of frequencies and will fluctuate with
the temporal pattern of the parent speech band.

It seemed reasonable to speculate that at least some of
the high intelligibility observed with narrow-band sentences
was based upon temporal information provided by the over-
all amplitude fluctuation pattern of the spectral slit.@Stickney
and Assmann~2001! also recognized the potential contribu-
tion of the overall temporal pattern.# After all, if the speech
band acts primarily as a single fluctuating pattern, then, un-
like broadband signals, there should be little difference be-
tween a narrow speech band and a narrow speech-modulated
carrier band. However, the current experiments demonstrate
that this cue is not sufficient for intelligibility. Rather, experi-
ments 1a and 1b suggest that even within a narrow spectral
slit, speech contains spectral information that is essential for
its comprehension. Viewed differently, systematic across-
frequency changes in energy~spectral information! produce
systematic differences in the temporal pattern of amplitude
fluctuation at two fixed frequencies. Therefore, the current
data suggest that contrasts between different amplitude pat-
terns occur within a narrow speech band, and that these
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contrasting patterns are responsible for the high intelligibility
observed with narrow-band sentences.

IV. EXPERIMENT 2A: PARTITIONING A SPEECH
BAND INTO A PAIR OF SPEECH-MODULATED TONES

The current experiment is a direct test of the hypothesis
that the intelligibility observed with narrow-band sentences
is attributable to contrasting patterns of amplitude fluctuation
occurring within the narrow band. A13-octave band of sen-
tences centered at 1500 Hz was divided into a contiguous
pair of 1

6-octaves, and these bands were used to separately
modulate the amplitudes of sinusoidal tones. In one of the
dual-band conditions, the16-octave bands overlapped spec-
trally, potentially disrupting each individual pattern of ampli-
tude fluctuation@see Fig. 3~a!#. The other1

6-octave band pair
employed very steep filtering to reduce acoustic overlap and
to preserve each individual temporal pattern@see Fig. 3~b!#.
Each 1

6-octave speech-modulated band followed the overall
amplitude fluctuation pattern of the corresponding speech
band, but lacked within-band amplitude contrasts. However,
when presented as a pair, they provide a minimal contrast.

A. Method

Forty additional listeners~two groups of 20! were re-
cruited for this experiment. The sentences were first filtered
into a pair of contiguous1

6-octave bands, corresponding to
center frequencies of 1416 and 1589 Hz. The outer slopes for

both pairs~the high-pass slopes of the lower bands and the
low-pass slopes of the higher bands! were the same as those
used to create the13-octave bands in experiment 1. In the
overlapping condition shown in Fig. 3~a!, the inner filter
slopes~the low-pass slope of the lower band and the high-
pass slope of the higher band! were also created using these
96 dB/octave filters and the bands intersected at 1500 Hz,
overlapping considerably. In the contrasting dual-band con-
dition shown in Fig. 3~b!, the inner slopes were created using
ten cascaded passes through eighth-order digital Butterworth
filters, producing steep slopes of 480 dB/octave. These bands
also intersected at 1500 Hz, but the cascaded filtering pro-
duced an extremely-narrow notch between the bands which
served to further reduce acoustic overlap. Each1

6-octave
speech band was used to modulate the amplitude of a sinu-
soidal tone having a frequency of either 1416 or 1589 Hz, by
multiplying the full-wave rectified speech band and the tone
on a sample point-by-point basis. The speech-modulated pat-
terns were then postfiltered using the same digital filters used
to create the individual16-octave speech bands. As before, the
amplitude of each sentence in each band was adjusted so that
its slow rms peak was within 1 dB of the 70 dBA presenta-
tion level.

To create the dual-band pairs, the modulated tones were
mixed at equal amplitudes using the Digidesign software. To
account for the effects of the frequency-dependent phase
shifts of the infinite-duration impulse response~IIR! filters,
and to ensure proper temporal alignment between members
of each pair, the high band in the contrasting pair was de-
layed relative to the low band by 5 ms. No time correction
was required for the overlapping pair. The dual-band pairs
were converted to analog form and presented to listeners
using the same apparatus employed in experiment 1. Sepa-
rate groups of listeners were randomly assigned to the two
dual-band conditions and heard the 100 CID sentences using
procedures identical to those employed in experiment 1.

B. Results

Panel~a! of Fig. 4 shows the group mean intelligibility
scores and standard errors for both dual1

6-octave band con-
ditions, as well as those for the corresponding1

3-octave
speech-modulated tone and1

3-octave speech band, both from
experiment 1a. The intelligibility of the single speech-
modulated tone~with its single temporal pattern! was very
low, but the narrow band of speech~with its multiple con-
trasting temporal patterns! produced high intelligibility
scores. Some improvement was obtained when the single
1
3-octave pattern was divided into separately modulated1

6-
octave bands which overlapped, but the acoustic mixing and
resulting disruption of individual temporal patterns in the
large region of overlap appears to have hindered intelligibil-
ity. However, when the individual modulation patterns of the
narrow spectral slits were preserved through steep filtering,
an appreciable increase in intelligibility resulted.2 These
scores were subjected to a one-factor ANOVA which re-
vealed a significant effect@F(3,66)51101.2,p,0.0001#.
Scheffé’s post hoctests indicated that all four scores dis-
played in Fig. 4~a! differ significantly from one another (p
,0.005).

FIG. 3. Dividing a
1
3-octave speech band into a pair of

1
6-octave speech-

modulated bands: Long-term average amplitude spectra for pairs of sepa-
rately modulated

1
6-octave bands~amplitude-modulated tones!. The bands

shown superimposed in the upper panel overlapped~shaded!, disrupting
each individual pattern of amplitude fluctuation. In the condition shown in
the lower panel, steep filtering~480 dB/octave! was employed along the
inner slopes to reduce acoustic overlap and the resultant mixing of adjacent
temporal patterns.
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V. EXPERIMENT 2B: PARTITIONING A SPEECH BAND
INTO A PAIR OF SPEECH-MODULATED NOISE
BANDS

As in experiment 1, the effects observed with speech-
modulated tones were confirmed using additional groups of
listeners, and similar conditions in which speech-modulated
noise bands replaced the modulated tones.

A. Method

Both overlapping and contrasting16-octave band condi-
tions were created and presented to listeners using the same
materials, procedures, and apparatus employed in the previ-
ous experiment. The same1

6-octave filtering procedures were
employed to partition the narrow speech band. However, the
technique of Schroeder~1968! was employed in place of the
tone modulation procedure to create separately modulated
noise bands that followed the overall amplitude pattern of the
corresponding speech band, but which lacked within-band
amplitude contrasts. Postfiltering identical to the1

6-octave
prefiltering was employed to restrict each modulated noise to

its frequency region of origin. Separate groups of 20 listeners
each were recruited as before and randomly assigned to the
two dual-band conditions.

B. Results

Panel~b! of Fig. 4 shows the group mean intelligibility
scores and standard errors obtained for both pairs of1

6-octave
speech-modulated noise bands, along with those for the cor-
responding single1

3-octave noise band and13-octave speech
band both from experiment 1b. Although considerably lower
than the scores produced by modulated tones in experiment
2a, the scores corresponding to these modulated noise bands
produced the same statistically significant pattern of results:
A one-factor ANOVA revealed a significant effect@F(3,66)
53622.0,p,0.0001#, and Scheffe´’s post hoctests indicated
that all four scores differ significantly from one another (p
,0.05).

A supplementary analysis was performed to examine
differences between the modulated tones employed in ex-
periment 2a and the modulated noise bands employed in ex-
periment 2b. A two-factor ANOVA~2 stimulus types32
1
6-octave conditions! revealed significant main effects of
stimulus type @F(1,76)5110.0,p,0.0001#, and 1

6-octave
condition ~overlap versus contrast! @F(1,76)5194.2,p
,0.0001#, and a significant interaction@F(1,76)546.4,p
,0.0001#. Individual means comparisons indicated that the
score for the tones was significantly higher than that for the
noises in both the overlapping condition@F(1,38)56.8, p
,0.05# and in the contrasting condition@F(1,38)
5149.6,p,0.0001#, however the difference between scores
in the contrasting condition is over four times that of the
overlapping condition. The difference in performance result-
ing from noise band and tonal carriers is perhaps due to
random amplitude fluctuations of the modulated noise inter-
fering with details of the temporal speech pattern.

C. Discussion

When narrow-band sentences were replaced with
speech-modulated bands in experiment 1, near-perfect intel-
ligibility scores fell to values near zero. Because the two
types of stimuli shared similar overall temporal patterns,
these results suggested that contrasting temporal patterns ex-
ist within the narrow speech bands~but not within the
speech-modulated bands! and that these contrasts were re-
sponsible for intelligibility. The current experiment supports
this conclusion by demonstrating that some intelligibility re-
turned when a single narrow speech band was partitioned
into a pair of separately modulated patterns. Thus it appears
that contrasting temporal patterns of amplitude fluctuation
residing within a narrow band of speech frequencies provide
a powerful cue for recognition, and that these contrasting
patterns are responsible for the high intelligibility observed
with 1

3-octave sentences.

VI. EXPERIMENT 3A: FREQUENCY SEPARATION OF
SPEECH-MODULATED TONE PAIRS

In the following two experiments, pairs of temporal
speech patterns having various frequency separations are em-

FIG. 4. Intelligibility increases resulting from increasing the amount of
contrasting temporal patterns within a single narrow band: Sentences were
filtered to a single

1
3-octave band centered at 1500 Hz~speech band!, which

was used to create a single
1
3-octave temporal pattern, or was divided into a

pair of separately amplitude-modulated
1
6-octave patterns. These

1
6-octave

bands either overlapped appreciably@refer to Fig. 3~a!#, or had steep filtering
along the inner slopes to preserve the individual contrasting patterns@refer
to Fig. 3~b!#. Shown are group mean intelligibilities and standard errors for
the separate groups of 20 listeners each who heard the dual-band pairs.
Scores for the single temporal patterns and for the speech band are replotted
from Fig. 2. Each listener heard 100 sentences containing 500 scoring key-
words.
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ployed to examine if the processing of contrasting temporal
patterns can be extended to situations in which integration
across frequencies is required. Also examined is the enhance-
ment of across-frequency integration resulting from the ad-
dition of random noise to the spectral gap between speech-
modulated bands. An additional condition was designed to
examine dichotic integration of temporal speech information.

A. Method

One-hundred and twenty listeners~six groups of 20!
were recruited for this experiment. Dual-band pairs were cre-
ated by digitally mixing individual 70 dBA1

3-octave speech-
modulated tones prepared using the procedures of experi-
ment 1a. Five dual-band conditions were prepared, with each
band pair having increasing and approximately equal loga-
rithmic separation from 1500 Hz. The band pairs were con-
tiguous ~centered at 1336 and 1684 Hz!, or were separated
by ~approximately! one octave~1100 and 2100 Hz!, two oc-
taves~750 and 3000 Hz!, three octaves~530 and 4200 Hz!,
or four octaves~370 and 6000 Hz!. To correct for the
frequency-specific phase shifts of the IIR filters, the high
band in each pair was delayed relative to the low band by a
value which ranged from 0 to 25 ms and depended upon
frequency separation. The delay value required to align each
band pair was determined empirically by passing a single-
sample click through the digital filters~combining the addi-
tive effects of pre- and postfiltering!, and measuring the time
between the centers of the resulting broad pulses. A dichotic
condition was prepared using the modulated tone pair sepa-
rated by two octaves. Rather than mixing the two bands for
diotic presentation, the time-aligned signal was saved to a
stereo file so that the two bands could be presented simulta-
neously to opposite ears. Separate groups of 20 subjects each
were randomly assigned to the five dual-band spacing con-
ditions. Each listener heard ten practice sentences and 100
CID test sentences using procedures identical to those em-
ployed earlier. The remaining 20 listeners were assigned to
the dichotic condition. Ten of those heard the low-frequency
band in the right ear and the high-frequency band in the left,
and the other ten heard the signals to the two ears reversed.

B. Results

When the 1
3-octave speech-modulated tones were pre-

sented individually in experiment 1a, single-digit intelligibil-
ity scores were obtained across all center frequencies tested.
However, when the very same patterns were presented in
contrasting pairs in the current experiment, appreciable
scores were obtained.3 Figure 5 shows the group mean intel-
ligibility scores and standard errors for the 100 sentences
heard by each listener in each dual-band condition. Perfor-
mance was greatest when the bands were separated by one or
two octave~s!, and dropped off when the bands were contigu-
ous, or were separated more widely. These scores were sub-
jected to a one-factor ANOVA which revealed a significant
effect @F(4,95)5274.5,p,0.0001#. Post hocanalyses us-
ing Scheffé’s S indicated that performance was equivalent for
bands separated by one and two octaves (p50.18), and also
for bands which were contiguous or separated by three oc-
taves (p50.99). All other comparisons were significant (p

,0.0001). Also displayed in Fig. 5 is the performance of the
dichotic group. Although the individually unintelligible
modulated tones produced appreciable intelligibility when
presented to opposite ears, the score obtained under dichotic
presentation~55%! was lower@ t(38)57.6, p,0.0001# than
that obtained when the same patterns were presented dioti-
cally ~75%!.

VII. EXPERIMENT 3B: FREQUENCY SEPARATION OF
SPEECH-MODULATED NOISE BAND PAIRS

This experiment was similar to experiment 3a, except
that speech-modulated noise bands replaced the speech-
modulated tones. In an additional set of conditions, a band of
Gaussian noise was introduced to the spectral gap between
speech-modulated bands to examine the increase in across-
frequency integration and intelligibility associated with spec-
tral restoration~Warrenet al., 1997!.

A. Method

One-hundred and forty additional listeners~seven
groups of 20! were recruited. One-third octave speech-
modulated noise bands were created using the procedures of
experiment 1b. The bands were arranged into five time-
aligned pairs using the same frequency separations employed
in experiment 3a. Separate groups of 20 listeners each were
randomly assigned to the five dual-band pair conditions. The
remaining 40 listeners were reserved for the spectral restora-
tion conditions. They were tested using the procedures em-
ployed previously.

B. Results

Like the modulated tones, the individually unintelligible
modulated noise-bands produced appreciable intelligibility
when presented as contrasting pairs. Figure 6 displays the
group mean intelligibility scores and standard errors based
upon the 500 keywords heard by each listener, for each of
the five dual-band conditions.

FIG. 5. Single temporal patterns, which are unintelligible when presented
individually, can produce appreciable intelligibility when combined into
contrasting pairs: Shown are group mean intelligibility scores and standard
errors for separate groups of 20 listeners who heard pairs of temporal pat-
terns ~tones amplitude-modulated by

1
3-octave sentences! separated by the

values shown. Each listener heard 100 sentences containing 500 keywords.
The open symbol represents performance in a dichotic condition in which an
additional group of 20 listeners heard the individual temporal patterns pre-
sented to opposite ears.
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A one-factor ANOVA @F(4,95)583.6,p,0.0001# and
subsequent Scheffe´ tests revealed that, as in experiment 3a,
the band pairs separated by one and two octaves produced
equivalent scores (p50.08), as did the pairs which were
contiguous, or were separated by three octaves (p50.34).
All other comparisons were significant (p,0.001).

A supplementary analysis was performed to examine
differences between the tone and noise band carrier signals.
A two-factor ANOVA ~2 stimulus types35 dual-band sepa-
rations! revealed significant main effects of carrier signal
@F(1,190)5364.2,p,0.0001#, and dual band spacing
@F(4,190)5311.4,p,0.0001#, and a significant interaction
@F(4,190)525.0,p,0.0001#. Individual means compari-
sons indicated that the speech-modulated tone pairs produced
higher intelligibility scores than the modulated noise bands
at each dual-band separation@F(1,38)>71.6,p,0.0001#,
except at four octaves where both scores were below 10%
@F(1,38)50.3, p50.56#.

C. Spectral restoration

Stochastic noise introduced to the spectral gap between
speech bands that are widely separated in frequency can pro-
duce an increase in intelligibility through spectral restoration
~Warren et al., 1997!. Like phonemic restoration, spectral
restoration allows speech to be intelligible when portions of
the signal are subject to masking. In the case of spectral
restoration, intelligibility is restored when some speech fre-
quencies are obliterated while others are spared. Although
the addition of noise to the spectral gap provides no addi-
tional cues to the identity of speech, it is hypothesized to
enhance the integration of information which is widely sepa-
rated in frequency.

Experiments 1 and 2 showed that even very narrow
bands of speech can contain contrasting temporal patterns,
which account for their high intelligibility. In the current
experiment, spectral restoration was examined using speech-
modulated bands, rather than speech bands, to eliminate
within-band contrasts and strictly isolate across-frequency
integration. One-third octave speech-modulated noise bands
separated by approximately three octaves~530 and 4200 Hz!
and by two octaves~750 and 3000 Hz! were presented along

with a continuous band~Wavetek Model 751A, 115 dB/
octave! of Gaussian noise~Brüel & Kjær 1405! that filled the
spectral gap between bands. To account for the primarily
upward spread of masking, the bandwidth of the noise was
adjusted so that it just masked sinusoidal tones having fre-
quencies and amplitudes corresponding to the 30-dB down-
points of the low-pass skirt of the lower bands and the high-
pass skirt of the higher bands. These adjustments resulted in
noise bandwidths of 830–2600 Hz for the bands separated by
three octaves, and 1150–1750 Hz for the two-octave separa-
tion. The level of the noise was set to 60 dBA~rms average!,
the level found by Warrenet al. ~1997! to provide the maxi-
mum increase in intelligibility for speech bands presented at
70 dBA ~peak of the slow-response rms average!. Two
groups of 20 listeners each were assigned to the two condi-
tions. The experimental procedures were identical to those
employed previously, except that the continuous interpolated
noise was heard along with the speech-modulated bands.

In the previous examination of spectral restoration, noise
introduced to the gap separating narrow speech bands having
a fixed separation of four octaves produced an increase in
intelligibility which averaged 10% across conditions. The
group hearing the three-octave separation along with interpo-
lated noise in the current experiment produced a mean intel-
ligibility score of 42%, which is 11% above that produced by
the group hearing the otherwise identical condition without
noise @ t(38)53.5, p,0.005#. However, when the band
separation was decreased to two octaves, listeners showed a
nonsignificant intelligibility increase of 4% over their no-
noise counterparts@ t(38)51.5, p,0.16# ~see Fig. 6!. The
decrease in enhancement as frequency separation was de-
creased is consistent with the view that spectral restoration
reflects an increased tendency to integrate widely separated
information that might otherwise be treated as arising from
separate sources.

D. Discussion

In experiments 1 and 2, it was shown that subjects pos-
sess the ability to effectively process contrasting temporal
patterns occurring within a single narrow speech band. The
current experiments indicate that these temporal patterns can
also be integrated across wide frequency separations.4 Fur-
ther, experiments 3a and 3b demonstrate that random noise
introduced to the spectral gap between patterns can enhance
integration, and that normal-hearing listeners can effectively
integrate temporal patterns presented to opposite ears.

VIII. GENERAL DISCUSSION

When broadband speech is filtered to a single narrow
band, cues and features long thought essential for compre-
hension are severely distorted or eliminated. Knowing the
rich information content of temporal speech patterns, it
seemed reasonable to speculate that the narrow-band pattern
of amplitude fluctuation, which remained intact following
filtering, could be responsible for the high intelligibility ob-
served with1

3-octave sentences. It was found, however, that
this cue is not sufficient for intelligibility and that quite a
different mechanism is involved. We report here evidence

FIG. 6. As in Fig. 5, except that
1
3-octave speech-modulated noise bands

replaced the amplitude-modulated tones. The open symbols represent scores
from additional groups of subjects who heard the speech-modulated noise
bands along with an interpolated band of Gaussian noise filling the spectral
gap between bands.
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that contrasting temporal patterns of amplitude fluctuation
occurring at different frequency positions within a single nar-
row speech band are responsible for the high intelligibility of
narrow-band sentences. When a narrow band of speech was
processed to remove across-frequency spectral information,
but maintain its temporal pattern of amplitude fluctuation,
intelligibility fell from values near 100% to values near zero.
However, when the speech band was divided into a pair of
independently amplitude-modulated patterns, some intelligi-
bility returned.

Speech is often characterized by spectral cues produced
by systematic across-frequency changes in energy. However,
these cues can be viewed differently: Systematic across-
frequency changes in speech energy cause the temporal pat-
terns of amplitude fluctuation to differ at different frequency
positions. These patterns do not appear sufficient to encode
many of the conventional acoustic speech features, espe-
cially when the patterns reside together within a narrow
spectral slit. They are, however, sufficient for intelligibility
of novel sentences by naive listeners, and therefore represent
a powerful cue.

In experiment 2, it was found that intelligibility suffered
when temporal patterns overlapped spectrally, and these re-
sults were attributed to a disruption of individual patterns.
Although the mixed pattern will share attributes of its con-
stituents, the contrasting details of the separate patterns are
lost in the region of acoustic overlap. These findings are in
accord with the widely held view that cochlear implant elec-
trodes need to stimulate discrete populations of neurons to be
maximally effective~cf. Wilson et al., 1991!. However, Sh-
annonet al. ~1998! reported a relatively small effect of over-
lap using a broadband acoustic model of a cochlear implant.
To simulate electrode interaction, the authors broadened the
filter slopes of the four contiguous speech-modulated noise
bands. Performance remained near ceiling levels when slopes
were broadened from 24 to 18 dB/octave, but fell when
broadened to 6 or 3 dB/octave. Because interactions would
have to be quite severe to mimic this substantial overlap,
these results imply that speech recognition should be pos-
sible for implant patients even with considerable electrode
interaction.

Significant differences exist between the stimuli em-
ployed by Shannonet al. and those employed here. While
Shannonet al. varied only the presentation carrier bands~in
order to most accurately simulate electrode interactions!, in
the current study, prefiltering of the speech~analysis bands!
matched the postfiltering of carriers~presentation bands!.
However, it may also simply be that the narrow bandwidths
and minimum number of channels employed in the current
study, and the correspondingly lower intelligibility scores,
made these stimuli more sensitive to the hindering effects of
overlap. Shannonet al.’s standard four-channel broadband
stimulus is quite robust, and scores are correspondingly high,
and so it may have been better able to resist these effects.

In experiment 3, temporal patterns which were unintel-
ligible when presented individually in experiment 1 were
presented in pairs. Because each pattern lacked within-band
amplitude contrasts, the contrast necessary for comprehen-
sion could only be obtained by integrating across members

of the pair. Information was collected regarding the effec-
tiveness of temporal speech information when contiguous
and also when widely spaced on the basilar membrane.
These conditions allowed an examination of the trade-off
between~a! the greater information content of bands from
the information-rich center of the spectrum, and~b! the de-
creased redundancy of widely spaced band pairs. According
to the band importance functions of the articulation~ANSI,
1969/1986! and speech intelligibility indexes~ANSI, 1997!,
speech bands in the region surrounding 1500–2000 Hz pro-
vide the greatest relative contribution to intelligibility. How-
ever, when a pair of bands is employed, sampling of the
speech spectrum is improved if the bands are separated in
frequency. The maxima in the functions corresponding to the
spacing of band pairs shown in Figs. 5 and 6 seem to reflect
this trade-off. Only when bands were separated by four oc-
taves did intelligibility fall to low values. While this may be
interpreted as a limit in the ability to integrate information, it
is likely that this separation pushes bands into frequency
regions having relatively little effective speech information.

Psychophysical studies of envelope correlation have in-
dicated thatsame modulation patterns can be compared
across some frequency separation, but that detection of co-
modulation can decrease as the separation of the patterns
increases~e.g., Richards, 1987, 1988; Stricklandet al., 1989;
Moore and Emmerich, 1990; Takeuchi and Bradia, 1995;
also see Richards, 1990!. In contrast, the complementary
temporal speech patterns employed in the current study pro-
duced maximum intelligibility when separated in frequency
by one or two octaves. Unlike the randomly or sinusoidally
modulated signals typically employed in studies of envelope
correlation, temporal speech patterns change systematically
as the frequency position of the narrow band changes. In
contrast to the across-frequencycomparison of random
modulation patterns, the across-frequencyintegration of
complementary temporal speech patterns appears to be quite
robust.

As a demonstration of the striking synergy which oc-
curred when individual temporal patterns were combined
into contrasting pairs in the current study, the modulated
tones, which together produced the highest intelligibility in
experiment 3a, were presented individually. One group of ten
listeners heard the speech-modulated tone at 1100 Hz, and
another group heard the 2100-Hz tone, using materials and
procedures identical to those employed earlier. When pre-
sented as a contrasting pair, the modulated tones produced a
score of 81%. However, when presented individually, the
1100-Hz tone produced a score below 0.5%~standard error
of 0.2%! and the 2100-Hz tone produced a score of 0.8%
~standard error of 0.4%, see Fig. 7!.

Experiments in speechreading have also demonstrated
the advantage that pairs of temporal patterns can have over a
single pattern. Breeuwer and Plomp~1984! showed that sen-
tence intelligibility scores were increased from 23% for vi-
sual information alone, to an average of 49% through the
addition of one temporal pattern, and to 75% with two pat-
terns ~also see Grantet al., 1991, 1994!. While it was re-
ported that pilot testing indicated that the individual narrow-
band envelopes were not intelligible when presented without
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visual cues, pairs of these patterns produced an average in-
telligibility of 20% across conditions. One possible interpre-
tation of the difference between scores obtained by Breeuwer
and Plomp and those obtained in the current study involves
the 20-Hz low-pass smoothing filter used in the earlier study
to limit temporal fluctuation rate.

Throughout these experiments, the scores produced by
the speech-modulated noise bands were lower than those ob-
tained using speech-modulated tones. This difference may be
attributed to a dilution of temporal speech information due to
its mixing with the extraneous amplitude fluctuations of the
noise carriers.5 However, it is noteworthy that the temporal
patterns produced by the amplitude-modulated noises were
sufficiently close to those of the parent speech bands to allow
appreciable intelligibility when presented as contrasting pairs
in most conditions. When broad bands of speech are used to
create broad amplitude-modulated noises, and when a recti-
fication and multiplication technique is employed in place of
the technique of Schroeder~1968!, differences between tonal
and noise carriers can be quite small~Dormanet al., 1997,
also see Shannonet al., 1998!. It is possible that the narrow
bandwidths employed in the current study accentuated the
random amplitude fluctuations of the noise carriers, render-
ing them less effective than the tones.

In addition to the ability to integrate temporal speech
information across frequency separations, experiment 3a
showed that listeners can effectively integrate dichotically
presented temporal information. These results together indi-
cate that peripheral interactions of temporal information is
not necessary, and that these patterns can also combine cen-
trally to produce intelligibility. The integration of informa-
tion across the two ears is an essential aspect of auditory
processing, and disturbances to the auditory system can af-
fect this integration. Tests of binaural fusion~e.g., Matzker,
1959; Linden, 1964; Smith and Resnick, 1972; Willeford,
1977! have typically employed dichotic presentation of
complementarily filtered bands of speech. Although the in-
tent is to study across-ear integration, contrasting temporal
patterns are present not onlyacrossthe bands at each ear~as
intended!, but they are also presentwithin each speech band.
Because the use of speech-modulated bands~rather than
speech bands! allows the strict isolation of across-band inte-
gration, they may hold promise for the examination of bin-

aural interactions devoid of the interfering effects of contrast
processing at each ear.

The current results and the conclusions drawn from
them provide a novel framework for the interpretation of
speech processing. It is traditional to describe acoustic
speech cues according to the distribution of energy in fre-
quency, or the position and movement of energy peaks in the
frequency spectrum. Alternatively, speech information has
been described according to the temporal information con-
tent of single fluctuation patterns from either narrow or broad
regions of speech. However, speech is encoded by an array
of neural units each responding to pressure changes occur-
ring within a range of frequencies given by the characteristic
frequency and response area of the unit. Given this encoding
strategy, all information concerning complex dynamic pat-
terns such as speech can be considered contrasting patterns.
Rather than assuming that the recognition of speech is ac-
complished through an extraction and analysis of specific
speech features in particular frequency regions, it might be
worthwhile to examine correlations between various tempo-
ral patterns as speech is produced.

The results presented here provide significant challenges
for existing theories of speech perception. Narrow-band
speech and narrow-band speech-modulated signals share
many characteristics, yet produce dramatically different in-
telligibility scores. Further, both of these stimuli lack tradi-
tional acoustic cues for speech perception. However, these
traditional features have largely been established through an
examination of individual phonemes and words, rather than
speech in its normal context. Due to the robust nature of the
speech signal, stimuli used in speech research must be de-
graded in some fashion so that intelligibility scores fall to
values below the ceiling where the effect of various manipu-
lations can be observed. This degradation of the signal has
been accomplished in many ways, including filtering and by
adding noise. Another traditional method of reducing speech
to manageable proportions has been to study isolated pho-
nemes and words.6 This approach originates from the theo-
retical belief that the perception of speech primarily involves
a ‘‘bottom-up’’ analysis of individual phonemes, and a sub-
sequent synthesis into successively larger units. Although
most researchers would acknowledge additional ‘‘top-down’’
influences provided by the context of speech, this bottom-up

FIG. 7. Synergistic interaction of contrasting temporal
speech patterns: The upper panel shows the amplitude
tracing~rms average amplitude of a 10-ms sliding win-
dow! of a 2100-Hz tone amplitude modulated by a
2100-Hz

1
3-octave band of speech; the lower panel

shows the time-aligned amplitude tracing of an
1100-Hz tone amplitude modulated by an 1100-Hz

1
3-

octave band of speech, both for the sample sentence
‘‘Walking’s my favorite exercise.’’ Each intelligibility
score is based upon separate groups of either 10 listen-
ers ~for each single band! or 20 listeners~for the dual-
band pair!. Each listener heard 100 everyday speech
sentences containing 500 phonetically balanced key-
words.
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construction of running speech is a basic tenet for much re-
search.

However, speech as a means of communication nor-
mally involves the production and perception not of isolated
sounds or words, but of sounds strung together into phrases,
sentences, and passages that convey a meaningful message.
When speech containing some of its everyday context is ex-
amined, new cues to its perception emerge. Acoustic cues
necessary for the identification of isolated phonemes and
words are not required for high intelligibility of everyday
sentences. Further, traditional cues revealed in studies exam-
ining isolated phonemes and words cannot be considered the
only cues available for recognition of speech in normal use,
nor can it be safely assumed that these cues are primary in all
listening conditions.

IX. SUMMARY AND CONCLUSIONS

The current experiments employed 514 normal-hearing
listeners to investigate the role of contrasting temporal pat-
terns in the perception of speech. Experiments 1 and 2 to-
gether demonstrate that speech filtered to a narrow spectral
slit can retain nearly perfect intelligibility despite a lack of
traditional speech features, due to contrasting temporal pat-
terns of amplitude fluctuation within the narrow band. Ex-
periment 3 demonstrated that the use of contrasting temporal
patterns is not restricted to situations in which the patterns
interact peripherally. Instead, they can be integrated across
wide frequency separations, or across the two ears. It is con-
cluded that, despite the rich information content of single
temporal patterns, and despite the ability of listeners to use
this information to identify speech when tested on a small
closed set of items or when presented with additional cues to
identity, recognition of novel sentences does not occur.
Rather, intelligibility requires a contrast between at least two
temporal speech patterns. These patterns can reside together
within a narrow speech band, or they can be integrated
across wide frequency separations or across the two ears.
Speech is typically characterized by acoustic features which
change in frequency as the different sounds are produced.
However, a position in which across-frequency changes are
viewed as changes in amplitude at fixed frequency positions
is more in line with the physiological encoding of signals.
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Listeners identified a phonetically balanced set of consonant–vowel–consonant~CVC! words and
nonsense syllables in noise at four signal-to-noise ratios. The identification scores for phonemes and
syllables were analyzed using thej-factor model@Boothroyd and Nittrouer, J. Acoust. Soc. Am.84,
101–114~1988!#, which measures the perceptual independence of the parts of a whole. Results
indicate that nonsense CVC syllables are perceived as having three independent phonemes, while
words showj 52.34 independent units. Among the words, high-frequency words are perceived as
having significantly fewer independent units than low-frequency words. Words with dense phonetic
neighborhoods are perceived as having 0.5 more independent units than words with sparse
neighborhoods. The neighborhood effect in these data is due almost entirely to density as
determined by the initial consonant and vowel, demonstrated in analyses by subjects and items, and
correlation analyses of syllable recognition with the neighborhood activation model@Luce and
Pisoni, Ear Hear.19, 1–36~1998!#. The j factors are interpreted as measuring increased efficiency
of the perception of word-final consonants of words in sparse neighborhoods during spoken word
recognition. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1534102#

PACS numbers: 43.71.Es, 43.71.An, 43.71.Pc@KRK#

I. INTRODUCTION AND BACKGROUND

In human speech recognition, listeners use sensory in-
formation from the speech signal to match a stimulus with an
internal representation. While the structure of that internal
representation, and by implication the matching process, is
the subject of much debate, research has shown that the
matching process is affected by many factors. These include,
but are not limited to, the acoustic-phonetic properties of the
stimulus, whether the stimulus is a familiar lexical item, its
frequency of usage, and whether the stimulus is confusable
with other potential stimuli.

A. The j-factor model

Boothroyd and Nittrouer~1988; also Nittrouer and Boo-
throyd, 1990! quantified the well-documented advantage of
lexical status afforded to listeners, that items present in the
mental lexicons of listeners are recognized more accurately
than phonologically possible, but not meaningful, utterances.
The recognition of familiar CVC words with CVC nonsense
~though phonotactically English! syllables was compared us-
ing two measures of context effects that are relatively insen-
sitive to the degree of signal degradation or overall perfor-
mance level.

The present investigation uses the second of these mea-
sures, called thej factor, which quantifies the relationship
between the recognition of a whole and the recognition of its

parts. From probability theory, the recognition probability of
a whole is the product of the marginal recognition probabili-
ties of the parts. For CVC syllables, under the assumption
that segments or phonemes are basic units of speech percep-
tion ~e.g., Nearey, 1990; but cf. Massaro, 1998!, the prob-
ability of syllable recognitionps is the product of the recog-
nition probabilities of the constituent phonemes

ps5pC2pVpC2 . ~1!

Assuming the recognition probabilitiespp of individual pho-
nemes in CVC syllables are both statistically independent
and approximately equal~Fletcher, 1953!, ~1! can be rewrit-
ten as

ps5pp
j , ~2!

where j represents the number of phonemes in the syllable
that are perceived independently. Thej factor can be empiri-
cally determined by calculating the logarithms of recognition
probabilities of whole syllables and segments in an identifi-
cation task

j 5 log~ps!/ log~pp!. ~3!

A finding of j 5n ~wheren53 for CVC stimuli! is consistent
with the assumptions that phonemes are the basic units of
speech perception and that they are independently recog-
nized, without contextual information. The reduction ofj be-
low n is a measure of the effect of context. At the limit of
j 51, the recognition of any one phoneme is all that is
needed to recognize the whole.

For the first experiment of their original study,
Boothroyd and Nittrouer prepared 120 nonsense and 120
word CVC stimuli, with both lists phonetically balanced and
the targets embedded in a carrier phrase. The stimuli were

a!Preliminary versions of this work were presented in ‘‘Effects of signal-
independent factors in speech perception,’’ Proceedings of the 28th Meet-
ing of the Berkeley Linguistics Society, February 2002, and at a Cognitive
Science Cognitive Neuroscience Workshop in August 2001 at the Univer-
sity of Michigan, organized by Julie Boland and Rick Lewis.

b!Electronic mail: benki@umich.edu
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mixed with white noise at four different signal-to-noise ra-
tios, and presented to 32 participants, blocked according to
lexical status. Each participant heard and identified the 240
targets presented at one of the four signal-to-noise~S/N! ra-
tios using a phonetic notation or standard English orthogra-
phy. As expected, identification rates for word syllables were
about 20%–30% higher than nonsense syllables, depending
on the S/N ratio, and identification rates for phonemes in
words were about 10% higher than in nonsense syllables.

The syllable and phoneme identification rates for word
and nonsense targets were used to calculatej factors for the
nonsense targets (j 53.0760.14, 95% C.I.! and the word
targets (j 52.4660.08). Boothroyd and Nittrouer conclude
that j 53.07 for nonsense targets is consistent with percep-
tion of three independent units. The finding ofj 52.46 for
word targets is interpreted by Boothroyd and Nittrouer as a
contextual advantage such that the words used in the study
were perceived as though they consisted of approximately of
2.5 independent units.

The j-factor reduction indicates that the higher recogni-
tion probabilities of meaningful syllables is due in part at
least to the higher predictability of words relative to non-
words. As Allen~1994! says in his review of Fletcher~1953!,
because the set of meaningful CVC syllables is a subset of
phonologically possible~e.g., nonsense and meaningful
words! CVC syllables, meaningful syllables have a lower
context entropy than phonologically possible syllables.
Given correct recognition of part of a syllable, evaluation of
ambiguous phonetic information of the rest of the syllable
will be more accurate in the case of meaningful syllables
because the set of possible alternatives is smaller. Thej fac-
tor quantifies this lessening of statistical independence
among the segments of meaningful syllables.

How could the reduced context entropy of meaningful
words relative to nonsense words be implemented in a model
of word recognition? On the basis of a computational simu-
lation of Boothroyd and Nittrouer’s experiment, Nearey
~2001, in press! suggests that thej-factor effects could be
reproduced in a Luce choice model of word recognition us-
ing a bias that favors lexical entries over nonsense words.

If the j factor measures bias, then manipulations of bias
in a word recognition task should affect thej factor. It should
be possible to measurej-factor differences for lexical biases
more easily manipulated than lexical status, such as fre-
quency of usage or response set size, as an evaluation of the
claim that higher recognition rates for more frequent words
result from biases~Broadbent, 1967; Norris, 1986!. In the
case of frequency of usage, high-frequency words are pre-
dicted to have lowerj factors than low-frequency words.

B. Phonetic neighborhood density

In addition to frequency of usage, the existence of po-
tential confusors to a given stimulus can affect recognition
~Savin, 1963!. The neighborhood activation model~NAM;
Luce and Pisoni, 1998! proposes that similar-sounding
words, or phonetic neighbors, compete with the actual target
for activation in a Luce choice model. Degree of phonetic
overlap between the neighbor and the target stimulus deter-
mines the degree of competition. Usage frequency also plays

an important role, with higher values for targets increasing
recognition probabilities, but higher values for the competing
neighbors reducing recognition probability. These relation-
ships are quantified in Luce and Pisoni’s frequency-weighted
neighborhood probability rule

p~ ID S!5
p~SuS!log~ freqS!

p~SuS!log~ freqS!1( j p~Nj /S!log~ freqj !
, ~4!

wherep(ID S) is the probability of identifying a stimulusS;
p(SuS)log(freqS) is the (log2) frequency-weighted stimulus
word probability of S given S, and ( j p(Nj uS)log(freqj ) is
the sum of the (log2) frequency-weighted probabilities of
each neighborNj of S given S. Luce and Pisoni’s~1998!
explication of the NAM states that the frequency-weighted
neighborhood probability rule~4! is instantiated in individual
word decision units, all of which together constitute the
NAM. For the present paper, the NAM will be assumed to be
represented as~4!.

For empirical evaluation of the model, Luce and Pisoni
use the Kucera–Francis~Kucera and Francis, 1967! usage
frequencies, and their own confusion matrices of nonsense
syllables in noise. The conditional probability of an item is
estimated by multiplying the conditional marginal probabili-
ties of the constituent segments obtained from the confusion
matrices.

The numerator of~4!, the frequency-weighted stimulus
word probability, quantifies the frequency-weighted raw in-
telligibility of the target item. This measure is analogous to
Broadbent’s~1967! stimulus levela with a frequency bias
term, and will be referred to asstimulus probabilityfor the
rest of this paper.

The denominator of~4! is the sum of the frequency-
weighted stimulus probability and the frequency-weighted
neighborhood probability. This latter term is a measure of the
confusability of the target with other words, weighted by
their log frequencies, and quantifies thedensityof the pho-
netic neighborhood of the target item. Targets that are highly
confusable with other words have high values for this density
measure, and reside indensephonetic neighborhoods. Tar-
gets that are relatively not so confusable with other words
reside insparsephonetic neighborhoods, having low values
for the density measure.

All other things being equal, accuracy of word recogni-
tion should be positively correlated with stimulus probability.
On the other hand, accuracy should be negatively correlated
with density, which quantifies the probability of competitors.
These qualitative predictions as well as the quantitative pre-
dictions of~4! are borne out in experiments reported by Luce
and Pisoni~1998!.

C. Predictions

Under the assumption thatj-factor differences are due to
bias differences but not variation in the amount of stimulus
information ~following Nearey, 2001, in press!, the j-factor
model can be applied to the parts of~4! to evaluate whether
variation in word recognition accuracy is due to a bias or due
to variation in the amount of stimulus information. Simple
accuracy differences reflect differences in the amount of
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stimulus information, whilej-factor differences reflect bias
differences. Since thej factor is insensitive to the effects of
stimulus information~unlike accuracy!, the j-factor model
offers a means of controlling for differences in raw intelligi-
bility.

In the case of frequency of usage, words with high fre-
quency of usage should have measurably lowerj factors than
words with low frequency of usage. On the other hand,
words differing in stimulus probability should not have dif-
ferent j factors, all other things being equal. It is unclear
what kind of an effect will be observed on thej factor of the
product of the two, the frequency-weighted stimulus prob-
ability term in ~4!. It may be that the stimulus probability
factor may dominate, in which case thej factor would not
measure any context effect for stimulus probability.

On the other hand, density should be correlated with the
j factor if thej factor is inversely related to bias. Consider the
case of a listener perceiving partial phonetic information of a
target word in a dense neighborhood. Given the partial pho-
netic information, the probabilities of nontarget potential re-
sponses are large, so any bias in favor of the target will be
reduced. If the partial phonetic information delimits a sparse
neighborhood, the probabilities of the competitors are low,
and bias for the target should be high. Under this account,
words in dense neighborhoods should have highj factors,
while words in sparse neighborhoods should have lowj fac-
tors.

The design of Boothroyd and Nittrouer offers an oppor-
tunity to test these predictions of usage frequency and neigh-
borhood density, since the set of words was chosen to have a
range of usage frequencies, and the word and nonsense syl-
lables are phonetically balanced in the same way. While the
original paper only reports average phoneme and syllable
recognition probabilities for words and nonsense syllables
for each participant, these probabilities could be calculated
for subsets of the trials based on values of usage frequency,
density, and stimulus probability. Since the nonsense syl-
lables are phonetically balanced with the words, the segmen-
tal confusion matrices can be used to calculate conditional
probabilities needed to calculate density and stimulus prob-
ability.

The effect of neighborhood density may also be consid-
ered with respect to different types of neighborhoods for a
given CVC target: CV neighborhoods, which include all
competitors that overlap with the first two phonemes (C1V)
of the target; VC neighborhoods, which include all competi-
tors that overlap with the two final phonemes (VC2); and CC
neighborhoods, which include all competitors that overlap
with both of the two consonants (C1 ,C2) of the target. In the
computation of density described below, neighborhoods were
only allowed to include competitors that overlapped with at
least two phonemes of the target. With these criteria, the
target bag would have neighborsbad ~CV neighbor!, gag
~VC neighbor!, beg~CC neighbor!, but the wordsdador bed
would not be neighbors. This simplification is not unreason-
able, given that failure to overlap on more than two pho-
nemes will result in an extremely low addend in the summa-
tion of the density calculation. The simplification does allow

for a straightforward means of comparing three types of pho-
netic overlap for CVC words.

II. METHOD

The procedure for Boothroyd and Nittrouer’s experi-
ment 1, in which participants identified CVC nonsense and
word syllables at different noise levels, was followed as
closely as possible, except that stimulus presentation and re-
sponse collection was done online. Proportion correct of
phonemes and whole syllables of different subsets of the test
items were subsequently used inj-factor analyses.

A. Participants

Forty-three young adults were recruited from an under-
graduate introductory linguistics course at the University of
Michigan and participated for course credit. All were native
speakers of English and reported no known hearing prob-
lems.

B. Stimuli

The same lists~in the Appendix! of CVC syllables de-
veloped by Boothroyd and Nittrouer, consisting of 120 words
and 120 nonsense items, were used for this study. Both the
word and nonsense syllable lists were phonetically balanced
such that the phonemes in the sets of 10 initial consonants
/b p d t k s h m l r/, 10vowels /i ( e( } u o* Å , Ä a(/, and 10
final consonants /p d t g k s z m n l/were evenly distributed
in the word and nonsense syllable lists.

Each item was read by the author, a native speaker of
American Midwest English, in the carrier phrase ‘‘You will
write...please’’ in a sound-treated room and was recorded to
DAT with a Realistic Highball microphone and a Tascam
DA-30 digital tape deck at a sampling rate of 48 kHz. The
recording of each item embedded in the carrier phrase was
converted to a WAV file at the same sampling rate and stored
on computer disk. The overall level of each stimulus was
adjusted so that the peak amplitudes of all stimuli were
matched. This normalization did not change relative ampli-
tudes within any given carrier phrase.

C. Procedure

The experiment was run using software running in the
MATLAB ~version 6.1! environment on four Windows NT lap-
top computers in an anechoic chamber. Signal-dependent
~though uncorrelated! noise~Schroeder, 1968! was added on-
line at one of four S/N ratios~214 dB,211 dB,28 dB, 25
dB!. A detailed analysis of the nonsense syllable confusion
matrices reported in Benkı´ ~to appear! shows that the nature
of the confusions are highly consistent with intelligibility
experiments employing white noise for both consonants
~Miller and Nicely, 1955; Wang and Bilger, 1973! and vow-
els ~Pickett, 1957; Nooteboom, 1968!.

The resulting stimuli in their carrier phrases were pre-
sented for identification binaurally via AKG headphones
with the volume set to a comfortable listening level, blocked
according to lexical status as described below.

Thirty-seven participants were randomly assigned to one
of 4 S/N ratios~11 participants at214 dB, 9 participants at
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211 dB, 9 participants at28 dB, and 8 participants at25
dB!. Six participants at the beginning of the study were as-
signed to other S/N ratios~1 participant at210 dB, 2 par-
ticipants at29 dB, 2 participants at27.5 dB, and 1 partici-
pant at24 dB! in order to determine a range of S/N ratios to
replicate the approximate performance levels reported in
Boothroyd and Nittrouer. All 43 participants were instructed
in writing that they would be listening to real and nonsense
consonant–vowel–consonant syllables of English presented
in a carrier phrase mixed with noise, and were to type what
they heard using standard English orthography for both the
words and nonsense items. A brief list of examples of En-
glish orthography for spelling nonsense items was provided.

The stimuli in their carrier phrases were presented for
identification binaurally via AKG headphones with the vol-
ume set to a comfortable listening level. Following a practice
block of five items, the stimuli were presented for identifica-
tion, blocked according to lexical status~word or nonsense
syllable!. At the beginning of each experiment, the experi-
ment software randomly determined the order of 12 word
and 12 nonsense blocks. As a result, word and nonsense
blocks did not necessarily alternate. Each block consisted of
ten trials, which were randomly selected from the word or
nonsense stimuli as appropriate. At the beginning of each
block, the computer informed the participant whether the
next block of ten items were either words or nonsense items,
how many blocks remained, and then waited for the partici-
pant to press the ‘‘enter’’ key before presenting the first
stimulus. Participants typed their responses using the key-
board, and could correct their responses for errors before
pressing the enter key, but could not request the stimulus to
be played again. A half-second after the enter key was
pressed, the computer presented the next stimulus. Between
one and four participants were run at a time, with each par-
ticipant at their own computer station. Each session lasted
about 30 min.

D. Phonemic analysis and scoring

The typed responses of the participants were preliminar-
ily analyzed into phonemes with the text-to-phoneme pro-
gramT2P ~Lenzo, 1998!. The preliminary phonemic analyses
were compared to the corresponding original responses and
corrected as needed.

Each phoneme response was scored as correct if it
matched the corresponding stimulus phoneme, and incorrect
otherwise, with the following adjustments. First, /Ä/ and /Å/
were counted as matching vowels. In their stimulus list
preparation and response analysis, Boothroyd and Nittrouer
regarded the vowels /Ä/ and /Å/ as distinct phonemes, and
these distinctions were maintained in the preparation of the
stimuli for the present study. However, these vowels are
merged in the English spoken by many of the participants,
and were therefore counted as the same vowel for scoring
purposes.

Second, although the participants were told that all of
the target items would consist of consonant–vowel–
consonant sequences, occasionally they perceived and re-
ported syllables containing clusters, onsetless syllables, or
open syllables. The responses consisting of missing conso-

nants in initial or final position~e.g., response ‘‘Ed’’ for tar-
get ‘‘bed,’’ or response ‘‘bee’’ for target ‘‘beat’’! were
counted as ‘‘null’’ responses for the missing initial or final
consonant, and the corresponding initial or final consonant
scored as incorrect. Scoring was a bit more complicated for
responses containing initial or final consonant clusters, with
an effort made to count as much of the response as correct if
appropriate. If neither consonant in the initial cluster
matched the initial consonant of the stimulus, then the re-
sponse was counted as an ‘‘other’’ response for the initial
consonant and scored as incorrect. If the response contained
an initial cluster whose second member matched the stimulus
initial consonant~e.g., response ‘‘stack’’ for target ‘‘tack’’!,
the response cluster corresponding to the initial consonant
was counted as ‘‘other’’ and scored as incorrect. If the re-
sponse contained an initial cluster whose first member
matched the stimulus initial consonant but the response
vowel was incorrect~e.g., response ‘‘black’’ for target
‘‘beak’’ !, then the initial consonant was scored as correct,
and the vowel response was counted as ‘‘other’’ and scored
as incorrect. For responses containing a matching initial con-
sonant, an epenthetic consonant, and a matching vowel~e.g.,
response ‘‘black’’ for target ‘‘back’’!; half were counted as
having an ‘‘other’’ response for the initial consonant but a
matching vowel, and half were counted as having a matching
initial consonant but an ‘‘other’’ response for the vowel. The
same procedure was followed for final clusters.

III. RESULTS

A. Syllable and phoneme recognition rates

Using the above criteria, the observed probabilities of
correct recognition of nonsense phonemes, word phonemes,
nonsense syllables, and word syllables for each participant
were calculated. The probabilities as a function of S/N ratio,
averaged over the participants who performed the task at the
same S/N ratio, are plotted in Fig. 1 with error bars indicat-
ing 61 standard deviation. Although the data from all par-
ticipants are in thej-factor analyses below, only the data
from the 37 participants who performed the experiment at
the four selected S/N ratios are represented in Fig. 1.

As expected, proportion correct of phonemes and syl-
lables is higher for the word condition than that of nonsense
condition at each S/N ratio. The range and pattern of perfor-
mance is quite similar to those reported by Boothroyd and
Nittrouer. The S/N ratios are about 11 dB lower in the
present study, which may be due to differences in the quality
of the stimuli, type of noise~they used spectrally shaped
white noise that was the same level for all of the stimuli of a
given S/N ratio, instead of the signal-correlated noise used
here!, or the experimental procedure.

B. Analyses of j factors by subjects

The values summarized by Fig. 1 were used to calculate
the j factors for words and nonwords. For the frequency,
density, stimulus probability, and frequency-weighted stimu-
lus probability measures, the words were divided into high
and low~dense and sparse for the density conditions! subsets
according to whether the particular value of each word fell
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above the median value, or below or equal to the median
value. Frequency of usage was taken from Kucera and Fran-
cis ~1967!. For the most part, the high and low subsets of
each measure were not unduly phonemically unbalanced,
with at least one each of C1, V, and C2 phoneme in the high
and low subsets. Exceptions were the high VC density subset
with no instances of /+/ for C2 ~but 11 instances of /d/!, and
the low stimulus probability and frequency-weighted stimu-
lus probability subsets with no instances of /m/ or /n/ for C2.
This latter asymmetry is not unexpected given that place of
articulation in syllable-final nasals of the nonword syllables
is a particularly difficult contrast for listeners to perceive
~Hura et al., 1992; Beddor and Evans-Romaine, 1995;
Wright, 2001!.

An online version ofWebster’s Pocket Dictionary~Web-
ster’s Seventh Collegiate Dictionary, 1967; Nusbaum, Pisoni,
and Davis, 1984! was used to determine the neighbors for
each target word. As discussed above, all neighbors differed
with the target by one segment, with a substitution or a de-
letion for the third nonmatching segment, but no insertions.
Thus, for the target ‘‘rice’’~/ra(s/!, the neighborhood would
include ‘‘lice’’ ~/la(s/, substitution of C1), ‘‘race’’ ~/re(s/, sub-
stitution of V!, ‘‘ride’’ ~/ra(d/, substitution of C2), ‘‘rye’’
~/ra(/, deletion of C2), and ‘‘ice’’ ~/a(s/, deletion of C1), but
not ‘‘writes’’ ~/ra(ts/, insertion of /t/!. Confusion matrices
were calculated for C1 , V, and C2 by collapsing the nonsense
syllable responses across all participants. The cells of each
confusion matrix were used to calculate the conditional prob-
abilities needed to compute density and stimulus probability
for each target word, using log Kucera–Francis word-
frequency values as frequency weights for both targets and
their neighbors.

Proportions correct of phonemes and syllables for the

word trials, nonword trials, and for the high and low condi-
tions of each measure applied to the word trials were con-
verted intoj factors for each participant using~3!, and are
plotted in the different panels of Fig. 2. The resultingj fac-
tors were then averaged across participants for estimates ofj
for each condition, which are also plotted in the panels of
Fig. 2. Because measurement errors for probabilities near
zero or unity have a large effect on the estimate of thej
factor, if either the phoneme or syllable probability was less
than 0.05 or greater than 0.95, the resultingj factor was not
included in the calculation of averagej factor or subsequent
statistical tests, following Boothroyd and Nittrouer. The val-
ues from two participants were excluded from thej-factor
analysis of nonwords because the syllable probabilities were
too low.

1. Lexical status

The word and nonword points and curves representing
the average word and nonwordj factors are displayed in the
same panel as a measure of the effect of lexical status on the
j factor. Consistent with Boothroyd and Nittrouer’s findings,
j 53.07 with a 95% confidence interval of60.08 ~the C.I.
here and in the rest of the paper were obtained by multiply-
ing the standard error by the upper 5% cutoff value of Stu-
dent’st with d f5N21 subjects! does not significantly differ
from n53 @ t(40)51.69,p50.10#, as predicted by indepen-
dent perception of the phonemes of each syllable. A compari-
son of the high and low conditions of each measure is shown
in Table I, using a paired t-test to assess significance of the
difference, withd f5N21 subjects who provided reliable
estimates of thej factor for both conditions. Words and non-
sense syllablej factors, are compared in the first row of Table

FIG. 1. Average phoneme recognition
probabilitiespp in words~w! and non-
words~n!, and average syllable recog-
nition probabilitiesps for words ~W!
and nonwords~N!. Averages are com-
puted over participants at the S/N ra-
tios of 214, 211, 28, and 25 dB,
with error bars representing61 stan-
dard deviation.
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I, and the wordj-factor mean,j 52.3460.08, is significantly
less than the nonsense syllablej-factor mean. The tests in
Table I are alla priori motivated and significance is declared
using a criterion ofa50.05. That the wordj factor is sub-
stantially less than the number of segments indicates that the
phonemes in words are perceived not quite independently of
each other, or that listeners are biased to perceive lexical
items. While thej factor for words is lower than that found
by Boothroyd and Nittrouer, the confidence intervals overlap.

Individual j factors are well predicted by using averagej
factors in ~2! to predict syllable recognition probabilityps

from phoneme recognition probabilitypp for both words and
nonwords. The root-mean-squared error~RMSE! for words
is 0.030, and for nonwords is 0.027. Also consistent with
Boothroyd and Nittrouer, individualj factors are not signifi-
cantly correlated with phoneme recognition probabilitypp

for either nonsense syllables@r 250.065,F(1,40)52.71,p
50.117# or for words @r 2,0.001,F(1,42),0.001,p
,0.999#. The lack of correlation with phoneme recognition
probability and the good fit across the range of recognition
probability supports the use of thej factor as an index of

context effects independent of phoneme recognition prob-
ability.

2. Word frequency

Word frequency effects were measured by dividing word
trials into high- and low-frequency groups using the median
log Kucera–Francis frequency of all the words~3.29! as a
cutoff. The high-frequency words have a mean log Kucera–
Francis frequency of 4.90, while the low-frequency words
have a mean log Kucera–Francis frequency of 2.46. Average
phoneme and syllable recognition probabilities were calcu-
lated for high- and low-frequency words for each participant,
and converted toj factors. As expected, the high-frequency
words have a statistically significant (p,0.001) lowerj fac-
tor ( j 52.25) than the low-frequency words (j 52.46).

3. Neighborhood density

As with frequency, median values of neighborhood den-
sity were used as cutoffs to divide the target words into dense
~high density! and sparse~low density! conditions. The

FIG. 2. Syllable recognition probabil-
ity ps as a function of phoneme recog-
nition probability pp for individuals.
Each panel displays a pair of points
for each individual, representing the
probabilities for that individual aver-
aged over a specific set of stimuli as
indicated in each panel. Word~w! and
nonword ~n! probability points are
plotted in the upper left panel, while
each of the other panels display points
corresponding to high~h! and low ~l!
subsets of the words for log-frequency,
stimulus probability, frequency-
weighted stimulus probability, overall
density, CV density, VC density, and
CC density@dense~d! denoting high
density, and sparse~s! denoting low
density#. The meanj factors, averaged
over the points meeting the cutoff cri-
teria for each set of stimuli, are plotted
asps5pp

j .
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words were similarly divided into dense and sparse condi-
tions for CV, VC, and CC density measures. Figure 3 shows
histograms of the distribution of each density measure. Each
word had an average of 20.8 (s.d.54.8) neighbors, broken
down as 7.1 (s.d.52.4) CV neighbors, 5.7 (s.d.52.2) VC
neighbors, and 8.0 (s.d.53.5) CC neighbors. Individualj
factors and average values are plotted in Fig. 2 for overall
density as well as the subdivided density measures. Table I
shows comparisons of the dense and sparse conditions of
each density measure.

The difference inj factors between the dense and sparse
conditions for overall density, 0.507, is significant (p
,0.001), as well as the difference for CV density, 0.376
(p,0.001). As expected, according to the notion that words

in sparse neighborhoods will have a favoring bias, the sparse
conditions have lowerj factors than the dense conditions.

However, the difference between the dense and sparse
conditions for CC density, 0.122, is slight and in the opposite
direction as anticipated, but significant (p50.022). No sta-
tistically significant difference was found for the VC density
measure (p50.996).

4. Stimulus probability

As with frequency and density, the word trials were di-
vided into high and low conditions for stimulus probability
and frequency-weighted stimulus probability by using the
median values as cutoffs. Individualj factors and curves of

FIG. 3. Histograms of frequency-
weighted neighborhood density values
for the 112 words. The upper left panel
shows the distribution of density cal-
culated over all neighbors, while the
other panels shows the distribution of
density calculated over a specific sub-
set of all neighbors, namely CV neigh-
bors, VC neighbors, and CC neigh-
bors.

TABLE I. Evaluation of thej-factor differences for each effect. Each row represents a comparison of the high
and low~or dense and sparse! conditions of a particular measure, evaluated by a paired-comparison t-test of the
j factors in the different conditions. The mean difference~averaged across participants! is shown with a 95%
confidence interval, the standard error of the difference, and a significance value for whether the difference
between the two conditions is significant.

Comparison Mean difference~95% C.I.! S.E. df p

Lexical status j~nonwords!-j~words! 0.732 ~0.600, 0.865! 0.065 40 ,0.001
Frequency j~low freq. words!-

j~high freq. words!
0.217 ~0.102, 0.332! 0.057 42 ,0.001

Stimulus
probability

j~low probability!-
j~high probability!

20.201 ~20.345, 20.056! 0.071 36 0.008

FW stimulus
probability

j~low FW probability!-
j~high FW probability!

0.078 ~20.072, 0.229! 0.074 37 0.300

Density j~dense words!-j~sparse words! 0.507 ~0.389, 0.625! 0.058 41 ,0.001
CV density j~dense CV words!-

j~sparse CV words!
0.376 ~0.259, 0.493! 0.058 39 ,0.001

VC density j~dense VC words!-
j~sparse VC words!

0.001 ~20.096, 0.096! 0.048 41 0.996

CC density j~dense CC words!-
j~sparse CC words!

20.122 ~20.224, 20.018! 0.051 39 0.022
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the averagej factors for the high and low conditions of both
measures are plotted in the lower panels of Fig. 2. The effect
of stimulus probability is significant, with the low stimulus
probability condition having aj factor lower by 0.201 than
the high condition (p50.008). However, the difference be-
tween high and low conditions for frequency-weighted
stimulus probability, 0.078, is not significant (p50.300).

5. Comparisons of effect sizes

The j-factor effect magnitudes for the different measures
can also be compared. Table II shows the results of selected
paired-t tests of the different measures. Each row shows the
mean of the difference across subjects and thep value for
assessing whether the mean is reliably different than zero.
For example, the first row compares lexicality with fre-
quency by testing @j~nonwords!-j~words!#-@j~low freq.
words!-j~high freq. words!#. For comparisons involving
stimulus probability and CC density, the magnitude of these
two effects was defined asj~high probability!-j~low probabil-
ity! andj~sparse CC words!-j~dense CC words!, respectively,
since the direction of these effects was the reverse of the
others.

The paired comparison t-tests reported in Table II on the
significance of the difference of differences of thej factors in
Table I indicate that the effect of lexicality is stronger than
any of the other effects, 0.544 higher than frequency, 0.571
higher than stimulus probability, and 0.245 higher than den-
sity. The effects of frequency and stimulus probability are no
different in magnitude (p50.948), presumably canceling
each other out in the frequency-weighted stimulus probabil-
ity measure. The effect of density is in turn 0.291 higher than
the effect of frequency and 0.306 higher than stimulus prob-
ability (p50.008). Among the density measures, overall
density is no different than CV density (p50.105), but both
overall density and CV density are stronger than the effect of
CC density~0.386 and 0.259, respectively!.

More conservative criteria for statistical significance
might be justified for the comparisons of Table II than those
of Table I, particularly since there are nine comparisons. If
the tests between the different density measures are grouped
into one family of three tests and the other tests into a family
of six tests, Bonferroni-adjusted significance criteria would

bea50.05/350.0167 anda50.05/650.0083, respectively.
These adjustments do not change any of the declarations of
significance.

C. Analyses of j factors by items

The subjectj-factor analyses using median splits indi-
cate that lexical status, frequency, stimulus probability, and
neighborhood density—particularly CV density—influence
word recognition as biasing context effects independent of
phoneme recognition probability. This effect was not found
for frequency-weighted stimulus probability or VC neighbor-
hood density.

However, the histograms in Fig. 3 call into question
whether a comparison of high and low~or dense and sparse!
conditions using median splits is a reliable test of the effect
for all of the density measures. As shown in Fig. 3, while
overall neighborhood density has a fairly even distribution,
the distributions of the CV, VC, and CC density measures
have long right tails. This skewing is most pronounced for
the distribution of VC density, due to the lower intelligibility
of C2 relative to C1 in nonsense syllables. Because recogni-
tion probability of C2 is lower than C1 in the nonword con-
fusion matrices, the distribution of VC density is further to
the left of the distribution of CV density.

While the VC density measure had no effect on thej
factor in the subjects analysis, a more rigorous evaluation
would be to test for correlation between the density values of
individual words and the wordj factors averaged across sub-
jects. Despite a skewed distribution, there should be enough
variation in the density measures to indicate whether they are
correlated with thej factor at all. This same technique can
also be applied to evaluating frequency, stimulus probability,
and frequency-weighted stimulus probability.

Syllable recognition probabilitiesps and phoneme rec-
ognition probabilitiespp , averaged across subjects, were
calculated for each word and nonword target, and were used
to calculate aj factor for each target using~3!. Seventeen
nonwords and two words were excluded becauseps,0.05.
Eight words appeared twice in the word list and are repre-
sented only once in this and subsequent items analyses for a
total of 110 word items, withpp andps calculated over both
sets of responses for the eight repeated target words. Figure 4
shows the resultingj-factor plot comparing words and non-
words, with average nonwordj 53.0360.12 and average
word j 52.4160.14, consistent with the subjects analysis.
The j-factor model fits the items data less well than the sub-
ject data, with nonword RMSE50.064 and word RMSE
50.088. The poorer fit is not unexpected since the entire
word list is phonemically balanced while each word is obvi-
ously not phonemically balanced, resulting in a less uniform
sample ofpp for the items analysis than for the subjects
analysis.

Linear regressions were carried out on the wordj fac-
tors, with frequency, stimulus probability, frequency-
weighted stimulus probability, and the four density measures
as the independent variables. The individual points are plot-
ted in Fig. 5 with the best fitting lines for each independent
variable. Table III presentsr 2, F, p, and RMSE statistics for
each regression. Only frequency (p50.048), overall density

TABLE II. Comparison of the magnitudes of thej-factor effects. Each row
represents a comparison between twoj-factor differences reported in Table I,
evaluated by a paired-comparison t-test. The mean difference~averaged
across participants! is shown with a 95% confidence interval, the standard
error of the difference, and a significance value for whether the effect mag-
nitudes are significantly different.

Comparison
Mean difference

~95% C.I.! S.E. df p

Lexicality—frequency 0.544~0.376, 0.713! 0.083 40 ,0.001
Lexicality—stim. prob. 0.571~0.331, 0.812! 0.118 34 ,0.001
Frequency—stim prob. 20.007 ~20.212, 0.199! 0.101 36 0.948
Lexicality—density 0.245~0.062, 0.428! 0.090 39 0.010
Density—stim. prob 0.306~0.086, 0.525! 0.108 35 0.008
Density—frequency 0.291~0.137, 0.445! 0.076 41 ,0.001
Density—CV density 0.124~20.027, 0.275! 0.075 39 0.105
Density—CC density 0.386~0.198, 0.575! 0.093 39 ,0.001
CV density—CC density 0.259~0.136, 0.382! 0.093 38 ,0.001
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(p,0.001), and CV density (p,0.001) are significantly
correlated with thej factor. The CV density measure ac-
counts for an extraordinarily larger 250.623 proportion of
the variance in thej factors of different items and shows a
low RMSE50.305, both statistics indicating that CV density
is well correlated with thej factor. Bootstrap analyses
~10 000 samples! of the correlations between itemj factors
and the different density measures are consistent with the
linear regression analyses, with only the distribution of CV
density correlations not overlapping zero, while the distribu-
tions of VC density and CC density span both positive and
negative values.

D. Discussion

In summary, nonword CVC stimuli were perceived as
approximatelyj 53 independent units~with the units corre-
sponding to phonemes! in analyses by both subjects and
items, consistent with Boothroyd and Nittrouer’s~1988!
original findings. Words were found to be perceived asj
52.34 units in the analysis by subjects andj 52.41 in the
analysis by items, also consistent with the previous study.

While the nonwordj factors in this study and in Boo-
throyd and Nittrouer’s~1988! study were both found to not
differ significantly from 3, both studies foundj factors
slightly higher than 3. This result was also obtained in a
subsequent study~Nittrouer and Boothroyd, 1990!. The sub-
sequent study also found slightly higher nonwordj factors
for geriatric listeners than for young adult listeners, and
speculated that the geriatric listeners may have been more
prone to impose lexical interpretations for nonword stimuli.
The j factor slightly higher than 3 may be evidence that
listeners are not neutral with respect to the nonwords but are
in fact biased against that class of stimuli. While none of the

three studies apparently has enough statistical power to
verify that the j factors are significantly higher than 3, the
consistency of the three studies is striking. The source of this
effect is unknown.

A related issue is whether there are neighborhood effects
contained within the nonword responses, and the validity of
using the nonword responses in calculating neighborhood
density measures. To the extent that the nonwordj factor
obtained was close to 3~and in fact statistically does not
differ from 3 in these data!, support is provided for the as-
sumption of independent phoneme recognition in nonwords,
and the use of nonword responses to derive neighborhood
density measures. The use of the nonword responses to de-
rive neighborhood density measures is consistent with Luce
and Pisoni~1998!, who also used nonword response data to
generate neighborhood density measures.

The new findings of the present study, then, consistent
with the interpretation of thej factor as diagnostic of a bias
in word recognition, are that frequency and neighborhood
density are correlated with thej factor. High-frequency
words and words in sparse neighborhoods show lowerj fac-
tors than low-frequency words and words in dense neighbor-
hoods. While stimulus probability does not appear to explain
variance in thej factor in the items analysis, it was found to
be a significant predictor of thej factor in the subjects analy-
sis, with low stimulus probability words having a lowerj
factor than high stimulus probability words.

Considering the density results in more detail, the com-
parisons of effect sizes and the items analyses suggest that
the advantage of CVC words in sparse neighborhoods is for
the most part due to density defined by the initial two seg-
ments~CV! of overlap between competitors and the actual
target.

FIG. 4. Syllable recognition probabil-
ity ps as a function of phoneme recog-
nition probability pp for items. Each
point represents the probabilities for a
particular stimulus, word~w! or non-
word ~n!, averaged over all subjects.
The meanj factors, averaged over the
points meeting the cutoff criteria for
each set of stimuli, are plotted asps

5pp
j .
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An implication of this latter result is that the final con-
sonant (C2) of words in sparse CV neighborhoods should
show a higher recognition probabilitypp than words in dense
CV neighborhoods. Additionally, if the effect of VC and CC
competitors is negligible, as suggested by the items analysis
and the small effect found in the subjects analysis, neither

VC nor CC density measures should be correlated with C1

and V recognition probability, respectively~the segments
that distinguish the target from its competitors for these den-
sity measures!.

It should be expected that the phoneme recognition
probabilitiespp from the nonword confusion matrices should
be highly correlated with the corresponding recognition
probabilities pp in the word responses. Accordingly, three
multiple linear regressions on phoneme recognition prob-
abilities were carried out to test these hypotheses. The aver-
age recognition probabilitiespp of C1 , V, and C2 of each of
the 110 words in thej-factor items analysis were modeled as
functions of VC density and nonwordpp of C1 , CC density
and nonwordpp of V, and CV density and nonwordpp of
C2 , respectively. The results of these multiple regressions
with partial correlation, as well as single regressions for both
variables, are shown in Table IV. Figure 6 shows word C1,

FIG. 5. Wordj factors, averaged over
subjects, as a function of overall den-
sity, CV density, VC density, CC den-
sity, log-frequency, stimulus probabil-
ity, and frequency-weighted stimulus
probability. The best-fitting lines from
the linear regression analyses in Table
III are plotted in each panel.

TABLE III. Goodness-of-fit statistics for linear regression models of the 110
item j factors.

Independent variable r 2 F p RMSE

Density 0.123 15.17 ,0.001 0.700
CV density 0.623 47.48 ,0.001 0.305
VC density 0.002 0.27 0.604 0.747
CC density ,0.001 0.10 0.755 0.747
Log~frequency! 0.036 4.00 0.048 0.734
Stimulus probability 0.001 0.08 0.776 0.747
FW stimulus probability 0.019 2.11 0.149 0.740
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V, and C2 phoneme recognition probabilitiespp as functions
of the appropriate density measure and nonwordpp , as well
as lines of best fit for single regressions for the individual
independent variables.

These regression analyses confirm that the nonword
phoneme recognition probabilitypp is correlated with word
pp , as expected (p,0.001 in each case!, but the results are
also consistent with the hypothesis that only CV neighbor-
hood density is negatively correlated with word C2 phoneme
recognition probability. The partial correlation for CV den-
sity in the multiple regression,r 50.383, is significant, indi-
cating that when the intrinsic phoneme recognition probabil-
ity is held constant, CV density inhibits C2 pp , or
conversely, CV sparseness enhances C2pp . A bootstrap
analysis was consistent with the significant partial correlation
for CV neighborhood density.

In the panel displaying word C1 pp as a function of VC
density, a negative correlation is also apparent, and is con-
firmed with a bootstrap analysis. However, much of the ef-
fect may be due to an outlier~the word ‘‘rot’’ !, as confirmed
by the negligible partial correlationr 50.069, and lack of
improvement in rms error when is added to the model for
nonword C1 pp . The CC density measure is not correlated at
all with word V pp , with a negligible partial correlationr
520.066 and a flat slope in Fig. 6, consistent with a boot-
strap analysis. These results are interpreted as consistent with
listeners identifying C2 of words in sparse CV neighbor-
hoods at higher rates than words in dense CV neighborhoods,
all other things~such as the phoneme in question! being
equal.

The primacy of the CV density measure can be evalu-
ated by comparing the performance of the neighborhood ac-
tivation model ~NAM ! in ~4! in predicting observed word
syllable recognition probabilityps with versions of the
neighborhood activation model that calculate neighborhood
density using CV neighbors~CV-NAM !, VC neighbors
~VC-NAM !, and CC neighbors~CC-NAM!. If only CV den-
sity matters for the CVC stimuli used in this study, then there
should be little difference between the full NAM and the
CV-NAM, but the VC-NAM and CC-NAM should be worse
at predicting wordps values.

Following Luce and Pisoni’s~1998! assessment of~4!
with a correlation analysis in predicting word recognition
probability, the responses at different S/N ratios were not
averaged together. Instead, neighborhood densities and
stimulus probabilities using the confusion matrices were
computed for subjects at S/N ratios of214, 211, 28, and
25 dB. Observed word syllable recognition probabilitiesps

were similarly calculated by averaging across subjects at
each S/N ratio for each word and S/N ratio combination,
yielding 112 unique words34 S/N ratios5448 points. Pre-
dictedps values were calculated for each word and S/N ratio
for the four versions of the NAM, allowing for a different
weight for the frequency-weighted neighborhood probability
measure for each S/N ratio. Optimal weights were found
with the Gauss–Newton nonlinear method with least
squares, allowing the weight for each S/N ratio to vary to
optimize the fit between the observed and predictedps val-
ues.

Table V shows the coefficients of correlation with nomi-
nal confidence intervals between the observed syllable rec-
ognition probabilitiesps and the different versions of the
NAM with density weights, as well as log-frequency,
frequency-weighted stimulus probability, and stimulus prob-
ability. Figure 7 shows observedps values plotted against the
predicted values for the four versions of the NAM. The CV-
NAM ( r 50.657) and full NAM (r 50.657) are both highly
correlated with observedps values, consistent with Luce and
Pisoni ~1998, Table I!. For comparison, Luce and Pisoni
~1998! report correlations of the NAM fromr 50.4043 at
115 dB tor 50.2277 at25 dB, based on a similar range of
word recognition probabilities as the present study. They did
not allow the effect of neighborhood density to vary with
S/N ratio, but did analyze the data at different S/N ratios
separately, obtaining higher correlations with the NAM at
lower S/N ratios.

The correlation coefficients of the CV-NAM and NAM
for the present data are virtually identical, consistent with the
j-factor analyses indicating that the CV density measure is
responsible for the vast majority of the density effect on
CVC word recognition. The coefficients of correlation for
the VC-NAM and CC-NAM are also significant but lower

TABLE IV. Goodness-of-fit statistics for linear regressions of phoneme recognition probabilitypp in 110 words.
The dependentpp values are the phoneme recognition probabilities in each word averaged over the 43 subjects
at all S/N ratios. Two single-variable linear regressions are assessed for each dependent variable~nonwordpp

and density! followed by the full model containing both variables. The partial correlations are for each inde-
pendent variable in the full model. The independent nonwordpp probabilities are taken from the nonword
confusion matrices.

Dependent Independent r 2
Partial
corr. F df p RMSE

Word pp of C1 Nonwordpp of C1 0.538 0.698 125.90 ~1,108! ,0.001 0.133
VC density 0.103 0.069 12.40 ~1,108! 0.001 0.186
Full model 0.540 62.90 ~2,107! ,0.001 0.134

Word pp of V Nonword pp of V 0.456 0.677 90.63 ~1,108! ,0.001 0.118
CC density ,0.001 20.066 0.02 ~1,108! 0.898 0.160
Full model 0.459 45.32 ~2,107! ,0.001 0.118

Word pp of C2 Nonwordpp of C2 0.343 0.499 56.29 ~1,108! ,0.001 0.176
CV density 0.254 20.383 36.68 ~1,108! ,0.001 0.188
Full model 0.439 41.9 ~2,107! ,0.001 0.163
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FIG. 6. Word phoneme recognition
probabilities pp , averaged over sub-
jects, as a function of density and of
nonword pp . The upper panels show
word pp of C1 as a function of VC
density ~left! and the nonwordpp

taken from the C1 confusion matrices,
the middle panels show wordpp of V
as a function of CC density and non-
word pp of V, and the bottom panels
show wordpp of C2 as a function of
CV density and nonwordpp of C2 .
The best-fitting lines from the single
linear regression analyses in Table IV
are plotted in each panel.

TABLE V. Correlations with nominal confidence intervals between observed word syllable recognition prob-
ability ps and the predictedps values of the neighborhood activation models, frequency-weighted stimulus
probability, log-frequency, stimulus probability, and CV-density adjusted stimulus probability. Each correlation
is computed between 448 observed and predicted pairs~or values!. Significance tests were computed by a
transformation of the correlation into a t-statistic with df5N225446. All correlations are significant (p
,0.001). The neighborhood density weights are also displayed for the neighborhood activation models for the
214, 211, 28, and25 dB-S/N ratios.

214 dB, 211 dB, 28 dB, 25 dB
Model r Nominal C. I. weights

NAM 0.656 ~0.599, 0.705! 3.470 1.716 0.714 0.421
CV-NAM 0.657 ~0.601, 0.707! 14.154 6.265 1.675 1.096
VC-NAM 0.553 ~0.485, 0.614! 44.277 23.920 4.475 3.928
CC-NAM 0.578 ~0.513, 0.637! 43.652 26.211 1.549 0.314
FW stimulus 0.591 ~0.527, 0.648! N/A
Probability
Log-frequency 0.107 ~0.014, 0.198! N/A
Stimulus probability 0.730 ~0.684, 0.771! N/A
CV-density adjusted 0.766 ~0.725, 0.802! N/A
Stimulus probability
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than the CV-NAM and NAM values, with slightly overlap-
ping confidence intervals. The neighborhood density weights
for each version of the NAM are negatively correlated with
S/N ratio, with the highest weights for the data at214 dB
and the lowest weights for the data at25 dB, suggesting that
the effects of neighborhood density are stronger in high noise
conditions than in low noise conditions.

The significant correlation between observedps values
and the predicted values of the CC-NAM and VC-NAM may
be due to the presence of the frequency-weighted stimulus
probability measure, which is identically present in all ver-
sions of the NAM evaluated above. The correlation analyses
indicate a weak but significant correlation for log frequency,
consistent with the literature. Frequency-weighted stimulus
probability is highly correlated with observedps , explaining
the performance of the VC-NAM and CC-NAM. More inter-
esting is the extremely high correlation between the stimulus
probability ~not frequency-weighted! and observedps (r
50.730). Luce and Pisoni~1998! do not report correlation
betweenps and stimulus probability or frequency-weighted
stimulus probability.

The stimulus probability measure, identical to~1! above,
is essentially Fletcher’s proposed starting point for under-
standing CVC word recognition in terms of nonsense CVC
recognition. Boothroyd and Nittrouer’s~1988! k-factor
model of word CVC recognition as a function of nonsense
CVC phoneme recognition may be useful

pWordP512~12pNonwordP!
k, ~5!

where pWordP and pNonwordP are phoneme recognition prob-
abilities in words and nonwords, respectively. Increases
above 1 for the factork quantify the extent of lexical status in
improving phoneme recognition probability in words, and

was found by Boothroyd and Nittrouer~1988! to be k
51.3260.06.

Boothroyd and Nittrouer apply~5! to model individual
average word phoneme recognition probabilities as a func-
tion of their nonword recognition probabilities. The present
results, particularly the analyses in Fig. 6 and Table IV, sug-
gest that word C1 and V recognition probabilities are well
predicted by the corresponding phoneme recognition prob-
abilities in nonwords. However, nonword C2 recognition
probability underpredicts word C2 recognition probability,
and that underprediction is inversely correlated with CV den-
sity. This inverse correlation can be implemented as an ad-
justment tok for each word S

kC25b01b1(
j

p~CVNj uS!log~ freqj !, ~6!

where the summation term is CV density and the parameters
b1 andb1 regulate the dependence on CV density. The pa-
rameterb1 should be negative. The predicted phoneme rec-
ognition probabilitypp for C2 in a specific word can then be
calculated using~5!, and predicted syllable recognition prob-
ability ps can be calculated using~1!.

The Gauss–Newton method was used to calculate opti-
mal values forb0 and b1 for each of the four CV density
measures used in the above comparison of the different ver-
sions of the NAM. Predicted syllable recognition probabili-
ties ps for each of the 448 observedps values were calcu-
lated by taking the product of nonwordpp of C1 , V, and the
kC2-adjusted nonwordpp of C2 using ~5!. This model is re-
ferred to as theCV-density adjusted stimulus probability
model. Figure 8 shows the observedps values plotted against
stimulus probability and the CV-density adjusted model, and
Table VI shows the parameter values.

FIG. 7. Word syllable recognition
probabilities ps as predicted by the
neighborhood activation models
NAM, CV-NAM, VC-NAM, and CC-
NAM. Data at214 dB are points~•!,
at 211 dB crosses~3!, at 28 dB plus
signs~1!, and at25 dB circles~s!.
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The CV-density adjusted stimulus probability model is
the most highly correlated of all the models with observed
syllable recognition probability (r 50.766). The model
shows a slightly higher correlation than the stimulus prob-
ability model, indicating a slight improvement. The lower
range of the confidence interval of the correlation coefficient
overlaps with the upper boundary of the stimulus probability

model, but not of that of the NAM or CV-NAM.

IV. GENERAL DISCUSSION

A. Interpretation of the j factor

The interpretation of the resultj 5n, as was found for
nonsense CVC syllables withn53 segments, is straightfor-
wardly the confirmation of the hypothesis that the constituent
segments of the syllables are perceived independently. But
what does the resultj ,n mean? Boothroyd and Nittrouer
offer the interpretation that reduction ofj below n measures
the reduction in the number of independent perceptual units.
Following their interpretation for the present study, words
are perceived as consisting ofj 52.34 independent units,
with each phoneme consisting of about 0.78 units.

As discussed above, Nearey~2001, in press!, proceeding
from a computational simulation of Boothroyd and Nittrou-
er’s results, suggests that small reductions~around 1 or less
for n53) in the j factor could arise from a bias in favor of
particular items in a Luce choice model of word recognition.
Under this interpretation, results of 2, j <n are consistent
with independent perception ofn segments, and reduction of
j below n quantifies the amount of bias involved for those
items. The present result for word frequency, that high-
frequency words have lowerj factors than low-frequency
words, and neighborhood density, that words in dense neigh-
borhoods have higherj factors than words in sparse neigh-
borhoods are in line with this interpretation, and the widely
held view that word frequency and neighborhood density
influence word recognition as biases.

An alternative possibility, but not necessarily mutually
exclusive with the bias interpretation, is that the high-
frequency words were produced in a more casual and coar-
ticulated style than the low-frequency words, resulting in a
phonemic interdependence with a reducedj factor. Although
clear speech is more intelligible~Pichenyet al., 1985!, an
acoustic-phonetic investigation by Bradlow~in press! indi-
cates that clear and casual speech contain equal amounts of
CV coarticulation. In the present study, degree of coarticula-
tion in the stimuli was not controlled for, so it may be diffi-
cult to assess the viability of this explanation, but a future
investigation might pursue this issue.

An important issue is the generalizability of the present
results on English CVC syllable identification to the recog-
nition of longer words in English and to general word rec-
ognition in other languages. With respect to longer words in
English, it is likely that thej factor would be much less than
n segments for words of lengthn, reflecting the greater
uniqueness of longer words. The relationship of the present
results to other languages will depend strongly on the pos-
sible syllable structures. For example, CVC syllables are the
most common type of syllables in English, while other lan-
guages place strong restrictions on syllable-final consonants
~e.g., Spanish and Japanese!. Investigations of these other
languages using the present methodology would provide an
interesting opportunity to examine the issue of density and
temporal order, since words in these languages may have
later uniqueness points as a result of the lack of syllable-final
consonants.

FIG. 8. Word syllable recognition probabilitiesps as predicted by the stimu-
lus probability and CV-density adjusted stimulus probability models.

TABLE VI. Parameter values for CV-density adjusted stimulus probability
model in ~6!.

Parameter 214 dB 211 dB 28 dB 25 dB

b0 1.349 1.779 2.536 3.886
b1 20.057 20.897 21.370 22.328
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B. Temporal restrictions on neighborhood density
effects

The neighborhood density results suggest that the
mechanism by which the bias is used by listeners is a func-
tion of the temporal order of the acoustic-phonetic informa-
tion in the speech signal. Recall that, as predicted, words
with sparse neighborhoods had a lowerj factor than words
with dense neighborhoods, consistent with a bias favoring
words from sparse neighborhoods. Importantly, this result
largely holds true of neighborhoods in which the target and
neighbors share the first two segments and somewhat for
those sharing the first and last segments~though opposite
expectation, and only in the subjects analysis!, but not the
neighborhoods in which the target and neighbors share the
last two segments. These findings are consistent with a recent
investigation of reaction times in auditory shadowing and
lexical decision~Vitevitch, 2002!. In that study, slight but
significant reaction time advantages~10 ms difference be-
tween RT means of approximately 1000 ms! were found
for one-syllable target words whose phonological neighbors
predominantly shared final phonemes rather than initial
phonemes. Additonally, results from reaction time and
phoneme-position investigations of the lexical identification
shift ~Ganong, 1980! are also consistent with the present
temporal effect findings in word recognition. In those lexical
identification shift studies, elements of a nonword-word
stimulus continuum are more likely to be identified as
words for late response times rather than early response
times ~Fox, 1984!. Although there are results showing
the effect with the ambiguous phoneme in word-initial
position, it is also reported to be more reliable when the
ambiguous phoneme occurs later in the word~Pitt and
Samuel, 1993!.

The lack of an effect of VC density on thej factor indi-
cates that in open-response identification, contextual infor-
mation from correct recognition of syllable-final material
cannot bias the perception of earlier-occurring syllable-initial
material in the same way that bias appears to affect the
perception of upcoming material~cf. Salasoo and Pisoni,
1985!. If the role of bias were merely to narrow such a set,
along the lines of what Broadbent~1967! calls the sophisti-
cated guessing model, then one would expect a significant
reduction of thej factor for words in sparse VC neighbor-
hoods as well.

Correct perception of the beginning of a word in a
sparse phonetic neighborhood delimits a sufficiently small
set of potential candidates. A listener can then focus attention
on just those phonetic features that distinguish the members
of this small set to achieve correct recognition despite
reduced acoustic-phonetic information present at the end
of the syllable. This account of how listeners use bias, based
on a temporal analysis of the effects of neighborhood
density, offers support for the dynamic aspects~but perhaps
not the strict autonomy! of the cohort theory of word
recognition~Marslen-Wilson, 1989!. In the cohort theory, the
beginning of a stimulus defines a candidate set, which
is pruned until the isolation point, when the acoustic-
phonetic evidence uniquely identifies the target from within
that set.

Alternatively, the lack of any significantj-factor effect
for VC neighborhood density could be because C2 is less
intelligible than C1 ~see Wright, 2001 for original data and
extensive review of the increased intelligibility of word-
initial consonants relative to word-final consonants!, result-
ing in a reduced range for VC density relative to CV density,
as reflected in the histogram of neighborhood density mea-
sures in Fig. 3. While a negative result cannot disprove a
hypothesis, the lack ofany effect for the VC or CC density
measures in the linear regressions of the items analysis is
noteworthy. It is not likely that reduced intelligibility of C2 ,
with concomitant reduced range of VC density, is theonly
explanation for a lack of a VC density effect. The virtually
identical correlations between word syllable recognition
probability ps and both the NAM and CV-NAM, along with
significantly less correlation with the VC-NAM and CC-
NAM, are consistent with a temporal order constraint on
density effects.

C. Interaction between the lexicon and the sensory
channel

Frequency of usage and neighborhood density effects
could be explained here in terms of a criterion bias shift,
consistent with noninteractive~feedforward! models of top-
down effects in word recognition such as Merge~Norris,
McQueen, and Cutler, 2000! or the fuzzy logical model of
perception~FLMP; Massaro and Cohen, 1991!. The high
correlation between observed syllable recognition probability
and the present implementation of the~CV-! NAM in ~4!,
which explains word frequency and neighborhood density
effects as biases in a Luce choice model, is consistent with
the noninteractive approach.

However, the fact that the CV-density adjusted stimulus
probability model is the most highly correlated with ob-
served syllable recognition probability poses a problem for
noninteractive theories of word recognition. In the CV-
density adjusted stimulus probability model, the phoneme
recognition probabilitypp of C2 of words in sparse neigh-
borhoods is increasednot by a bias, but as an explicit inter-
action between the lexicon and the sensory channel. This
approach may be more consistent with interactive~feedback!
models of word recognition such as TRACE~McClelland
and Elman, 1986! or adaptive resonance theory~Grossberg
and Stone, 1986; see also Grossberg, 2000; Luceet al.
2000!, in which contextual information directly influences
the sensory channel at a relatively lower level of processing.

The difference in correlation values, though significant,
between the NAM and the CV-density adjusted stimulus
probability model may diminish with more sophisticated
modeling techniques, such as more realistic representations
of sensory input. However, it may turn out that resolution of
the interactive/noninteractive issue in word recognition is not
possible given the focus of most of the current approaches on
relatively higher-level processes. None of the aforemen-
tioned models of word recognition~FLMP, Cohort, TRACE,
adaptive resonance theory, or Merge! begins with realistic
raw acoustic input, but instead starts from some phonological
or phonetic feature time-ordered representation to produce
predictions of reaction time and accuracy data in different

1703J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Jose R. Benki: Quantitative evaluation of context effects



contextual conditions~but cf. Johnson, 1997!. In this respect,
the present approach of modeling word syllable recognition
probability on the basis of nonsense phoneme recognition
probability is not much better, given that phoneme recogni-
tion probabilities are only slightly less abstract than the pho-
nemes themselves.

Certainly these research programs have contributed
much to our understanding of word recognition, and they
still have much to provide. However, if the mechanisms of
relatively lower-level processes such as phoneme or phono-
logical feature identification impose critical but as yet un-
known constraints on more central lexical access
processes—even if the interface between the levels is well
defined—then the progress of current approaches in under-
standing the central processes may become limited at some
point. If this is the case, then it becomes imperative for re-
search on lexical access to take seriously the problems of
speech invariance beyond limited consideration of contextual
variability. It is worthwhile to note that Stevens’s~2002! re-
cent proposal of a research program to provide a model of
lexical access is primarily concerned with detailing what is
known about how phonological features are extracted from
the speech signal, and that the solution of this problem is
necessary for a complete understanding of the whole process
of lexical access.

V. CONCLUSION

Support has been provided for Boothroyd and Nittrou-
er’s j factor as a robust and replicable measure of the effects
of context in human speech perception. Thej factor
represents the number of perceptually independent parts
within a whole, and can be interpreted as a bias in favor
of words over nonsense syllables, words with higher usage
frequencies over words with lower usage frequencies, or
of words from sparse phonetic neighborhoods over words
from dense neighborhoods. The neighborhood density effect
has temporal restrictions, such that the neighborhood is
primarily determined by the beginning of a CVC word. This
temporal effect appears to improve perception of the final
segments of CVC words when listeners can take advantage
of a sparse neighborhood, as demonstrated in ak-factor
model incorporating CV neighborhood density effects to
predict phoneme recognition probability of the word-final
consonant.
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APPENDIX:

These are the stimuli used by Boothroyd and Nittrouer
and in the present study. Note that in the original Boothroyd
and Nittrouer word list, eight words were repeated, namely

bag, bed, beg, cause, like, rule, ten, and time. The distribu-
tion of the original stimuli was maintained in the present
study by recording two versions of these items. About 24 of
the 120 original Boothroyd and Nittrouer nonsense syllable
stimuli may be actual lexical items for some speakers, either
because of an /Ä/–/Å/ merger~e.g., /sÄk/ sock!, the items may
be familiar proper names~e.g., /l}n/ Len!, or in the case of
one item, the possibility of a morphologically complex word
was not considered~e.g., /kiz/keys!. These items were kept
in the present study.

CVC words:
bag dial lean pal says
ball dies let pass seal
bed dike lice peace sews
beg dip like peck sick
bell don load pen sip
big dot loan pep soap
boom doze log pick soon
boss hag loon pies sop
buys hall lose pig sought
call ham mace pope suit
cat heat made race tag
caught heel maim rake take
cause hem make rice tame
coat hid mall rid tell
cod hide mean rig ten
comb hiss meek rod time
come hog mid room toes
cop hoop miss root tomb
dad hope mock rose toss
date keep moon rot tote
dawn keys mop rule
dean laws pack same
deep league pad sass

CVC nonsense syllables:
ma(+ be(p k}z bi+ ruk
kÅs raik p(d t,t te(t
he(m lim sum p}m la(l
d(t m(n ra(+ ro*s bÅp
tup put te(n kÄl p(m
bÄk so*+ lo*l hun k,z
po*d t,z mÄt d(z do*n
s}m dÄs dÅk le(p hÄd
l,l hÅd bis sÅk mis
riz k}l h,p ma(d s}+
rit re(+ l}n p,z re(m
se(z tuk d,p his lÅk
bÅd mÅt pa(t m}k mul
kum k(p b(m so*m d,s
l}p bo*d si+ tÄl h}z
po*n hÄs hÄl lÅt tid
ha(s l,n ke(z ke(d po*t
d,k sa(l rus ba(p bÄn
ti+ d}z tÅd du+ ka(p
mÄl pim mo*k r(n s(+
puk kiz te(d dÅs ha(m
lit s,n b}p mo*p rÄl
k(+ pe(k ta(s dÅd miz
r}m h,p lÄn so*t bul
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The effects of hearing loss on the contribution of high- and low-
frequency speech information to speech understandinga)
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The speech understanding of persons with ‘‘flat’’ hearing loss~HI! was compared to a
normal-hearing~NH! control group to examine how hearing loss affects the contribution of speech
information in various frequency regions. Speech understanding in noise was assessed at multiple
low- and high-pass filter cutoff frequencies. Noise levels were chosen to ensure that the noise, rather
than quiet thresholds, determined audibility. The performance of HI subjects was compared to a NH
group listening at the same signal-to-noise ratio and a comparable presentation level. Although
absolute speech scores for the HI group were reduced, performance improvements as the speech and
noise bandwidth increased were comparable between groups. These data suggest that the presence
of hearing loss results in a uniform, rather than frequency-specific, deficit in the contribution of
speech information. Measures of auditory thresholds in noise and speech intelligibility index~SII!
calculations were also performed. These data suggest that differences in performance between the
HI and NH groups are due primarily to audibility differences between groups. Measures of auditory
thresholds in noise showed the ‘‘effective masking spectrum’’ of the noise was greater for the HI
than the NH subjects. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1553458#

PACS numbers: 43.71.Ky, 43.66.Ts, 43.66.Sn@CWT#

I. INTRODUCTION

Previous research suggests that the presence of senso-
rineural hearing loss~SNHL! may reduce the contribution of
speech information in a given frequency region to speech
understanding~i.e., Pavlovicet al., 1986; Studebakeret al.,
1997!. What is not clear, however, is whether SNHL has a
differential effect on the contribution of speech information
depending on the frequency region where the hearing loss
occurs. At least three differing viewpoints on this question
have been expressed in the literature.

First, early work in this area suggests that the presence
of hearing loss results in a ‘‘uniform deficit’’ in the contribu-
tion of speech information across all affected frequencies
~Boothroyd, 1978; Pavlovic, 1984; Pavlovicet al., 1986;
Studebakeret al., 1997!. In a 1978 paper, Boothroyd dis-
cussed a series of experiments in which he measured speech
understanding under various conditions of low- and high-
pass filtering. He used these results to determine the relative
contribution of different frequency regions to phoneme iden-
tification for children with hearing loss~Boothroyd, 1967,
1968!. Study results showed that for persons with flat hear-
ing losses the contribution of speech information was re-
duced across all frequencies equally. In contrast, individuals
with high-frequency losses showed a reduced contribution of
speech information primarily in the regions where hearing
loss was present and followed the normal pattern in regions
where hearing was near normal. In other words, he observed

that it was primarily thepresenceof hearing loss that re-
sulted in a reduction in the contribution of a frequency re-
gion to speech understanding, regardless of the frequency
region where the loss occurred.

Other support for a ‘‘uniform deficit’’ comes from earlier
work utilizing the articulation index~ANSI S3.5, 1969! or AI
~now referred to as the speech intelligibility index or SII,
ANSI S3.5, 1997! to investigate deficits in speech under-
standing of persons with hearing loss not explained by re-
duced audibility or adverse listening conditions such as high
presentation levels. Several researchers developed correction
factors to account for the negative effects of hearing loss on
speech understanding~Pavlovic, 1984; Pavlovicet al., 1986;
Studebakeret al., 1997! and have reported good improve-
ments in their predictive accuracy. The magnitude of these
correction factors, however, was independent of the fre-
quency where the hearing loss occurred.

Data from several recent studies provide a contrasting
view on the impact of hearing loss on speech information in
various frequency regions. These studies suggest that hearing
loss may result in a ‘‘frequency-specific’’ deficit in the con-
tribution of speech information. Specifically, persons with
hearing loss may be less able to make use of amplified high-
frequency information~i.e., above 3000 Hz! than amplified
low-frequency information, particularly when their thresh-
olds are worse than 55–80 dB HL~Ching et al., 1998;
Hogan and Turner, 1998; Turner and Cummings, 1999;
Amos, 2001!. Hogan and Turner~1998! described the ‘‘effi-
ciency’’ with which persons with high-frequency sloping
SNHL were able to make use of speech information in vari-
ous frequency regions. They found that the persons with
hearing loss were limited in their ability to make use of am-
plified speech information above 4000 Hz, particularly when

a!Portions of this research were presented in a platform paper presented at
the American-Speech-Language-Hearing Association National Convention,
New Orleans, LA, November 2001, and during a poster session at the
American Auditory Society Spring meeting, Scottsdale, AZ, March 2002.

b!Electronic mail: ben.hornsby@vanderbilt.edu
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the degree of hearing loss in this frequency region exceeded
about 55 dB HL. This group appeared better able to make
use of lower frequency information even in the presence of a
similar degree of hearing loss.

Ching et al. ~1998, 2001!, using slightly different meth-
ods and participants with a wider range of hearing losses,
reported similar findings. These authors compared the sen-
tence recognition performance of persons with hearing loss,
using filtered sentence materials in quiet, to SII predictions.
The authors derived several correction factors to the standard
SII procedure in an attempt to reduce the error between pre-
dicted and observed scores. The best fit occurred when ‘‘in-
dividual frequency-dependent proficiency’’ corrections were
applied in conjunction with the standard SII correction for
high presentation levels. The frequency-dependent correction
factors were largest in the high-frequency regions.

Turner and Cummings~1999! reported findings similar
to Hogan and Turner and Chinget al. Their study partici-
pants, primarily persons with high-frequency SNHL, listened
to unfiltered nonsense syllables in quiet as presentation lev-
els were systematically increased until asymptotic perfor-
mance levels were reached. Their results also suggested that
restoring the audibility of high-frequency information~above
about 3000 Hz! to persons with high-frequency hearing
losses greater than about 55 dB HL provided limited benefits
in terms of speech understanding.

A third suggestion in the literature is that persons with
hearing loss differ in their ability to make use of amplified
speech information in various frequency regions and that
these differences may be due to the presence or absence of
‘‘cochlear dead regions’’~Moore et al., 2000; Vickerset al.,
2001; Baeret al., 2002!. A dead region has been defined as a
region of the basilar membrane associated with a ‘‘complete
loss of inner hair cells’’~Moore et al., 2000!. Vickers et al.
~2001! compared the speech understanding in quiet of two
groups of persons with hearing loss at multiple low-pass fil-
ter cutoff frequencies. One group of subjects had high-
frequency dead regions while the other group did not. Poten-
tial dead regions within the cochlea were identified using
both psychophysical tuning curves and the threshold equal-
izing noise~TEN! test~Moore et al., 2000!. The TEN test is
a clinical test that measures auditory thresholds in quiet and
in a spectrally shaped broadband noise. Thresholds in noise
that are abnormally elevated~as described later in the text!
are suggestive of dead regions. Vickerset al. ~2001! found
that, in general, individuals with identified high-frequency
dead regions made limited use of amplified high-frequency
information to improve speech understanding. In contrast,
subjects with hearing loss but without dead regions showed
more consistent improvement in speech understanding as
low-pass filter cutoff frequency was progressively increased.
Baeret al. ~2002! reported a similar finding for subjects with
and without dead regions listening to nonsense syllables in a
noise background.

The research discussed here suggests that our under-
standing of the effects of hearing loss on the contribution of
high-frequency speech information remains unclear. Recent
findings suggesting a frequency-specific deficit focused pri-
marily in the high frequencies have significant implications

in terms of defining appropriate amplification requirements
for persons with hearing loss and as such warrant serious
consideration. For example, based in part on this research,
Chinget al. ~2001! suggested that to achieve maximum ‘‘ef-
fective audibility’’ only minimal or even no gain should be
provided in some high-frequency regions in the presence of
severe or greater hearing loss, so that more gain may be
provided to regions with less hearing loss. Following this
suggestion would ensure that certain high-frequency speech
sounds would remain essentially inaudible for those listeners
with severe high-frequency hearing loss. Given the signifi-
cant implications of the recent findings in this area, further
research appears warranted.

This study further investigates the role hearing loss
plays in limiting the contribution of speech information in
various frequency regions. Specifically, to limit the confound
of degree of hearing loss across frequency, subjects with flat
losses are used to examine the impact of SNHL on the con-
tribution of high-and low-frequency information to speech
understanding. In addition, if frequency-specific deficits are
observed, a second purpose of this study is to determine if
these deficits are related to the presence of cochlear dead
regions.

II. METHODS

A. Participants

A total of 27 participants, 18 with normal hearing and 9
with hearing loss, participated in this study. All participants
with normal hearing passed a pure-tone air conduction
screening at 20 dB HL~250–8000 Hz; ANSI S3.6, 1996! and
had no history of otologic pathology. Participants with nor-
mal hearing were randomly divided into two groups~nine
per group!. One group, identified as the normal-hearing un-
shaped group~NHU!, was used to obtain baseline perfor-
mance on the speech recognition task used in this study.
Participants in this group~two male, seven female! ranged in
age from 19 to 31 years~mean 25.4!. The other group,
normal-hearing shaped~NHS!, listened to speech that was
spectrally shaped and provided a control group for the indi-
viduals with hearing loss which also listened to shaped
speech. Speech shaping for listeners with normal and im-
paired hearing is described later. Individuals in the NHS
group ~three male, six female! ranged in age from 20 to 37
years~mean 27.2!.

Nine persons with flat, moderate-to-severe SNHL~HI
group! also participated in this experiment. Flat hearing loss
was operationally defined as auditory thresholds ranging be-
tween 55 and 70 dB HL at octave frequencies of 500–4000
Hz. The slope of hearing loss, defined as the difference in
thresholds at 500 and 4000 Hz, across participants was25.6
dB, with seven of the nine participants having a slope of 0 to
25 dB.

Participants with hearing loss ranged in age from 42 to
80 years old~mean 66.4 years!. Specific demographic details
of the persons with hearing loss are provided in Table I.
Several subjects reported that their hearing loss was due pri-
marily to noise exposure and aging. Although a flat configu-
ration is not typically associated with these factors, no other
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relevant factors were reported in the subject’s history.
The auditory thresholds of participants with hearing loss

were assessed at octave frequencies between 250 and 8000
Hz, as well as at the interoctave frequencies of 3000 and
6000 Hz ~ANSI S3.6, 1996!. Participants exhibited essen-
tially symmetrical hearing loss~interaural difference of<20
dB!; air-bone gaps<10 dB at all frequencies, and other than
hearing loss, reported no history or complaints of otologic
pathology, surgery, or unilateral tinnitus. All testing, follow-
ing the initial threshold assessment, was performed monau-
rally. The ear with the smallest difference in thresholds be-
tween 500 and 4000 Hz was chosen for testing. In contrast,
the test ear was systematically varied for the NHU and NHS
groups. Table II lists the auditory thresholds, of the ear
tested, for each of the HI participants.

B. Procedures

Sentence recognition in noise, at various filter cutoff fre-
quencies, was assessed for all three groups~NHU, NHS, and
HI!. In addition, the NHS and HI groups also completed
threshold testing in a speech-shaped background noise and
the TEN test. Participants were compensated for their time
on a per session basis.

1. Sentence recognition testing

Sentence recognition was assessed using the connected
speech test~CST; Cox et al., 1987, 1988!. The CST uses
everyday connected speech as the test material and consists
of 28 pairs of passages~24 test and 4 practice pairs!. The
recommended key word method of scoring was used. Each
passage pair contained 50 key words. A total of two passage
pairs were completed for each condition, and the score for
each condition was based on the average result of these two
passage pairs~i.e., based on 100 key words!.

Sentence recognition was assessed at multiple low- and
high-pass filter cutoff frequencies~total of 10–12 filter con-
ditions! in order to obtain performance versus filter cutoff
frequency functions. These functions were used in the deri-
vation of crossover frequency for each subject. Crossover
frequencies~defined as the filter cutoff frequency at which
the score for low- and high-pass filtered speech is the same!
allow for the comparison of the relative importance of low-
and high-frequency information between groups and thus di-

rectly test whether hearing loss results in a frequency-
specific deficit in the contribution of speech information.

In all low-pass filter conditions the high-pass filter cutoff
frequency was fixed at 178 Hz. Likewise, in all high-pass
filter conditions the low-pass filter cutoff frequency was
fixed at 6300 Hz. All subject groups completed the following
six filter conditions: low pass 1600 and 3150 Hz, high pass
1600 and 800 Hz, wideband~178–6300 Hz!, and bandpass
~800–3150 Hz!. Performance was assessed on each subject
in an additional four/five filter conditions to provide a better
indication of the performance versus filter cutoff frequency
function for each subject. Specifically, speech recognition of
the NHU group was also assessed at low-pass filter cutoffs of
800 and 1200 Hz, as well as high-pass filter cutoffs of 2000
and 2400 Hz. The NHS group completed additional speech
recognition testing at low-pass filter cutoffs of 800 and 2000
Hz and high-pass filter cutoffs of 2000 and 3150 Hz. The
precise filter cutoff frequencies and the total number of filter
conditions tested varied somewhat between HI participants
due to differences in absolute performance levels. That is,
additional cutoff frequencies were inserted in order to obtain
the most accurate estimate of crossover frequency. Each HI
subject completed a total of two to five additional filter con-
ditions. All testing was completed in two test sessions with at
least one CST passage completed in each filter condition
during a session. This methodology allowed for results be-
tween groups to be examined not only in terms of crossover
frequency but also based on absolute changes in performance
as filter cutoff frequencies changed.

TABLE II. Auditory thresholds~in dB HL! for participants with hearing
loss.

Subject Ear

Frequency~in Hz!

250 500 1000 2000 3000 4000 6000 8000

DJ L 60 60 65 60 65 65 65 85
JA L 50 60 60 65 65 65 70 65
MB L 55 55 65 70 65 75 75 75
DG L 55 60 60 65 65 60 65 60
JM L 55 60 55 60 60 65 80 80
SG L 60 65 65 65 60 65 80 90
AL R 70 65 65 70 65 70 75 65
VP L 50 55 70 70 65 65 70 70
SP L 55 60 65 65 65 60 60 70

TABLE I. Demographic characteristics of the participants with hearing loss. HL: hearing loss; HA: hearing
aids.

Subject Sex Age

Length of
HL ~in
years!

HA use
~in years!

Binaural
aids Education Cause of HL

DJ M 76 20 18 Y 14 Noise/Presbycusis
JA M 80 20 20 Y 16 Noise/Presbycusis
MB M 80 22 15 Y 14 Noise/Presbycusis
DG F 70 12 5 N 12 Presbycusis
JM M 80 20 20 Y 14 Noise/Presbycusis
SG F 42 40 30 Y 18 Congenital
AL F 72 5 2 Y 15 Presbycusis/Genetic
VP F 47 16 6 Y 12 Unknown
SP M 51 15 15 Y 16 Noise/Unknown

Average 66.4 18.9 14.6 14.6
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The masking noise used in this study was created from
the calibration noise~track 80, left channel! provided with
the audio version of the CST~Hearing Aid Research Labo-
ratory, Speech Intelligibility Tests, 1994!. This calibration
noise was modified slightly using commercially available
sound editing software~Sonic Foundry: SoundForge V. 4.5!
to improve the match at 160 Hz. Figure 1 shows the1

3-octave
rms levels~160–6300 Hz! of the CST talker~based on the
entire corpus of CST test passages, tracks 32–55! and the
masking noise used in this study.

The speech and noise stimuli were digitally recorded
~24.414 kHz sampling rate! and stored on a computer hard
disk. Noise was on only during the presentation of speech
stimuli ~;250–500 ms prior to and following the speech!.
Digital filtering, employing steep filter skirts~i.e., 800 dB/
octave!, was used to create the filtered speech and noise
stimuli. The Tucker-Davis Technologies~TDT! RP2 Real-
Time processor was used for mixing, shaping, and real-time
filtering of the speech and noise stimuli. The stimuli were
digitally mixed at a16 dB SNR. The16 dB SNR level was
employed in an attempt to limit ceiling effects among the
participants with normal hearing while not causing floor ef-
fects for the participants with hearing loss.

To improve audibility for the participants with hearing
loss, spectral shaping of the mixed speech and noise stimuli
was performed. Subjects in the NHS group also listened to
this shaped speech. The spectral shaping was applied to ap-
proximate desired sensation level targets~DSL v4.1 soft-
ware, 1996! for conversational speech, assuming linear am-
plification for a subject with a flat 65 dB HL hearing loss
~Cornelisseet al., 1995!. Shaping was verified by measuring
the 1

3-octave rms levels of the masking noise~which spec-
trally matched the speech! in a Zwislocki coupler using a
Larson-Davis 814 sound level meter~slow averaging,
C-weighting!. The rms value of the difference between cou-
pler outputs and DSL targets~250–6000 Hz! was 1.7 dB,
with a maximum difference of23 dB. The SNR, shaping,
and presentation levels of the speech and noise were chosen,
in part, to ensure that noise levels rather than quiet thresholds

were the primary factor determining audibility for both the
HI and NH groups.

The mixed and shaped stimuli were filtered as needed
for the appropriate condition prior to being output from the
RP2 ~24.414 kHz sampling rate!. Following output, the fil-
tered speech and noise were low-pass filtered~10 kHz!, am-
plified using a Crown D75 2-channel amplifier, and routed to
an ER3 insert earphone~Etymotic Research!. Levels were
calibrated in the wideband condition~178–6300 Hz! in a
Zwislocki coupler and no corrections for level were applied
in the various filter conditions. Output levels were measured
in a Zwislocki coupler using a Larson-Davis 814 sound level
meter~C-weighting, slow averaging!.

Output level for the wideband speech was 95 dB SPL for
the NHU and NHS groups. The 95 dB level was chosen in an
attempt to present speech at levels comparable to those ex-
perienced by persons with hearing loss when wearing hear-
ing aids, while at the same time limiting loudness discomfort
for the participants with normal hearing. All participants in
this experiment reported that the 95 dB SPL presentation
level was loud, but not uncomfortable. Wideband levels for
HI participants varied slightly depending on individual loud-
ness comfort levels. Seven participants preferred an overall
speech level of 103 dB SPL while two participants preferred
a higher speech level of 108 dB SPL. Coherence measure-
ments at the output of the earphones indicated minimal dis-
tortion ~average coherence;0.95 over the frequencies of
178–6300 Hz! when the speech-shaped noise was presented
at the highest speech level used in this study~108 dB SPL!.

2. Threshold assessment in noise

Monaural masked thresholds, using the same ear used
for speech testing, were determined for the octave frequen-
cies of 250–4000 Hz, as well as the interoctave frequencies
of 3000 and 6000 Hz. Masked thresholds in noise were ob-
tained for two primary reasons. First, measuring thresholds
in the speech noise helps confirm that the masking noise,
rather than quiet thresholds, determined the audibility of
speech. Additionally, previous research has shown that
masked thresholds of HI persons may be greater than those
of NH subjects listening in the same noise. In other words
the ‘‘effective masking spectrum’’ of the noise may be
greater for HI persons than NH persons~i.e., Dubno and
Ahlstrom, 1995!. Therefore, a second reason for measuring
thresholds in the speech noise is to determine the ‘‘effective
masking spectrum’’ of this noise for each group. This infor-
mation may be useful in explaining residual differences in
speech understanding between groups.

A clinical method of threshold assessment~ASHA,
1978! was used, however, step sizes were reduced~4 dB
down–2 dB up! to improve threshold accuracy. The back-
ground noise used during threshold testing was the same
noise, previously described, used during speech testing and
was on continually during threshold assessment. An attempt
was made to measure masked thresholds at the same overall
masker level as was used during speech testing. Levels, how-
ever, varied slightly depending on the loudness tolerance of
individual participants. Overall levels of the masking noise,

FIG. 1. One-third-octave rms levels~160–8000 Hz! of CST stimuli and
spectrally matched noise. The overall levels of the speech and noise were 70
dB SPL.
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measured in a Zwislocki coupler using a Larson-Davis 814
sound level meter~C-weighting, slow averaging!, were
86–89 dB SPL for the NHS participants and ranged from 94
to 102 dB SPL for the HI participants.

3. Diagnosis of dead regions

Cochlear integrity was assessed for the HI and NHS
groups using the CD version of the ‘‘TEN test’’~Moore
et al., 2000!. Pure-tone thresholds for each subject with hear-
ing loss were measured monaurally~same ear as speech test-
ing! in quiet and in the presence of the ‘‘threshold equalizing
noise,’’ at octave frequencies of 250–4000 Hz and interoc-
tave frequencies of 3000 and 6000 Hz. In addition, 5000 Hz
was also tested for the HI participants. TEN levels varied,
depending on loudness discomfort issues, from 65 to 80 dB/
ERB ~overall levels of 81.5–96.5 dB SPL in a Zwislocki
coupler! for the NHS participants and between 75–85 dB/
ERB ~overall levels of 91.5–101.5 dB SPL! for the HI par-
ticipants. A subject is considered to have a dead region at a
specific frequency if~1! the masked threshold is 10 dB or
more above absolute threshold in quiet and~2! the masked
threshold is at least 10 dB or more above the noise level per
ERB ~Moore, 2001!.

III. RESULTS AND ANALYSIS

A. Test session effects

Recall that speech data for each participant were col-
lected during two test sessions. To examine potential practice
effects, an initial mixed model analysis of variance
~ANOVA ! was performed. An alpha level of 0.05 was used
for this, and all other, statistical analyses reported in this
paper. Prior to statistical analysis, individual percent correct
scores were converted to rationalized arcsine transform units
~RAUs! to stabilize the error variance~Studebaker, 1985!.
Only the filter conditions that all three groups~NHU, NHS,
and HI! completed were used in the analysis~low pass 1600
and 3150 Hz, high pass 1600 and 800 Hz, wideband 178–
6300 Hz, and bandpass 800–3150 Hz!.

ANOVA results showed a significant between-subjects
main effect of group (F1,2451097.41,p,0.001) and a sig-
nificant within-subjects interaction between filter condition
and group (F10,12052.28,p50.018). Follow-up testing was
not performed at this time since the primary focus of this
ANOVA was on differences between test sessions. A signifi-
cant within-subject main effect of test session (F1,2455.69,
p50.025) was also observed. Overall performance was
slightly better during the second session~;2.7% improve-
ment!, however, no significant interaction effects were ob-
served. Therefore data between test days were collapsed for
further analysis.

B. Derivation and examination of crossover
frequencies

To determine crossover frequencies, each participant’s
average sentence recognition scores~in proportion correct!
were plotted as a function of the log of their filter cutoff
frequency. Then nonlinear regression, using a three-

parameter sigmoid function~SPSS, Inc.: SigmaPlot V. 5.0!,
was used to provide a best fit to the data. Equation~1! shows
the function used to fit the data.

y5
a

11e2~x2x0!/b . ~1!

In this formula,y represents the predicted CST score,x
represents the filter cutoff frequency anda, b, andx0 are free
parameters. Figure 2 shows typical single subject results
from the NHS~subject RH! and HI ~subject JM! groups. The
symbols represent the measured scores while the solid lines
represent the regression function. The fitted functions were
used to determine the crossover frequency.

The polynomial functions for the NH participants pro-
vided a good fit to the data, withr 2 values ranging from 0.96
to 0.99. The average scores at the crossover frequency were
40% and 41% for the NHU and NHS groups, respectively.
The sigmoid function also provided a good fit to the HI data,
although results were more variable withr 2 values ranging
from 0.93 ~subject JM high pass data! to 0.99. The average
score at crossover frequency~14%! was lower for the HI
group than for the NHU or NHS groups.

NHU group data was obtained primarily to verify that
spectral shaping, appropriate for a person with a flat hearing
loss, would not affect the relative importance of different
frequency regions to speech understanding. To examine the

FIG. 2. Examples of how crossover frequencies were determined for both
NH ~RH! and HI ~JM! participants. Nonlinear regression, using a three-
parameter sigmoid function~SigmaPlot V5.0! was used to provide a best fit
to the low- and high-pass data. Regression functions were then used to
determine the crossover point.
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impact of spectral shaping, crossover frequencies were de-
rived for each subject in the NHU and NHS groups and a
single factor between-subjects ANOVA was used to examine
differences in crossover frequencies between groups. The in-
dependent and dependent variables were subject group and
crossover frequency~in Hz!, respectively. ANOVA results
showed no statistically significant (F1,1650.59, p50.45)
differences in crossover frequencies between the NHS and
NHU groups. Consequently, all further analysis focuses on
results from the NHS and HI groups.

Of primary interest in this study was the effect of hear-
ing loss on the importance of high- and low-frequency infor-
mation to speech understanding. Recall that one viewpoint
suggests that participants with hearing losses are less able to
make use of high- versus low-frequency speech information
when compared to participants with normal hearing listening
under comparable conditions~i.e., similar SNRs and presen-
tation levels!. This difference would result in a systematic
lowering in crossover frequencies for participants with hear-
ing loss. In contrast, if a uniform deficit occurs across all
frequencies, then absolute performance levels of the HI
group may be lower, but crossover frequencies should be the
same between groups. To examine the effect of hearing loss
on crossover frequency, a single-factor between-subjects
ANOVA was used to examine differences in crossover fre-
quencies between the HI and NHS groups. The independent
and dependent variables were subject group and crossover
frequency~in Hz!, respectively. Figure 3 shows the mean
crossover frequencies for the NHS and HI groups as well as
individual crossover frequencies for each HI and NHS par-
ticipant.

The average crossover frequencies in this study were
somewhat higher for the HI group, with mean crossover fre-
quencies of 1600 and 1460 Hz for the HI and NHS groups,
respectively. This pattern approached, but did not reach, sta-
tistical significance (F1,1654.13, p50.059). The results in

Fig. 3 also suggest that the distribution of crossover frequen-
cies for HI participants was bimodal in nature. Specifically,
crossover frequencies for the HI appeared to cluster either
near the NHS mean~four listeners! or cluster well above the
mean~five listeners!.

C. Bandwidth effects on sentence recognition

To examine the effect of hearing loss on the contribution
of more specific frequency regions to speech understanding,
CST performance was compared between the NHS and HI
groups as additional low- and high-frequency information
was made available~via systematic increases in low- or high-
pass filter cutoff frequency!. Again, only those filter condi-
tions that participants in both groups completed were used in
this analysis. These filter conditions were categorized into
three groups for analysis: low pass~LP 1600 Hz, LP 3150
Hz, and broadband!, high pass~HP 1600 Hz, HP 800 Hz, and
broadband! and band widening~BP 800–3150 Hz, LP 3150
Hz, and HP 800 Hz!. Scores~in percent correct! for the low-
and high-pass filter conditions are shown in Fig. 4.

A series of planned comparisons, using single factor
mixed model ANOVAs, were performed to compare perfor-
mance differences between groups. The between-subjects in-
dependent variable was group~NHS and HI! while the
within-subjects independent variable was filter condition.
The dependent variable was the participant’s average CST
score~in RAUs! for each filter condition. Separate ANOVAs
were performed on the data in the low-pass, high-pass, and
band widening conditions. Summary results are shown in
Table III.

A significant between-subjects main effect of group~HI
and NHS! was observed in both the low- and high-pass
analyses conditions. Average sentence recognition was sig-
nificantly poorer for the HI group than for the NHS group.
Likewise, a significant within-subjects main effect of filter
condition was also observed in both the low- and high-pass
conditions, with performance improving significantly as the

FIG. 3. Crossover frequency data for NH and HI subjects. The dark circle
and triangle represent the average crossover frequency for the NH and HI
groups, respectively. The remaining symbols represent individual crossover
frequencies for the NHS~lower! and HI ~upper! groups. Dashed lines show
plus of minus 1 standard deviation around the NH mean crossover fre-
quency.

FIG. 4. Average CST scores for NH and HI participants as a function of
low- and high-pass filter cutoff frequency. The filled and unfilled symbols
show scores for the HI and NH participants, respectively. The circles and
triangles represent scores for low- and high-pass filtering, respectively. Error
bars show 1 standard deviation.
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low- or high-frequency bandwidth increased. Finally, a sig-
nificant interaction between filter condition and group was
also observed for the HP data only. This finding suggests that
as the HP filter cutoff frequency was lowered, changes in
CST performance were different between the NHS and HI
groups. No such interaction was noted in the LP condition,
suggesting that on average, the HI and NHS groups made
similar use of increases in high-frequency information as the
low-pass filter cutoff frequency increased.

Follow-up analysis was performed, using a series of
planned comparisons, to determine~1! if the improvements
in CST score with bandwidth increases were statistically sig-
nificant and~2! to determine the cause of the significant in-
teraction in the HP condition. Results revealed that CST
scores increased significantly (p,0.001) with each increase
in filter cutoff frequency regardless of the condition~e.g., LP
or HP conditions!. Likewise, a significant effect of group
(p,0.001) was also observed in each follow-up analysis
with the HI group performing significantly poorer than the
NHS group in each condition. A significant interaction be-
tween group and filter condition, however, was present only
in the analysis of the HP data when comparing performance
in the HP1600 Hz and HP800 Hz conditions (F1,1659.76,
p50.007). A review of Fig. 4 shows that in these conditions
average scores for the NHS group increased 42% as the high-
pass filter cutoff frequency was lowered from 1600 to 800
Hz. CST scores for the HI group, however, increased only
29.8%, resulting in a significant interaction effect between
filter condition and group.

The results shown in Fig. 4 also suggest that perfor-
mance improvements for the NHS group may be limited in
some conditions by ceiling effects~i.e., going from HP800 or
LP 3150 to broadband!. In an attempt to limit the potential
impact of ceiling effects, performance was also assessed in a
mid-frequency band~BP 800–3150 Hz! condition. The band
widening~BW! conditions examined changes in CST scores
between groups as additional segments of both low-
frequency ~178–800 Hz! and high-frequency information
~3150–6300 Hz! were added to this mid-frequency~BP 800–

3150 Hz! band. Since the wider bandwidth~178–3150 and
800–6300 Hz! used in these comparisons were narrower
than the broadband condition~178–6300 Hz!, maximum
performance levels were also reduced, thus reducing the im-
pact of ceiling effects. Results~in percent correct! are shown
in Fig. 5.

Consistent with performance in the LP and HP condi-
tions, significant within-subjects effects of filter condition
and significant between-subjects effects of group were ob-
served~see Table III!. Overall performance was reduced for
the HI, compared to the NHS group, and performance im-
proved for both groups as bandwidth increased, compared to
performance listening to the mid-frequency band~800–3150
Hz! alone. Also consistent with performance in the LP con-
ditions, no significant interaction effect between group and
filter condition was observed, suggesting that the HI and
NHS groups made similar use of the additional high- and
low-frequency information, when added to a mid-frequency
band of speech.

D. Thresholds in noise

1. Thresholds in speech noise

Masked thresholds were first compared to thresholds in
quiet to confirm that the masking noise, rather than quiet
thresholds, determined audibility differences between
groups. Results showed that quiet thresholds for both the NH
and HI groups were shifted at least 5 dB by the masking
noise at all frequencies tested with the exception of 6000 Hz.
At 6000 Hz the level of masking noise was not intense
enough to cause a 5-dB shift in quiet thresholds for six of the
nine HI participants. For these HI participants, auditory
threshold at 6000 Hz rather than the masking noise dictated
audibility in noise.

In addition, differences in the ‘‘effective masking spec-
trum’’ of the background noise, between the NHS and HI
groups, were evaluated by subtracting the1

3-octave band rms
level ~dB SPL! of the noise from the level of the pure tone at

TABLE III. Results from a series of single factor mixed-model ANOVAs.
P-levels less than 0.05 are shown in boldface.~LP condition includes filter
cutoff frequencies of 1600, 3150, and broadband; HP condition includes
filter cutoff frequencies of 1600, 800, and broadband; and BP condition
includes 800–3150 Hz, LP 3160, and HP 800; group refers to the normal-
hearing shaped and hearing-impaired groups!.

Effect df F p-level

Low pass data
LP condition 2,32 359.57 Ë0.001
Group 1,16 73.18 Ë0.001
LP3Group 2,32 1.57 0.223

High pass data
HP condition 2,32 700.52 Ë0.001
Group 1,16 34.87 Ë0.001
HP3Group 2,32 4.12 0.026

Band pass data
BP condition 2,32 104.68 Ë0.001
Group 1,16 48.06 Ë0.001
BP3Group 2,32 0.043 0.958 FIG. 5. Average CST scores for NH and HI participants as a function of

increasing low- or high-frequency bandwidth. The filled and unfilled sym-
bols show scores for the HI and NH participants, respectively. Error bars
show 1 standard deviation.
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threshold~as measured in a Zwislocki coupler!. This process
provided the SNR required for threshold detection in noise.
The SNRs were then compared between groups. Described
in this fashion a more negative SNR is better~i.e., lower
signal SPL is required for threshold in noise!. The average
results for the NHS and HI group, as well as individual re-
sults for HI participants, are shown in Table IV for the fre-
quencies of 250–4000 Hz.

As seen in Table IV, average SNRs for participants with
hearing loss were substantially elevated compared to the
NHS group. A mixed model analysis of variance~ANOVA !
was performed to examine differences in SNRs between the
NHS and HI groups. The within- and between-subjects inde-
pendent variables for this analysis were frequency~250, 500,
1000, 2000, 3000, and 4000 Hz! and group~NHS and HI!,
respectively. The dependent variable was the SNR for each
participant. A significant main effect of group (F1,16

564.201,p,0.001) was observed with the average SNR for
HI participants about 5.4 dB poorer~higher! than for the

NHS participants. In other words the ‘‘effective masking
spectrum’’ of the speech noise was significantly greater for
the HI participants than the NHS participants. This suggests
that despite listening at the same acoustic SNR, audibility
between groups was not equated. In addition, differences be-
tween HI and NHS thresholds did vary as a function of fre-
quency. The group-by-frequency interaction in the ANOVA
analysis showed that these frequency-specific differences in
SNRs approached, but did not reach, statistical significance
(F5,8052.12,p50.072).

2. Thresholds in TEN

Although any broadband background noise~i.e., the
speech noise described above! may be used to identify sus-
pected dead regions, the TEN test~Moore et al., 2000;
Moore, 2001! was specifically designed to allow relatively
quick identification and quantification of suspected dead re-
gions. Therefore cochlear integrity was assessed using the
TEN. Results for all NHS participants showed that the mask-
ing noise produced at least 10 dB of masking and all NHS
subject masked thresholds fell within65 dB of the expected
threshold~based on the level of the TEN!. Cochlear integrity
in the NHS group appeared to be normal, as expected.

Due to loudness discomfort issues and the severity of
hearing loss, results for the HI participants were not as easily
interpreted. First, due to loudness discomfort issues, the level
of masking noise/ERB could not be raised enough to cause a
10-dB shift in quiet thresholds for many participants. In fact,
none of the participants demonstrated at least a 10-dB shift
in quiet threshold across all of the eight frequencies tested
~250, 500, 1000, 2000, 3000, 4000, 5000, and 6000 Hz!,
although seven of the nine HI participants did show at least a
10-dB shift at three of the eight frequencies. Of those par-
ticipants, four showed an abnormal shift in masked thresh-
olds ~i.e., thresholds at least 10 dB above the masker level/
ERB and 10 dB above threshold in quiet!. Results for these
four participants are shown in Fig. 6.

TABLE IV. Average SNRs at threshold as a function of frequency for the
NHS and HI groups, as well as individual SNRs for participants with hear-
ing loss.

Average NHS group~in Hz!

250 500 1000 2000 3000 4000

NHS 23.8 26.3 26.7 28.5 24.6 26.4

HI participants
DJ 1.1 21.5 1.7 21.4 3.2 0.8
MB 20.9 21.5 22.3 21.4 1.2 2.8
DG 20.9 23.5 22.3 21.4 22.8 23.2
AL 9.1 20.5 2.7 0.6 4.2 1.8
SP 21.9 25.5 21.3 21.4 0.2 22.2
JA 1.1 21.5 20.3 23.4 20.8 21.2
JM 0.1 22.5 0.7 20.4 0.2 22.2
SG 21.9 1.5 23.3 21.4 21.8 25.2
VP 22.9 23.5 3.7 0.6 20.8 24.2
Average 0.3 22.1 20.1 21.1 0.3 21.4

FIG. 6. Thresholds in quiet and in ‘‘threshold equaliz-
ing noise~TEN!’’ for four participants with suspected
dead regions. Arrows show suspect frequency regions.
Triangles and circles show thresholds in quiet and
noise, respectively. Solid lines represent expected
masked threshold~if masker levels are at least 10 dB
above quiet thresholds! and the dashed line represents
the normal range of masked thresholds.
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E. Speech intelligibility index „SII… calculations

The primary focus of this experiment was to examine
whether hearing loss differentially affects the contribution of
speech information based on the frequency region of the
hearing loss. To make this comparison it is important that
audibility, as a function of frequency, be comparable between
our NHS and HI groups. Measures of masked thresholds,
however, revealed that thresholds were substantially poorer
for the HI group compared to the NHS group. In addition,
differences in masked thresholds between the NHS and HI
groups varied~although not significantly! as a function of
frequency. To determine whether differences in audibility be-
tween groups could account for the observed performance of
the HI subjects,13-octave band SII calculations~ANSI S3.5,
1997! were performed on the data for each subject. Measures
of masked thresholds were interpolated or extrapolated to
match the1

3-octave center frequencies used in the SII calcu-
lations. These thresholds, along with1

3-octave rms levels of
the speech stimuli, were used to determine the SNR in each
1
3-octave frequency band. The frequency importance function
specifically derived for the CST materials was used~Scher-
becoe and Studebaker, 2002!. In addition, the effective
speech peaks for the CST proposed by Scherbecoe and
Studebaker~2002! were used rather than assuming 15-dB
peaks as in the ANSI standard. The correction for high pre-
sentation levels proposed in the ANSI standard was also in-
cluded in the calculations, however, corrections for spread of
masking effects were not since measures of masked thresh-
old already account for these effects.

1. SII results for the NHS group

CST scores, for the NHS group, as a function of SII are
shown in Fig. 7. Each data point represents the score of a
single NHS subject in one of the ten filter conditions previ-
ously described. The solid lines in Fig. 7 show a transfer
function and 95% confidence intervals relating the SII to
CST performance.

The transfer function was derived using Eq.~1! with x
representing the SII value in a given filter condition for the

NHS subjects. The remaining variablesa, b, and x0 were
free parameters that were iterated on to find a best fit to the
data. The measure of variance accounted for by Eq.~1! was
high with anr 2 value of 0.94.

2. SII results for the HI group

Utilizing the transfer function derived from the NHS
data, predictions of individual HI performance were then
compared to actual performance across the various filter con-
ditions. Figure 8 shows the individual scores of HI subjects
as a function of SII values along with the transfer function
for the NHS group. In addition, average results and SII pre-
dictions for the HI subjects in the LP, HP, and BW conditions
are shown in panels~a! and ~b! of Fig. 9.

Together these figures clearly show that, when listening
under comparable conditions of audibility, the performance
of the HI persons was consistent with that of the NHS group.
The poorer performance of the HI group observed earlier in
Fig. 4 appears to be due primarily to the increased effective-
ness of the masking noise on the HI subjects, thus reducing
the audibility of the speech materials. In other words, the
utility of speech information appears to be limited primarily
by reduced audibility and the reduction is observed uni-
formly across all frequencies regions.

It is important to note that the accuracy with which the
SII predicts the HI data in this study occurs, in part, because
the SNRs used in the SII calculations were based on mea-
sured thresholds in noise rather than acoustic measures of
noise and quiet thresholds. Figure 10 shows the discrepancy
between HI performance and SII predictions when the SII is
calculated using the13-octave levels of the speech and noise
and individual subject thresholds in quiet. The transfer func-
tion and confidence intervals shown in Fig. 10 were derived
using the same procedure described in Sect. III E 1, however,
SII values were based on acoustic measures of speech and
noise levels and quiet thresholds~rather than measured
masked thresholds!. Since masked thresholds were not used,
corrections for spread of masking effects were included in
the calculation along with the correction for high presenta-

FIG. 7. CST scores as a function of SII for the NHS group. Each data point
represents the score of a single NHS subject in one of ten filter conditions.
The solid lines show the transfer function and 95% confidence intervals
relating the SII to CST performance.

FIG. 8. CST scores as a function of SII for the HI group. The solid lines
show the NHS transfer function and 95% confidence intervals from Fig. 7.
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tion levels as described earlier. In this case the SII assumes
that acoustic noise levels dictate audibility and that audibility
is similar between groups. Therefore the performance of the
HI subjects appears to be poorer than predicted based on the
NHS transfer function.

IV. DISCUSSION

The focus of this study was on the effects of hearing loss
on the importance of various frequency regions to speech
understanding. Three potential effects were discussed in the
Introduction. Specifically, hearing loss may result in~1! a
uniform reduction in the contribution of speech information
across all frequencies,~2! a frequency-specific deficit, fo-
cused in the high frequencies, and~3! a frequency-specific
deficit that varies depending on the presence or absence of
cochlear dead regions. The results of this study suggest that,
in the absence of dead regions, listeners with relatively flat
hearing loss configuration exhibit a more uniform, rather
than frequency-specific, deficit in speech understanding.

Support for this conclusion comes from study results
showing that, although absolute scores for the HI group were
reduced, crossover frequencies for persons with flat hearing
losses were comparable to those seen in the normal-hearing
control group. The analyses of scores as a function of filter
cutoff frequency also add support to the idea that persons
with hearing loss are able to make good use of audible high-
frequency information to improve speech understanding. On
average, CST scores for HI participants improved about 16%
when low-pass cutoff frequency was increased from 3150 to
6300 Hz. In contrast, average performance for the NHS
group improved only about 5% with the same change in filter
cutoff frequency, although ceiling effects played a large role
in limiting the NHS improvement. In the band-widening con-
dition, where ceiling effects were less pronounced, improve-
ment in CST scores as the high-frequency bandwidth in-
creased were essentially equivalent for the NHS and HI
groups~21% and 24% improvements, respectively!. In addi-
tion, the results of the SII analysis showed that the NHS and
HI groups in this study made comparable use of audible
acoustic information across all frequencies tested.

These results are in contrast to some recent work sug-
gesting that moderate to severe hearing loss limits the usabil-
ity of high-frequency information more than low frequency
information ~Hogan and Turner, 1998; Turner and Cum-
mings, 1999; Chinget al., 1998, 2001; Amos, 2001!. The
reason for these findings is unclear; however, several differ-
ences between the current research and previous works may
have played a role. Such differences include degree of high-
frequency hearing loss, configuration of hearing loss~flat
versus sloping!, and use of a NH control group listening at
comparable presentation levels. Other differences between
studies that may make comparisons difficult include differ-
ences in speech materials, steepness of filter skirts, filter cut-
off frequencies, and the presence or absence of noise. The
potential impact of some of these factors is discussed below.

One difference between the current study and some pre-
vious works, showing a high-frequency deficit for persons
with hearing loss, is the degree of high-frequency hearing
loss among the participants. In the current study high-
frequency hearing loss at 3000–4000 Hz averaged about 65
dB HL and was no greater than 70 dB HL. In contrast, pre-
vious studies reporting limited benefit of high-frequency in-
formation for persons with hearing loss included some par-
ticipants with a greater degree of high-frequency hearing
loss. For example, participants with flat losses in the Ching

FIG. 9. Panel~a! shows average and predicted CST scores for the HI group
as a function of low- or high-pass filter cutoff frequency. Error bars show
one standard deviation from the mean measured score in each filter condi-
tion. Panel~b! shows the measured and predicted scores from the band
widening conditions. The filled and open circles show measured and pre-
dicted scores, respectively.

FIG. 10. CST scores as a function of SII for the HI group. The transfer
function shown was derived from the NHS group data using Eq.~1! as
described earlier. However, SII values for the HI subjects, and for the NHS
subjects used to derive the function, were obtained using acoustic measures
of the speech and noise levels, as well as each subject’s threshold in quiet, to
quantify audibility rather than each subject’s measured masked thresholds.
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et al. ~1998! study had average thresholds at 3000–4000 Hz
of about 80 dB HL and participants with severe–profound
sloping losses had average thresholds over 100 dB HL. Like-
wise, some participants with sloping losses in the Hogan and
Turner~1998! study had thresholds greater than 70 dB HL at
3000–4000 Hz. It is possible, therefore, that differences in
hearing thresholds between studies may have played some
role in the discrepant findings. The fact, however, that no HI
subjects in this study showed crossover frequencies substan-
tially lower than NH subjects suggests that a cautious ap-
proach should be taken when determining a degree of high-
frequency hearing loss above which the benefits of
amplification may limited.

Another factor distinguishing the current study from the
previously cited research is that this study focused on par-
ticipants with flat rather than sloping hearing losses. It is
possible that fundamental differences in the impact of SNHL
on speech understanding exist between participants with flat
and sloping hearing losses. For example, since participants
with high-frequency hearing losses make relatively good use
of low-frequency information and speech information is
highly redundant across frequencies, persons with high-
frequency SNHL simply do not have to rely heavily on the
more degraded high-frequency speech cues. This would be
especially true when the speech materials were presented in
quiet, as in several previous experiments~i.e., Hogan and
Turner, 1998; Chinget al., 1998!. In contrast, participants
with flat losses having some degradation across all frequen-
cies may require a broader range of cues regardless of the
frequency region.

Recent work by Turner and Henry~2002! suggest that
the presence of background noise, as in this study, may also
play an important role in determining the utility of amplified
high-frequency speech information. Similar to Hogan and
Turner~1998!, these authors calculated the ‘‘efficiency’’ with
which persons with sloping SNHL could make use of in-
creases in high-frequency speech information. Speech under-
standing was measured at multiple low-pass filter cutoff fre-
quencies in a multitalker babble noise rather than in quiet. In
contrast to the Hogan and Turner study, but consistent with
the current study, subjects with SNHL listening in noise
showed positive efficiencies across all frequency regions re-
gardless of the degree of hearing loss. That is, subjects with
high-frequency hearing loss were able to use amplified high-
frequency speech information to improve speech understand-
ing regardless of the degree of hearing loss.

The authors suggest that noise substantially limited ac-
cess to audible speech information and this limitation may
explain the discrepant findings between studies completed in
quiet and those in noise. When speech is presented in quiet,
broad access to ‘‘easy’’ speech cues, such as voicing, are
available even when the speech is heavily low-pass filtered.
As the low-pass filter cutoff frequency is increased the addi-
tional information must be used to improve recognition of
the more difficult speech features, such as place of articula-
tion. These cues are often difficult for persons with HL even
when the speech is presented broadband and in quiet~i.e.,
Wanget al., 1978!. In contrast, when the speech is presented
in a noise background, access to easy speech cues may be

limited as well. Thus the additional information provided as
the filter cutoff frequency is increased can be used to im-
prove recognition of the easier speech cues, resulting in per-
formance improvements in noise that may be reduced in
quiet.

Finally, the role that cochlear dead regions play in de-
termining the utility of speech information in various fre-
quency regions remains unclear. Although scores were con-
sistently lower across all filter conditions for the HI
participants in this study, results using the TEN test sug-
gested large-scale frequency-specific cochlear damage was
unlikely in the participants tested in this study. While the
prevalence of dead regions among individuals with SNHL
remains unknown, research suggests that high-frequency
dead regions are more often associated with severely sloping
high-frequency losses or with losses greater than 95 dB in
the high frequencies~Moore, 2001; Kapadiaet al., 2002!.
Thus the absence of large-scale high-frequency dead regions
among our subjects is not unexpected, given the criteria used
for inclusion in the hearing loss group. The results of our
work are consistent with that of Vickerset al. ~2001! and
Baeret al. ~2002! in that our HI subjects did not show evi-
dence of dead regions and were able to make good use of
amplified high-frequency speech information. It is possible
that subjects in previous studies showing a high-frequency
deficit had dead regions in the high frequencies that limited
the utility of amplified speech information. The results from
the current study, however, show that the presence of co-
chlear dead regions is not a prerequisite for poorer than nor-
mal speech understanding.

V. CONCLUSIONS

In summary, the results of this study lead to the follow-
ing conclusions. First, high-frequency information~above
3000 Hz! can be quite useful, in terms of speech understand-
ing, for persons with flat SNHL and high-frequency thresh-
olds up to 70 dB HL. Thus a cautious approach is suggested
when clinicians are considering limiting gain in the high fre-
quencies, at least for participants with the degree and con-
figuration of hearing loss examined in this study. Second,
when hearing loss across frequencies is similar~i.e., for per-
sons with flat HL!, the relative importance of each frequency
region appears to be similar to that of subjects with NH.
Third, SNHL can have a significant negative impact on
speech understanding even in the absence of cochlear dead
regions. Finally, the overall poorer performance of HI par-
ticipants in this study is well explained by reduced audibility
due to the increased susceptibility to masking seen in these
HI participants.
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Violin corpus wall compliance, which has a substantial effect on cavity mode frequencies, was
added to Shaw’s two-degree-of-freedom~2DOF! network model for A0~‘‘main air’’ ! and A1
~lowest length mode included in ‘‘main wood’’! cavity modes. The 2DOF model predicts aV20.25

volume dependence for A0 for rigid violin-shaped cavities, to which a semiempirical compliance
correction term,V2xc ~optimization parameterxc) consistent with cavity acoustical compliance and
violin-based scaling was added. Optimizingxc over A0 and A1 frequencies measured for a
Hutchins–Schelleng violin octet yieldedxc'0.08. This markedly improved A0 and A1 frequency
predictions to within approximately610% of experiment over a range of about 4.5:1 in length, 10:1
in f-hole area, 3:1 in top plate thickness, and 128:1 in volume. Compliance is a plausible explanation
for A1 falling close to the ‘‘main wood’’ resonance, not increasingly higher for the larger
instruments, which were scaled successively shorter compared to the violin for ergonomic and
practical reasons. Similarly incorporating compliance for A2 and A4~lowest lower-/upper-bout
modes, respectively! improves frequency predictions within620% over the octet. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1538199#

PACS numbers: 43.75.De@NHF#

I. INTRODUCTION

One confounding factor in making accurate predictions
of violin cavity mode frequencies from a physical model has
been cavity wall compliance. Generally, wall compliance de-
creases the mode frequency for the Helmholtz resonance be-
cause the pressure acts against the wall ‘‘spring’’ lowering
the overall cavity1wall stiffness.1 Numerous experimental
and theoretical studies over a long period have supported
such an effect for the Helmholtz resonator, and to a greater or
lesser extent it would be expected for all the cavity modes.
The Rayleigh frequency relationship for the rigid wall Helm-
holtz resonator,v5c$A/(LV)%1/2 ~whereA is port area,L is
port length, andV is cavity volume!, has been around for
over 100 years,2 yet neither this nor later, modified versions
explicitly included wall compliance.

A0 has long been considered the most important cavity
mode in the violin acoustically. It is often likened to a com-
pliant wall version of the Helmholtz resonance. It has been
recognized for quite some time that the Rayleigh relationship
often did not predict A0 mode frequencies reliably. John
Schelleng, in his landmark 1963 paper ‘‘The violin as a cir-
cuit,’’ scaled the ‘‘main air’’ resonance A0 of the violin to
other members of a violin octet3 using the Rayleigh relation-
ship. Later, serious discrepancies arose between predictions
and experiment for octet members, even though the scale
was often ‘‘reset’’ with close-by instruments.4

Two experiments spotlight the failure of the Rayleigh
relationship for A0 in a situation where it should have
worked best, viz., volume changesonly through rib height
changes:~1! an averaged volume dependence ofV20.33 for
rib height changes in the four largest violin octet members,4,5

and~2! a V20.27 dependence for a rigid, violin-shaped cavity
with f holes.6 Irrespective of wall compliance, theV20.5 de-

pendence was clearly inaccurate for violin-shaped cavities,
and—a telling failure—the rigid cavity result was worse than
the compliant cavity.

II. A0–A1 COUPLING

In 1990, Shaw made the first fundamental improvement
in the theoretical description of A0 in over a century by
including A1, the next higher violin cavity air mode, into a
rigid cavity two-degree-of-freedom~2DOF! network theory7

model. This lowest length mode, with opposite-phase pres-
sure oscillations in the upper and lower bouts, was first char-
acterized in 1973 by Jansson8 along with many higher violin
cavity modes, two of which, A2 and A4, will also be exam-
ined here~the second length mode A3 cannot be seen in the
violin because thef holes create an incompatible nodal re-
gion!. A1 has a weak inverse dependence of frequency on rib
height that later boundary element calculations~closed cav-
ity! supported while introducing a new arching dependence.9

In 1998 these disparate aspects of A1 were shown to be
included naturally in the 2DOF model, as well as—unique
among all current models—strong coupling between A0 and
A1 through the C-bout inertance.5

The 2DOF model treats A0 and A1 as comprising a sys-
tem with two normal modes, respectively, symmetric or an-
tisymmetric in pressure in the upper and lower bout regions.
A0–A1 coupling—analogous to a system of two spring-
coupled pendula where changing one member of the system
affects the behavior of the other, while still retaining just two
normal modes—means that cavity geometry changes di-
rected primarily toward affecting A0 will affect A1, andvice
versa. In the 2DOF model the presence of A1 partially sup-
presses the volume dependence5 of A0 so that f (A0)
}V20.25, a much weaker dependence than the~rigid cavity!
Rayleigh relationship.a!Electronic mail: bissingerg@mail.ecu.edu

1718 J. Acoust. Soc. Am. 113 (3), March 2003 0001-4966/2003/113(3)/1718/6/$19.00 © 2003 Acoustical Society of America



The successes of Shaw’s model make it both the pre-
ferred model for A0 and A1, and very difficult to discuss A0
without including A1. As recently as 1963, A1 was dismissed
~along with all higher cavity modes! as being ‘‘of little or no
value’’ acoustically.3 More recent investigations indicate in-
creasing prominence for A1, partly due to Hutchins retroac-
tively adding it to the ‘‘main wood’’ resonance.4 To date, it
has been shown that A1 can~1! radiate well when dropped
below all the corpus modes by gas exchange,10 ~2! presum-
ably be related to violin quality11 via frequency placement
relative to a first corpus bending mode~note, however, a
fundamental ambiguity here because there aretwo first cor-
pus bending modes!, ~3! couple strongly to A0, and~4! be a
dominant contributor to the acoustic output of a large bass12

or even a standard violin.13

III. VIBROACOUSTIC COUPLING

Coupling between violin cavity modes and the corpus
was first reported by Jansson and Sundin14 in 1974. Cavity-
induced corpus motion on the top and back plates for A0 and
A1 corresponding to each mode’s pressure distribution has
been seen in all experimental modal analyses of the
violin,15,16 as well as in this octet, although occasionally the
A1 cavity mode coincided with a strong corpus mode and
was buried. There is now no question that cavity modes are
capable of forcing a significant violin corpus~here taken as
top and back plates plus ribs! wall motion, but there is noa
priori reason to believe that the induced corpus motions will
reproduce the pressure distribution. It is, however, an experi-
mental fact that they generally do.

While recognizing that a ‘‘pure’’ cavity or corpus mode
does not exist for a real violin,17 and that there is an inherent
interaction between the two, experimentally there are violin
modes that are clearly classifiable as primarily one or the
other. The first corpus bending modes found by Knott18 in his
finite element calculations~in vacuo! for a complete violin
agreed both in shape and frequency with those observed by
Marshall15 in his pioneering experimental modal analysis of
a violin. One can conclude that these are clearly corpus
modes, irrespective of any accompanying cavity air motions,
with properties dependent on the density, elastic moduli, and
shape of the various substructures of the violin as well as the
shape of the assembled structure.

Conversely there are cavity modes such as A0 and A1
that force significant wall motion but retain dominant cavity
mode characteristics, i.e., their frequency and mode shape
depends primarily on interior cavity geometry~including ap-
ertures!, not violin materials. Significant coupling between
cavity modes and the surrounding corpus is expected—and
observed. The coupling of structural and acoustic cavity
modes depends on the frequency difference as well as the
relative spatial congruency between the mode shapes,19 as
was observed for a violin in an experiment employing inte-
rior gas exchange to move cavity mode frequencies relative
to corpus modes.20 In highly coupled cases the very concept
of ‘‘pure’’ corpus or cavity modes must be abandoned.

The vibroacoustic interaction is a difficult problem that
is generally handled numerically. Hutchins remarked4 in
1992 that:

‘‘...mathematical parameters based on current measure-
ments and dimensional scaling of violins are not yet
adequate enough to do without empirical scaling, espe-
cially concerning such factors as wall compliance and
cavity frequencies of the violin body,...’’

The gap between present theory for rigid cavities and the
important practical need to compute reliable compliant-wall
cavity mode frequencies is the underlying rationale for this
work. By adopting an approach that treats wall compliance
like a generalized contributory component to cavity compli-
ance, it is possible to retain the dependence on cavity geo-
metric properties of the rigid-cavity 2DOF model for A0 and
A1.

IV. EXPERIMENT AND RESULTS

The interior cavity oscillations of a complete violin octet
were analyzed using two small microphones placed in the
upper and lower bout regions of each instrument to observe
frequency and phase relationships between the upper and
lower bout signals. Typically pink or white noise injected via
tubing into the upper or lower bouts was used to excite the
cavity. Upper/lower bout phase relationships were checked
with sine wave excitation at the specific frequencies of A0
and A1. For a few instruments the upper and lower bout
measurements gave slightly different~within a few percent!
results; the largest separation was for the alto, which had
measured values of 267 and 287 Hz. These were averaged
for the final values.

Violin cavity mode spectra obtained in a rigid cavity
differ significantly from those of an actual violin. Rigid cav-
ity spectra exhibit sharp, well-defined peaks for all expected
cavity modes, whereas the actual violin internal measure-
ments show only A0 and A1 clearly. Higher violin cavity
modes are interspersed with other spectral structures from
corpus-induced cavity oscillations, substantially reduced in
frequency, and much less prominent.~A gas-exchange ex-
periment incorrectly labeled A2 and higher modes because of
such difficulties20!. With no model predictions for A2 and A4
frequencies in actual instruments, and with octet instruments
ranging so widely in size, no reliable identifications of A2
and A4 could be made from interior cavity measurements, so
none were attempted.

There is a reliable indirect way to locate A2 and A4,
however. In 1985, Marshall observed not only A0 at 278 Hz
and A1 at 478 Hz but also, somewhat surprisingly, A2 at 840
Hz, the A2 value being far below the rigid cavity value of
;1050 Hz.8 Such a large frequency drop made the identifi-
cation somewhat suspect, but similar results for other violins
and the aforementioned gas-exchange experiments all sup-
ported Marshall’s original identification. These corpus mo-
tions were seen over the entire octet ‘‘mimicking’’ A0, A1,
A2, and A4 pressure distributions.12 For the alto the A1 mode
was seen only for the 287 Hz~lower bout! A1 cavity value.
In Table I the frequencies for A0, A1, A2, and A4 are tabu-
lated for the direct and/or indirect measurements for each
octet member, along withf low , the pitch of the lowest string
for each octet member.
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V. VIOLIN OCTET GEOMETRY

All cavity mode frequency calculations require basic
cavity geometry for the computation of mode frequencies.
Geometries for a violin octet, along with measured A0 and
A1 frequencies~plus A2 and A4!, provide the widest practi-
cal bowed string instrument size and pitch range. All param-
eters relevant to Shaw’s 2DOF model for A0 and A1 and the
rigid cavity semiempirical equations of Bissinger6 for A2 and
A4 are given in Table II. The C-bout inertance length used
by Shaw was scaled from the cavity length~other optimized
parameters specific to the 2DOF model were taken from Ref.
5!. Various semiempirical models require subsets of these
parameters. The four largest octet instruments all had rib
heights considerably reduced from their original values in
attempts to raise A0 to the desired placement.4

VI. DISCUSSION

The A0 and A1 modes are now the most studied, best
understood, and most interesting acoustically of all the cavity
modes. They are important to understanding ‘‘violin sound,’’
and key to scaling it to other pitch ranges. A0, the ‘‘main air’’
resonance that dominates the sound of the violin at the low-
est pitches, probably will always remain the most important
cavity mode—due to its placement below all the corpus
modes and its acoustic strength—but it cannot be treated in
isolation from A1.

Characterizing wall compliance simply is a difficult
task. Averaged wall compliance for any particular cavity
mode should be sensitive to wall material properties~elastic
moduli and density!, arching/curvature, and possibly even
the frequency/shape relationship with close-by corpus
modes.19,20 The fact that bowed string instruments typically
share similar shapes and similar materials in their various
substructures simplifies this matter somewhat. One of the
most important applications of cavity mode frequency calcu-
lations is in the scaling of the vibratory/acoustic properties of
one instrument to another pitch range; some insight into how
wall compliance affects these calculations comes from a
closer examination of Schelleng’s scaling procedure for the
octet.

A. Implications of scaling

Schelleng’s network-based scaling of the violin’s ‘‘main
air’’ and ‘‘main wood’’ resonances rested on two main as-
sumptions: flat plates and ‘‘similarity of shape.’’ Schelleng
employed simple geometric relationships between the vio-
lin’s dimensions and those of each member of the octet to
place each resonance at the desired frequency, 1.53 f low for
the ‘‘main air,’’ A0, and 2.253 f low for the ‘‘main wood’’
~which includes A1!.

Flat plate scaling of the ‘‘main wood’’ resonance created
equations for parameters such as stiffness, plate thickness,
mass of corpus, and ultimate strength, based on the ratio of
instrument length to that of the violin. Schelleng predicted
that wall compliance in the octet increased with instrument
size. Similarity of shape means that plate width and rib
height scale similar to the length. Hence, scaling suggests an
interrelation between wall compliance and instrument vol-
ume that effectively associates wall compliance with any
geometry-based cavity mode analysis.

B. A0 and A1

1. A0 and A1—rigid walls

A0 and A1 share the whole cavity and 2DOF A0 and A1
frequencies come from solving the same set of equations, so,
strictly speaking, logic suggests working with A0 and A1
simultaneously. The original 2DOF predictions for an 11-
instrument set that covered a range of 1.5 octaves~versus 3.5
for the octet! agreed surprisingly well with experiment, with
f (A0) falling consistently about 11% high, andf (A1) about
15% high,5 supporting the underlying generality of 2DOF
model parameters optimized on a rigid cavity with no arch-
ing. In Fig. 1 we compare the ratio of 2DOF frequencies to
experiment, 2DOF/exp, for the octet, using the 11-instrument
normalization factor of 0.90 for A0 and 0.87 for A1 2DOF
predictions. Overall, the agreement between rigid cavity pre-
dictions and experiment is not very good. The trends for A0

TABLE I. Measured violin octet A0, A1, A2, and A4 cavity mode frequen-
cies ~Hz!—direct measurements with internal microphones, indirect from
modal analysis. The pitch,f low , of the lowest string is also shown for
reference.

Instrumenta f low

Direct Indirect

A0 A1 A0 A1 A2 A4

Treble ~sus 123! 391 476 700 not seen 703 1554 1894
Soprano~sus 301! 261 361 560 361 ‘‘buried’’ 930 1295
Mezzo ~sus 153! 196 268 422 267 ‘‘buried’’ 629 897
Alto ~sus 137! 130 185 277b 184 287 414 499
Tenor ~sus 151! 98 120 215 121 215 325 459
Baritone~sus 198! 65 91 160 92 154 224 284
Small bass

~sus 172!
55 70 128 70 129 177 222

Large bass
~sus 178!

41 48 92 48 95 141 166

aHutchins instrument label in parentheses.
bAverage of 267~upper bout! and 287~lower bout!.

TABLE II. Violin octet cavity geometry parameters. All dimensions are
interior, in cm: L5cavity length ~disregarding end blocks!, Wub /Wlb

5upper-/lower-bout maximum width,WCb5C-bout minimum width,HR

5rib height,HA5average arch height,l 5top plate thickness atf holes,V
5computed volume~cm3!, Af5computed totalf-hole area~cm2!.

Instrument L Wu WCb Wlb HR
a HA l V Af

Treble
~sus 123!

28.6 12.4 8.0 15.7 1.9 0.93 0.5 800 14.6

Soprano
~sus 301!

30.9 14.8 9.6 19.3 1.9 1.00 0.4 1060 12.4

Mezzo
~sus 153!

37.8 17.0 11.2 22.4 2.2 1.23 0.35 1760 13.4

Alto
~sus 137!

49.7 23.5 15.5 30.0 3.9 1.80 0.4 5410 27.2

Tenor
~sus 151!

64.3 30.1 19.9 38.4 5.5 1.93 0.5 12120 31.0

Baritone
~sus 198!

85.3 40.0 26.5 52.2 7.7 2.23 0.85 29450 63.0

Small bass
~sus 172!

104 48.0 31.0 62.2 9.8 2.83 0.8 54240 72.0

Large bass
~sus 178!

128 60.8 38.6 78.2 12.0 3.45 0.9 103 300 112.4

aRib heights for four largest instruments much lower than original values
~see Ref. 4!.

1720 J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 George Bissinger: Wall compliance and violin cavity modes



and A1 are similar, ranging from about 15% low for the
smallest to about 37% high for the largest instruments.

2. A0 and A1 with compliant walls

In 1937, Meinel measured violins with, then without, a
sound post, and with too thick, then too thin, plates.21 A
downward shift in A0 was noticeable in each case, as it was
for more recent experiments such as the removal of physical
restraints on the plates22 or modal analysis of a violin with
and without a sound post.16 The major change in these ex-
periments was clearly the wall compliance. One can reason-
ably assume similar wall compliance effects for A0andA1
when averaged over the cavity, even though the corpus flex-
ural response is different. Octet A0 and A1 cavity-mode-
induced mobilities increased with instrument size relative to
the average B1 corpus mode mobility,12 consistent with the
expected trend of compliance increasing with instrument vol-
ume.

A1 is a mode whose geometry dependence is predomi-
nantly inverse with length.6 For practical and ergonomic con-
siderations all the larger instruments were made short com-
pared to the ‘‘perfectly scaled’’ violin~cf. Fig. 9, Ref. 4!. For
example, the large bass was only 0.6 of the scaled violin
length. Hence, it should have frequencies'0.6213(2.25
3 f low) for the large bass. Yetf (A1) fell close to the desired
placement over the entire octet. Wall compliance offers a
plausible explanation for this behavior.

3. Incorporating compliance

Network theory employs the mechanical mass and stiff-
ness correlates of inertance~inductance! and acoustical ca-
pacitance (}1/V) determined directly from cavity geometry
to compute cavity mode frequencies. Since wall compliance

reduces the effective cavity ‘‘stiffness,’’ some form of in-
verse dependence on volume could also be expected here.
Our choice of a functional form for compliance corrections
assumes frequencies computed as the product of two func-
tions, i.e., a 2DOF rigid cavity term times a compliance cor-
rection term. This bypasses many mathematical and concep-
tual difficulties encountered in a rigorous compliance–
volume link, retains the rigid cavity limit ofV20.25, yet
maintains a geometry-based approach suitable for cavity
modes. Hence the new volume dependence is written asf
}V2(0.251xc), wherexc is the optimized compliance param-
eter determined from an analysis of our octet experimental
results.

4. x c from rib height changes

A0 frequency increases were achieved earlier on the
four largest octet members entirely by cutting back the ribs.4

Combining the results for all instruments provided a
weighted mean value5 for the overall volume exponent of
0.3360.0350.251xc . Since this overall exponent was de-
termined from frequency/volumeratios, all dependences
other than volume cancel. Wall compliance increased the
volume dependence off (A0) from x50.25 ~rigid cavity! to
x'0.33; hencexc'0.08. Hutchins did not collect measure-
ments of f (A1) for the octet instruments, so no equivalent
A1 analysis is possible.

5. x c from optimization

An alternative, independent way to determinexc from
our measurements employs A0 and A1 results. Using the
ratio of 2DOF-to-experiment results for A0 and A1 shown in
Fig. 1, a normalized range~~max-min!/average! based on this
ratio was computed for the octet. Multiplying this ‘‘rigid
cavity’’ range by a wall compliance termV2xc, xc was then
varied to search for a minimum. The result wasxc'0.075
for A0 and A1, individually or together. This is quite close to
the xc'0.08 value estimated from volume change data for
the four largest instruments. The 2DOF/exp range computed
for A0 was 0.50; with the compliance correction termV20.08,
it dropped to 0.18. This simple compliance modification pre-
dicted f (A0) values with a maximum error of69% ~see Fig.
1! for a group of instruments with a range of about 4.5:1 in
length, 10:1 inf-hole area, 3:1 in top plate thickness, and
128:1 in volume, a marked improvement over prior models,
which could not predict the A0 frequencychangeassociated
with rib height changes in the small or large bass to within
9%. Similar improvements were seen forf (A1), also shown
in Fig. 1, with a maximum error of about611%. Normal
variability among instruments still remains a consideration,
e.g., our large bass, withHR512.0 cm, hadf (A0)548 Hz,
vs 52 Hz for another large bass withHR512.5 cm~Table III,
Ref. 4!. This compliance-modified 2DOF model is labeled
2DOFC.

With proper normalization, formulas for compliant wall
2DOFC frequencies for A0 and A1 are given by~at T
520 °C; all volumes in cm3!,

f 2DOFC~A0 !51.683V20.08f 2DOF~A0 !, ~1!

FIG. 1. Top: ratio of 2DOF~l! and 2DOFC~solid line! predictions to
experimental A0 frequencies for the violin octet. Bottom: the same as above
but for A1. Typical errors smaller than points.
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f 2DOFC~A1 !51.533V20.08f 2DOF~A1 !. ~2!

6. A1ÕA0 ratios

Compliant walls generally reduce cavity mode frequen-
cies. Intra-instrument ratios of frequencies should reduce the
effects of wall compliance. Such ratios should be particularly
effective for A0 and A1 because they share the entire cavity
and an averaged wall compliance. The 2DOFC compliance
correction,V20.08, for A0 and A1 obviously cancels out in
such a ratio. A comparison of 2DOFC~or 2DOF! ratios with
experiment showed agreement to within 4%–10% over the
octet.

C. A2 and A4 with compliance

There is relatively little in the musical acoustics litera-
ture about A2 or A4 due to their acoustic insignificance for
the violin. Jansson characterized A2 and A4 as transverse
modes in the lower and upper bouts, respectively.8 Their
mode frequencies should show a primary dependence on the
lower or upper bout width, resp., i.e.,f (A2)}n/Wlb , or
f (A4)}n/Wub, where n51,2,3... . Boundary element
calculations9 agreed quite well with Jansson’s results for an
encased~rigid wall! violin. Since all prior work on A2 and
A4 had been done with rigid cavities,6,8,9 A2 had not been
identified for an actual violin prior to Marshall’s initial iden-
tification of a violin ‘‘corpus’’ mode at 840 Hz as being
induced by A2.15 Firth’s cavity modal analysis inside an ac-
tual violin did not extend beyond 800 Hz23 and thus showed
no evidence of A2 or A4. However, subsequent modal analy-
ses on other violins as well as on the octet have seen such
induced motions for A2 and A4. A semiempirical analysis
based on a water-filled violin cavity experiment had also
shown a weak dependence on rib heightHR for each mode.
At present, the only equations for calculatingf (A2) and
f (A4) are semiempirical~SE! ones for rigid cavities,6 viz.,

f ~A2 !5
c

1.514Wlb10.515HR
, ~3!

f ~A4 !5
c

1.61Wub10.273HR
, ~4!

wherec is the velocity of sound in air.
The wall compliance effect on these mode frequencies

for the violin can be estimated by comparing the average A2
and A4 frequencies from prior modal analyses,f (A2)5830
629 Hz, andf (A4)51067632 Hz, with rigid cavity values
of ;1050 and;1290 Hz, respectively.8 Both A2 and A4
share a similar normalization factor of 0.81 in Eqs.~3! and
~4! for a comparison with the actual instruments. Compliant
walls appear to reduce the violins’ A2 and A4 frequencies on
the order of 20%. However, compliance increases with size
so that larger instruments should have larger relative de-
creases forf (A2) and f (A4).

Figure 2 shows ratios, SE/exp, of semiempirical A2 and
A4 frequencies@from Eqs.~3! and ~4! using the normaliza-
tion factor 0.81# to experimental A2 or A4 results. Again,
similar trends appear—predictions relatively low for small—
and high for large—instruments. Since the rib height contri-

butions in Eqs.~3! and ~4! are relatively small~,5% of the
bout-width dependence!, f (A2)/ f (A4)'Wub/Wlb'0.8, a
result quite close to experimental results for the rigid violin
cavity, the violin, and all octet members. This broad agree-
ment, combined with the very weak rib height dependence in
Eqs.~3! and ~4!, argues for dropping the rib height terms in
Eqs.~3! and~4!, with essentially no loss of overall accuracy
in the compliance-corrected equations.

Although A2 and A4 induce similar across-the-bout flex-
ure, it is different in character than for A0 and A1. Hence, a
new normalized range calculation was performed for the A2
and A4 datasets simultaneously. The resulting compliance
correction wasxc50.16, resulting in compliance-corrected
semiempirical~SEC! equations~c in centimeters per second,
all dimensions in centimeters!,

f ~A2 !5
1.68c

V0.16Wlb
, ~5!

f ~A4 !5
1.68c

V0.16Wub
. ~6!

These equations offer considerably improved agreement
with experiment, as can be seen from Fig. 2, although not
quite as good as for A0 and A1. All compliance-corrected A2
and A4 frequencies now fall within620% of experiment and
retain a pure geometry dependence in the ratio.

VII. CONCLUSIONS

Elastic walls in a complex shape like the violin cannot
be rigorously incorporated into any model of violin cavity
modes in a simple way. Instead, wall compliance was added
to the rigid-cavity 2DOF model as a semiempirical volume-
dependent termV20.08 multiplying the 2DOF A0 and A1

FIG. 2. Top: ratio of SE@Eq. (3)30.81,l# and SEC@Eq. ~5!, solid line#
model predictions to experimental A2 frequencies for the violin octet. Bot-
tom: the same as above but for A4@and Eqs.~4! and ~6!, resp.#. Typical
errors are smaller than points.
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frequencies. This compliance correction is helpful in under-
standing why earlier equations for the Helmholtz resonance
had some success, but failed in situations where they should
have worked best. In the 2DOF model A0–A1 coupling
changes the volume dependence off (A0) from V20.5 to
V20.25, but wall compliance moves it toV20.33. Scaling A0
for the octet with the Rayleigh relationship, constantly reset-
ting the scaling to the closest instrument as did Schelleng,
should give reasonable results. In going from one instrument
to another, e.g., violin to cello, where there are additional,
substantialf-hole, wall thickness, arching, and rib height
changes, volume dependence could also be partially sub-
sumed into other dependences. The fundamental inadequacy
linked to wall compliance was exposed only when the vol-
ume was changed solely through rib height changes, all other
dependences essentially canceling in the frequency ratio.

As for A1, for a ‘‘rigid’’ large bass it should fall at about
3.753 f low , not the 2.253 f low observed. If octet members
were scaled as a rigid-walled cavities,f (A1) would change
from lower-than-desired to higher-than-desired, exactly as
seen in Fig. 1. But with wonderful synergism, wall compli-
ancedropsA1 mode frequencies proportionately more as the
instruments grow in size, and thus compensates for the in-
creasingly too-short cavity lengths of the larger instruments,
the net result being that A1 always falls close to the ‘‘main
wood’’ resonance, as in the violin. Of course, a small contri-
bution from the aforementionedf (A1)-lowering effect of
relatively lower arches for the larger instruments can be ex-
pected as well.

At this stage in bowed string instrument development it
seems improbable that any practical bowed string instru-
ments will be made larger than the large bass, or smaller than
the treble violin~other than those for small children!. Within
this range it is now possible to place the lower cavity modes
in a properly constructed instrument close to a desired fre-
quency, minimizing later cut-and-try trimming. Superior un-
derlying physics, A0–A1 coupling, enhanced sensitivity to
details of cavity geometry and wall compliance compensa-
tion all combine in the 2DOFC model to predict A0 and A1
frequencies that agree with experiment to within about
610% across an enormous size range. For higher modes
such as A2 and A4 semiempirical relations like Eqs.~5! and
~6! are still the best.
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Simplified models of flue instruments: Influence of mouth
geometry on the sound source
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Flue instruments such as the recorder flute and the transverse flute have different mouth geometries
and acoustical response. The effect of the mouth geometry is studied by considering the
aeroacoustical response of a simple whistle. The labium of a transverse flute has a large edge angle
~60°! compared to that of a recorder flute~15°!. Furthermore, the ratioW/h of the mouth widthW
to the jet thicknessh can be varied in the transverse flute~lips of the musician! while it is fixed to
a valueW/h'4 in a recorder flute. A systematic experimental study of the steady oscillation
behavior has been carried out. Results of acoustical pressure measurements and flow visualization
are presented. The sharp edge of the recorder provides a sound source which is rich in harmonics
at the cost of stability. The larger angle of the labium of the flute seems to be motivated by a better
stability of the oscillations for thick jets but could also be motivated by a reduction of broadband
turbulence noise. We propose two simplified sound source models which could be used for sound
synthesis: a jet-drive model forW/h.2 and a discrete-vortex model forW/h,2. © 2003
Acoustical Society of America.@DOI: 10.1121/1.1543929#

PACS numbers: 43.75.Np, 43.75.Qr@NHF#

I. INTRODUCTION

In a flue instrument, the sound is produced by the inter-
action of a jet with a sharp edge~called the labium! placed in
the opening~mouth! of a resonator~body of the instrument!.
The jet is formed by flow separation at the end of a slit~the
flue channel! and travels along the mouth of the resonator
towards the labium. Coupling between jet oscillations in the
mouth and acoustical resonances in the body provides self-
sustained oscillations of the jet and maintains sound produc-
tion.

A large variety of flue instruments are discussed by,
among others, Castellengo~1976!, Campbell and Greated
~1987!, and Fletcher and Rossing~1998!. In a recent review,
Fabre and Hirschberg~2000! discuss the literature on physi-
cal modeling of flue instruments. As explained in their paper,
there exist no accurate models for the flow in the mouth of
such instruments. Formal theories of Crighton~1992!, Elder
~1992!, and Howe~1998! are based on a linear response of
very crude models of the flow. They cannot predict the am-
plitude of the oscillations. We therefore use here modifica-
tions of simplified nonlinear models. Next to their passive
acoustical behavior, which can be described by means of
simple acoustical models~Fletcher and Rossing, 1998; Colt-
man, 1966; Nederveen, 1998; Wolfe, 2001!, flue instruments
distinguish themselves also by significantly different mouth
geometries. Simple models for the source are found in litera-
ture. Coltman~1968, 1969, 1976! developed a simplified
model of the sound production which is called the jet-drive
model. A similar model was used by Powell~1961! to predict
the sound production of an edge-tone system. In this model,
the jet flow Qj is separated at the labium into a flowQin

entering the resonator and a flowQout leaving the resonator.
These flows act as two complementary monopole sound
sources (Qj5Qin1Qout) ~Elder, 1973!. This jet-drive model
is commonly accepted in the literature~Fletcher and Rossing,
1998!. In its original form, the jet-drive model includes a
momentum drive associated to the volume injection. Colt-
man ~1980! has shown that this effect is much weaker than
predicted by the quasi-steady model of Fletcher and Rossing
~1998! and Elder~1973!. We will therefore ignore this mo-
mentum drive. Fabreet al. ~1996! and Vergeet al. ~1997a,
b!, however, demonstrated that vortex shedding at the labium
was a key damping mechanism and proposed simplified
models for this. When this modified jet-drive model~without
momentum drive but with vortex damping! is implemented
in a global model of the instrument, one can predict within 1
dB the oscillation amplitudes in a recorderlike instrument
~Verge et al., 1997a, b; Fabreet al., 1996! at low Strouhal
numbers corresponding to the first hydrodynamic mode of
the jet. For higher values of the Strouhal number, the jet-
drive concept appears to fail as a result of the breakdown of
the jet into discrete vortices. This effect was first reported by
Fletcher ~1976!. In the case of a jet/labium configuration
without resonator~edge-tone!, Holgeret al. ~1977! proposed
to describe the jet flow behavior in terms of a Von Ka`rmàn
vortex street. The model of Holger~1977! has recently be
used with some success by Se´goufinet al. ~2001!. While the
idea of using such a discrete-vortex model for a flue instru-
ment at high Strouhal numbers was proposed earlier~Hirsch-
berg, 1995; Fabre and Hirschberg 2000!, it was only recently
used for a whistle by Meissner~2002! in the case of a very
thin jet compared to the mouth width. In the present paper,
we investigate the use of the combination of a similar
discrete-vortex model and the jet-drive model in order to
explain the effect of the ratio between the mouth widthW
and the jet heighth on the flow behavior in a simple whistle.

a!Author to whom correspondence should be addressed. Electronic mail:
a.hirschberg@tue.nl
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In order to simplify the theory, we consider only the maxi-
mum of the dimensionless amplitude which corresponds to a
critical Strouhal number at which the sound source is in
phase with the acoustical velocity through the mouth. We
therefore avoid in the jet-drive model the description of the
phase lag due to the jet response.

Furthermore, we describe some experimental results ob-
tained from a study of the effect of the mouth geometry on
the oscillation amplitude and its stability. The pulsation am-
plitudes predicted by our model as a function of the ratio
W/h between the mouth widthW and the jet thicknessh are
compared to experimental results. The model is described in
Sec. II and the experimental work is presented in Sec. III.
This includes some flow visualization.

II. SIMPLE MODELS

In this section, we propose a simple model to predict the
pulsation amplitudes in a whistle~or ocarina!. This flue in-
strument can be represented, in a first approximation, by a
resonator with a closed volumeV5H23L ~whereH2 andL
are the square cross-section and the length of the cavity,
respectively! and a mouth opening of cross-sectionSm5H
3W along which a jet is grazing~whereW is the width of
the mouth opening!. The system has a single acoustic mode
behavior. The excitation of the resonator by the jet oscilla-
tions is represented by either a jet-drive model or a discrete-
vortex model~Sec. II C!.

A. Single mode model

As explained in a previous study on self-sustained oscil-
lations in a Helmholtz-like resonator~Dequand, 2001,
2001b!, the resonator is described as a mass-spring system
where the mass represents the incompressible flow in the
neck of the resonator~small pipe of lengthLm and cross-
section areaSm), and the spring represents the volumeV of
the resonator. This volume is not shallow and plane waves
can propagate inside. Such a system could be called a
‘‘stopped pipe.’’ By considering the particle displacementz
in the neck~mouth! of the resonator~defined positive when it
is directed into the volumeV), Newton’s law yields

Ma

d2j

dt2
1R

dj

dt
1Kj5F~ t !, ~1!

whereF(t) denotes the aeroacoustical forces acting on the
resonator and will be determined in the next paragraph. The
massMa is related to the effective lengthLeff of the neck
~mouth! of the resonator:

Ma5r0LeffHW, ~2!

wherer0 is the uniform flow density.
By applying the momentum conservation to the neck,

the effective length of the neck is expressed as

Leff5
1

2p f 1r0
Up8

u8
U, ~3!

whereu8 and p8 are the acoustical perturbations of the ve-
locity and the pressure, respectively. Then, by writing the
mass conservation between the resonator and the neck and

assuming that only plane wavesp1 andp2 propagate in the
resonator@Wr0c0u85H(p12p2) wherec0 is the speed of
sound#, the effective lengthLeff becomes

Leff5
W

H

c0

2p f 1
Up11p2

p12p2U5 W

H

c0

2p f 1
cotS 2p f 1

c0
L D . ~4!

The damping coefficientR is related to the quality factor
Qf5 f 1 /D f 1 :

R5
2p f 1Ma

Qf
. ~5!

The quality factorQf530 was determined experimentally
from measurement of the 3-dB widthD f 1 of the resonance
peak atf 1 . By definition, the spring constantK is

K5Ma~2p f 1!2. ~6!

In Eqs. ~2!–~6!, the frequencyf 1 is measured. In the next
sections, we will omit the subscript 1 and we will denote the
frequency byf. In the present work, we identifiedf 1 with the
whistling frequency at the maximum amplitude of a mode.

B. Losses induced by vortex shedding at the labium

Flow separation occurs at the sharp edge of the labium.
We consider here the vortex shedding associated with the
quasi-steady flow separation of the acoustical flow through
the mouth~Fabre, 1996; Vergeet al., 1997a, b!.

By assuming that the flow separation of the acoustic
flow Q5(dj/dt)HW ~whereHW is the cross-sectional area
of the mouth! at the labium results in the formation of a free
jet @quasi-steady free-jet model proposed by Ingard and Ising
~1967!#, the effects of vortices can be represented by a fluc-
tuating pressureDpv across the mouth of the instrument:

Dpv52
1

2
r0S Q

avHWD 2

sign~Q!, ~7!

whereav is the vena-contracta factor of the jet. We choose
the value ofav50.6 as used by Vergeet al. ~1997a, b!. The
time-averaged power losses induced by the vortex shedding
at the labium is then

^Plosses&5^DpvQ&52
1

2T

r0HW

av
2 E

0

TS dj

dt D
2Udj

dtUdt. ~8!

Howe ~1975! proposed to use the point vortex model of
Brown and Michael~1954! in order to describe the vortex
shedding at the labium. Using an asymptotic approximation,
he obtains an analytical model which predicts a sound pro-
duction by this vortex shedding. A great advantage of the
model proposed by Howe~1975! is that it could explain the
difference in generation of harmonics on the sharpness of the
edge of the labium as proposed by Nolle~1983!. The classi-
cal model of Fletcher and Rossing~1998! does not predict an
effect of the edge geometry. The model of Howe~1975! can
easily be generalized to be applied to an arbitrary edge angle
as long as the vortex remains close to the labium. While
self-similar solutions of Pullin~1978! and Peters~1993! are
available, we expect that a numerical simulation of the vor-
tex path as a function of time is useful. The numerical study
of Dequand~2001, 2001b! indicates significant discrepancies
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between the asymptotic analytical solution of Howe~1975!
and a numerical solution. From simple scaling arguments
one can, however, expect without calculations that a sharper
edge as found in the recorder will produce a more abrupt and
stronger absorption than an edge of 60° as found in the flute.
The choice of the sharp labium in the recorder might there-
fore be dictated by the necessity of a stronger production of
higher harmonics.

C. Simple source models

1. Jet-drive model

The mouth of the resonator can be described as a two-
dimensional slit of widthW between a wall and a semi-
infinite plane~perpendicular to the wall! representing the la-
bium ~Fig. 1!. The jet volume flow is assumed to be split into
two complementary monopole~line! sourcesQin5uQj ueivt

52Qout placed at a distancee from the edge of the labium
at the lower and upper side of the labium, respectively. This
jet-drive model has been used by Vergeet al. ~1994a! for
small jet thicknesshj compared to the mouth widthW. The
source is represented by a fluctuating pressureDpj deduced
from the potential difference across the mouth induced by
two monopoles:

Dpj'r0

d j

HW

dQj

dt
, ~9!

whered j is the effective distance between the two comple-
mentary monopole sourcesQin and Qout. The lengthd j is
calculated by means of a potential flow theory. For the limit
e!W, we have, following Vergeet al. ~1994a, b!,

d j

W
'

4

p
A2e

W
. ~10!

In the thin jet limit (W/h@1), the only length scale in the
flow around the edge of the labium is the jet thicknesshj , so
that e should be proportional tohj . Vergeet al. ~1994a, b!
actually assume thate5hj . We make an additional approxi-
mation by identifying the jet thicknesshj with the heighth of
the flue channel. Hence, we neglect the lateral broadening of
the jet velocity profile as the jet travels across the mouth.

The power generated by the source is calculated by as-
suming that the acoustical flow is locally a two-dimensional
incompressible flow and that the source is in phase with the
acoustical flux through the mouthQ5(dj/dt)WH ~where
WH is the cross-sectional area of the mouth!. This corre-
sponds to the condition for which the oscillation amplitude

has a maximum as a function of the blowing pressure. This
assumption allows us to ignore the effect of the jet response
on the phase lag between the sound source and the acoustical
flow velocity oscillation. We assume also that for each half
oscillation period, the jet direction alternates between inside
and outside the resonator. The passage of the jet from one
side to the other side of the labium is assumed to be within a
very short time compared to the oscillation period. The
sourcesQin andQout behave in terms of the time as a square
wave of amplitudeQj /2 @Fig. 1~b!#:

Qin5
Qj

2
1Qin8 , Qout5

Qj

2
1Qout8 . ~11!

This model should be reasonable for large displacements of
the jet at the labium which are observed in our visualizations
for W/h.2.

As explained above, the sourcesQin and Qout have an
opposite phase (Qout8 52Qin8 ) becauseQj is constant (Qj

5Qin1Qout). The average over an oscillation periodT of the
power generated by this jet drive is then

^Pjet-drive&5^DpjQ&

5
2

TH E
0

T/2

r0

4

p
A2h

W
uQj udS t2

T

4D S dj

dt DHW dt

5
8

pT
r0A2h

W
U0hHWUdj

dtU, ~12!

whereU0 is the jet flow velocity.
By balancing the acoustical energy losses^Plosses& due to

vortex-shedding at the labium@Eq. ~8!# to the acoustic en-
ergy produced by the jet̂Pjet-drive& @Eq. ~12!#, Verge et al.
~1997a, b! found a relation between the pulsation amplitude
(dj/dt)max, the Strouhal numberSr5 f W/U0 , and the ratio
W/h of the mouth widthW and the jet thicknessh:

S ~dj/dt!max

U0
D 2

;Sr S h

WD 3/2

. ~13!

The agreement of our experimental data with this relation-
ship will be checked in Sec. III~Fig. 11!.

While we have assumed thatW/h@1, we also have as-
sumed that the jet does not break down into discrete vortices.
This is only reasonable for the first hydrodynamic modeSr

5 f W/U0,0.3. As observed by Fletcher~1976!, a jet-drive
model as proposed here would severely overestimate sound
production by higher-order hydrodynamic modes of the jet

FIG. 1. ~a! Idealized representation of the mouth of the
instrument in the jet-drive model~Vergeet al., 1994a!
and ~b! time dependence of the two complementary
sourcesQin andQout .
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oscillation. For higher-order modes, a discrete-vortex model
should be used. The use of Holger’s model~Holger et al.,
1977! could be considered here.

2. Discrete-vortex model

When the jet is thick, it will appear from experimental
observations that the grazing jet flow is not fully deflected
into the resonator. A description in terms of the jet-drive
model becomes difficult. If the jet is very thick, the two shear
layers bounding the jet behave independently of each other.
We follow here the idea of Meissner~2002! to describe both
shear layers bounding the jet in terms of discrete vortices.
This corresponds to the application of Nelson’s model~Nel-
sonet al., 1983; Hirschberg, 1995; Dequand, 2001! to each
shear layer. As in the jet-drive model described in the previ-
ous section, the mouth of the resonator is described as a
two-dimensional slit of widthW between a wall and a semi-
infinite plane representing the labium~Fig. 2!. In Nelson’s
model~Nelsonet al., 1983!, the vorticity of the shear layers
of the jet is assumed to be concentrated into line vortices
traveling along straight lines~in the axis direction of the flue
channel! with a constant velocityUG50.4U0 . This value of
UG corresponds to experimental observations~Bruggeman
et al., 1989!. We assume that the circulation of the vortices
grows linearly during the first period of their life~before
remaining constant!.

The two shear layers are separated from each other by a
distanceh which is assumed to be constant and equal to the
jet thickness at the flue exit. In order to avoid the singularity
at the labium, the positions of the two shear layers are cho-
sen such that the vortices pass along the labium but do not
hit the labium~Fig. 2!. We introduce the parameterh0 cor-
responding to the distance between the lower shear layer and
the labium. The value ofh0 is not critical when varied in the
rangeW/10<h0<W/4. In the results presented, we usedh0

5W/5.
The generation of vortices is periodic and is triggered by

the acoustical flux through the mouth. A new vortex is
formed at the inner shear layer~on the resonator side! each
time the acoustical velocitydj/dt changes sign from di-
rected towards the outside to directed towards the inside of
the resonator@minimum of the acoustical pressurep8(L) in
the resonator#. A new vortex is formed at the outer shear
layer half an oscillation period later@maximum of the acous-
tical pressurep8(L) in the resonator#. The circulation of the
j th vortex ~with j 51,2,3,...) at the inner shear layer (G i

( j ))
and at the outer shear layer (Go

( j )) can be written as

G i
~ j !~ t !5

U0
2

2
@ t2~ j 21!T# for ~ j 21!T<t< jT,

G i
~ j !~ t !5

U0
2

2
T for t. jT,

~14!

Go
~ j !~ t !52

U0
2

2
@ t2~2 j 21!T/2#

for ~2 j 21!T/2<t<~2 j 11!T/2,

Go
~ j !~ t !52

U0
2

2
T for t.~2 j 11!T/2,

whereT is the oscillation period.
The acoustical power generated by the vortices is calcu-

lated by using Howe’s energy corollary~Howe, 1980!. The
acoustical power averaged over one period of oscillationsT
is

^Pdiscrete-vortex&5
2r0

T E
0

TE
VS

~v3v!•u8 dV dt, ~15!

where the volume integration is taken over the source region
of volumeVS and where the local acoustical flow velocityu8
represents the unsteady part of the potential flow component
of the velocity fieldv.

The vorticity fieldv5“3v takes into account the con-
tribution of each vortex of the shear layers:

v5(
j

@G i
~ j !~ t !d~x2xi

~ j !~ t !!1Go
~ j !~ t !d~x2xo

~ j !~ t !!#.

~16!

The complex conjugate of the local acoustical flow velocity
u8 can be determined by means of potential flow theory
~Vergeet al., 1994a, b; Dequand, 2001, 2001b!:

u8* 5
4

p

dj

dt

z

z221
, ~17!

wherez5z/W6A(z/W)221 is either the transformation of
the upper half of thez-plane into the upper half of the real
z-plane ~positive sign! or the transformation into points of
the lower half of the realz-plane~negative sign! ~Fig. 3!.

This method takes into account the nonuniformity of the
acoustical velocityu8, which is not considered by Meissner
~2002! or Hirschberg~1995!.

FIG. 2. Idealized representation of the mouth of the
instrument in the discrete-vortex model. The two shear
layers are separated by a distanceh and the parameter
h0 represents the distance between the outer shear layer
and the labium.
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3. Global source model

The jet-drive model, valid for thin jets, and the discrete-
vortex model, valid for thick jets, can be combined in a
global model in which the acoustical power generated by the
source is defined as

^Psource&5
~W/h!3^Pjet-drive&1~W/h!0

3^Pdiscrete-vortex&

~W/h!31~W/h!0
3 ,

~18!

where (W/h)0 is a fit parameter. We could choose (W/h)0

52.5, which is the value ofW/h for which both models
~jet-drive and discrete-vortex! give the same source power.

D. Energy balance

Assuming that the particle displacementj in the neck is
harmonicj(t)52 ĵ cosvt, we can write the energy balance
of the system from Eqs.~1!, ~8!, and ~18!. The amplitude
udj/dtu/U0 of the oscillations can then be deduced as a func-
tion of the Strouhal numberSr5 f W/U0 .

III. EXPERIMENTAL STUDY

A. Experimental setup

A scheme of the experimental setup is shown in Fig. 4.
The resonator is placed in a semi-anechoic room, 60 mm
downstream of the outlet~square cross-sectional area of 60
360 mm2) of a silent wind tunnel. The resonator volume
consists out of an aluminum pipe of square cross-sectional
area ofH2560360 mm2 and 2 mm wall thickness. Metal
plates of 3 mm wall thickness are glued on the pipe walls to
reduce potential wall vibrations. The pipe is terminated by a
piston in which a piezo-electrical transducer~PCB 116A with
Kistler Charge amplifier type 5007! is placed. The piston
position can be varied and is determined within 1 mm.

The main pipe, which carries the grazing flow, is termi-
nated 4.9 cm upstream of the neck of the resonator. In the
region where the vortices are formed, the side walls of the
resonator are made of glass windows.

The mouth consists of three blocks which can be
changed to modify the mouth geometry. The instrument is
driven by a free jet of thicknessh formed by blowing
through a slit~flue channel! of height h. This heighth was
varied between 2 and 60 mm. The slit or flue channel was
made by the aperture between a block~lip! of 2.5 cm width
and the upstream block of the neck of the cavity. The up-
stream side of the lip was rounded in order to avoid flow
separation within the flue channel, while the downstream
side was either sharp@Fig. 5~a!# or chamfered at an angle of

45° @Fig. 5~b!#. Two different angles (a5215° and 60°! of
labium were used. Note that the 15°-labium is directed out-
side of the cavity while the 60°-labium is directed inside the
cavity. These configurations~angle of the labium and direc-
tion! correspond to the mouth of a transverse flute and of a
recorder, respectively. The distanceW between the flue chan-
nel exit and the labium was either 24 mm for the 60°-labium
or 20 mm for the 15°-labium for a flue exit with sharp edges.
With edges, the distanceW was increased by 6 mm to 30 and
26 mm, respectively, for the two different labia. In the region
surrounding the mouth of the resonator, the side walls of the
resonator are made up of glass windows to allow for flow
visualization.

B. Acoustical measurements

During the acoustical measurements, the amplitude of
the acoustical pressurepexp8 at the top of the resonator, the
frequency of the acoustical oscillationsf, the lengthL of the
resonator, and the jet flow velocityU0 were determined. As
we consider low frequencies, only plane waves propagate in
the cavity of the resonator. The mean acoustical velocity am-
plitude udj/dtu ~defined as the ratio between the acoustical
flux through the mouth and the mouth opening areaH3W)
can then be deduced by the formula

dj

dt
5

H

W

upexp8 u
r0c0

sinS 2p f L

c0
D sin~2p f t !. ~19!

1. Experimental results

The measured pulsation amplitudesudj/dtu/U0 as a
function of the Strouhal numberSr5 f W/U0 are shown in
Figs. 6–9 for the four different configurations: the 15°-

FIG. 3. ~a! Idealized geometry deduced from the actual
geometry by means of the method of images~z-plane!
and ~b! transformed plane by means of a conformal
mapping~z-plane!.

FIG. 4. Experimental setup.
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labium and the 60°-labium with either chamfered~Fig. 6 and
8! or sharp lips~Figs. 7 and 9!. The results are presented for
different heightsh of the flue channel. We observe that for
thick jets (h>10 mm), the measured pulsation amplitudes
are much less sensitive to the choice ofh than for thinner
jets.

From the experimental data shown in Figs. 6–9, the
maximum of the pulsation amplitudes (udj/dtu/U0)max can
be deduced and plotted as a function of the ratioW/h of the
width W of the mouth opening and the heighth of the flue
channel. The results are presented in Fig. 10 for the four
configurations.

FIG. 5. Mouth geometry.~left! Flue exit with sharp edges and 60°-labium and~right! flue exit with chamfered edges and 15°-labium.

FIG. 6. The 15°-labium with chamfered lips. Pulsation amplitudes
udj/dtu/U0 in terms of the Strouhal numberSr5 f W/U0 based on the mouth
width W526 mm ~length of the resonatorL5191 mm).

FIG. 7. The 15°-labium with sharp lips. Pulsation amplitudesudj/dtu/U0 in
terms of the Strouhal numberSr5 f W/U0 based on the mouth widthW
520 mm ~length of the resonatorL5191 mm).
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We observe that the maximum of amplitude
(udj/dtu/U0)max reached for the 60°-labium is 20% higher
than that obtained for the 15°-labium. This difference in am-
plitude can be explained by the fact that in the case of the
15°-labium, the losses due to vortex shedding at the labium
are more important than for the 60°-labium. This difference
in amplitude is also observed for real musical instruments as
the flute~60°-labium! and the recorder flute~15°-labium!. A
maximum of the amplitude (udj/dtu/U0)max is reached for a
ratio W/h around 2. It is interesting to note~Fletcher, 2002!
that this corresponds roughly to the maximum of instability
for an infinite profile with a Bickley velocity profile~Mat-
tingly and Criminale, 1971! at a hydrodynamical wave num-
ber p/(2W). Furthermore, when the edges of the flue exit
are sharp, the pulsation amplitudes are higher than for a
chamfered flue exit. This effect of the geometry of the flue
exit has also been observed by Se´goufin et al. ~2000!. In the
case of the 15°-labium and a flue exit with sharp edges~Fig.
7!, we observe also some instabilities in the measured pulsa-

FIG. 8. The 60°-labium with chamfered lips. Pulsation amplitudes
udj/dtu/U0 in terms of the Strouhal numberSr5 f W/U0 based on the mouth
width W530 mm ~length of the resonatorL5191 mm).

FIG. 9. The 60°-labium with sharp lips. Pulsation amplitudesudj/dtu/U0 in
terms of the Strouhal numberSr5 f W/U0 based on the mouth widthW
524 mm ~length of the resonatorL5191 mm).

FIG. 10. Maximum of the dimensionless acoustical velocity amplitude
(udj/dtu/U0)max as a function of the ratioW/h between the widthW of the
mouth opening and the heighth of the flue channel. The data are shown for
a flue exit with sharp and chamfered edges and for both the 15° and 60°-
labia ~length of the resonatorL5191 mm).

FIG. 11. Jet-drive model for thin jets (W/h.2). Experimental data~points!
are compared with a fit~lines! of the relation found by Vergeet al. 1997a, b
@Eq. ~13!# for the four different mouth geometries: 60°-labium and flue exit
with chamfered edges~d, ———!, 60°-labium and flue exit with sharp
edges~m, ———!, 15°-labium and flue exit with chamfered edges~s,
•–•–! and 15°-labium and flue exit with sharp edges~,, –––!.
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tion amplitudes. This behavior does not occur for the other
mouth geometries considered or is much less pronounced.

From Fig. 10, the two types of behavior of the flow in
the mouth of the resonator, which were described in Sec. II,
are pointed out. For high ratiosW/h (W/h.2), the jet
formed at the exit of the flue channel is thin and the flow
behavior can be described by the jet-drive model presented
in Sec. II. For smaller ratiosW/h (W/h,2), the jet becomes
too thick to remain in one bulk and it breaks down in two
‘‘independent’’ shear layers. This is described by the
discrete-vortex model~Sec. II!.

For thin jets (W/h.2), the relation deduced by Verge
et al. ~1997a, b! from the jet-drive model~Verge et al.
1994a! is checked@Eq. ~13!# in Fig. 11. The points represent
the experimental data and the lines correspond to a least-
square fit of the experimental data. We see that the propor-
tionality between (udj/dtumax/U0)

2 andSr(h/W)3/2 is indeed
a fair approximation of the behavior for thin jets. For the
15°-labium in the case of a flue exit with sharp edges~,!,
we observe more scatters around this ideal than for the other
mouth geometries. As discussed above, the sound production
was rather unstable in that particular case.

2. Comparison with the simple model proposed

Figure 12 shows the prediction of the maximum of the
pulsation amplitudes (udj/dtu/U0)max as a function of the
ratio W/h for a flue exit with chamfered edges and the 15°-
labium. The analytical data obtained from the simple model
described in Sec. II are compared to experimental results.

The model is able to predict the two expected types of
behavior as a function of the jet thicknessh compared to the
mouth width W. This model could be improved by taking
into account the flow separation induced at the labium by the
passage of vortices~Fig. 13!.

FIG. 12. Maximum of the dimensionless acoustical velocity amplitude
(udj/dtu/U0)max as a function of the ratioW/h between the widthW of the
mouth opening and the heighth of the flue channel. The data are shown for
a flue exit with chamfered edges and for the 15°-labium. Experimental data
~d! are compared to the values predicted by means of the proposed analyti-
cal models: discrete-vortex model~———! and jet-drive model~–––!. In
the discrete-vortex model, the distance between the lower shear layer and
the labium is set toh055 mm ~Fig. 2!.

FIG. 13. Flow separation at the 15°-labium of the resonator induced by the
passage of vortices near the labium. This behavior was also observed by
Verge ~1997a, b! for a recorder.

FIG. 14. Scheme of the slit in the blocks of the lips, used for the injection
of CO2 during the flow visualization.
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C. Flow visualization

The periodic flow in the mouth of the resonator is visu-
alized by means of a standard schlieren technique~Merz-
kirch, 1987!.

A lens is placed at each side of the mouth of the reso-
nator. The source of light used is a nanolite light and is
placed at the focus length of the first lens so that the beam of
light is parallel between the two lenses. The nanolite spark
discharge provides a light pulse of about 80 ns duration each
time the acoustic pressure at the top of the resonator exceeds
a certain value. An additional delay between the triggered
signal and the nanolite pulse is introduced in order to visu-
alize the flow at a different moment of the oscillation period

T. The injection of a gas with a different refractive index in
the mouth of the resonator results in the deviation of the light
beam and enables the visualization of the shear layer. At the
focus length of the second lens, a small diaphragm is placed
in order to be able to adjust the luminosity and the contrast
of the pictures. The resulting pictures are taken by means of
a camera placed just behind the diaphragm.

Flow visualization has been carried out on a flue exit
with sharp edges for the 60°-labium. The gas injected is
CO2. The injection is done by means of a slit in the blocks
of the lips ~Fig. 14!. This slit is made at an angle of 45° in
order to reduce disturbances of the shear layers.

The results are shown in Figs. 15–17 for three different

FIG. 15. Vortex shedding in the mouth
of the resonator with the 60°-labium,
a flue exit with sharp edges, and
a channel heighth54 mm~W/h56! ~L
5552 mm,U0516.26 m/s,Sr50.19).
The jet swings around the labium and
enters entirely into the resonator dur-
ing part of the oscillation cycle. The
time, at which each picture is taken, is
shown on the acoustical velocity sig-
nal. The pictures~a!–~h! are at t/T
5 0.002,0.13,0.25,0.37,0.50,0.63,0.75,
0.88, respectively. The origint/T50
is the point at which the sign of the
acoustical velocity becomes positive.
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heightsh of the channel. ForW/h56 ~Fig. 15!, the jet is thin
and oscillates around the labium. When the acoustical pres-
sure at the top of the resonator is minimal, the acoustical
velocity starts entering the resonator and the jet is directed
into the resonator during half an oscillation period. During
the second half of the oscillation period, the acoustical ve-
locity changes sign and the jet is directed out of the resona-
tor.

For W/h51.7 ~Fig. 16! andW/h50.8 ~Fig. 17!, the jet
breaks down into two independent shear layers. The lower
shear layer does not enter into the resonator. The jet-drive
model certainly fails in these cases. When the acoustical ve-
locity is positive ~enters the resonator!, a first vortex is
formed at the upper side of the lips. Half an oscillation pe-

riod later, a second vortex is formed at the lower side of the
lips. Only the first hydrodynamic mode was visualized. For
higher Strouhal numbers~smaller main flow velocity!, higher
hydrodynamic modes can be visualized~Fig. 18!.

IV. CONCLUDING REMARKS

The recorder has a relatively poor acoustical response
for higher harmonics compared to the transverse flute. We
expect that the very sharp labium~15°-labium! of the re-
corder will generate strong higher harmonics in the source
spectrum due to impulsive vortex shedding at the tip of the
labium ~Verge et al., 1994b; Nolle, 1983!. A turbulent jet
would in such a case produce a very noisy sound which is

FIG. 16. Vortex shedding in the mouth
of the resonator with the 60°-labium,
a flue exit with sharp edges, and a
channel height h514 mm (W/h
51.7) (L5552 mm, U0514 m/s, Sr

50.22). We are near the transi-
tion W/h52 between the jet-drive be-
havior and the individual shear
layer behavior. The time, at which
each picture is taken, is shown on
the acoustical velocity signal. The
pictures ~a!–~h! are at t/T50,0.12,
0.25,0.37,0.50,0.62,0.76,0.87, respec-
tively. The origin t/T50 is the point
at which the sign of the acoustical ve-
locity becomes positive.
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avoided by keeping the blowing pressure of the instrument
low. This is at the expense of the power of the instrument. In
a transverse flute~Boehm flute!, the excellent harmonicity of
higher modes results in a rich sound even for a thick labium
with an angle of 60°. This has the advantage of a reduction
of turbulent noise at a given blowing pressure but also ap-
pears to provide a more stable jet oscillation for thick jets. As
the flute operates with a variable jet thickness~lips of the
musician!, this could be an additional argument to use a la-
bium with a large angle~60°!.

Two simplified source models for flue instruments have
been proposed. The models explain the variation of the os-
cillation amplitudes as a function of the ratioW/h of the
mouth widthW to the jet thicknessh for low Strouhal num-

bers. The jet-drive model~Coltman, 1976! is valid for thin
jets (W/h.2) which are typically present in musical instru-
ments. A discrete-vortex model, inspired by the works of
Holgeret al. ~1977! and Meissner~2002!, has been proposed
to explain the sound production of the instrument when the
jet-drive model fails (W/h,2). These two models can be
combined in a global model which could be used in a sound
synthesis model if the jet-drive model is complemented with
a model predicting the effect of the sound source relative to
the acoustical oscillation. In first approximation, a simple
delay line could be considered. Alternatively, the approach of
Fletcher and Rossing~1998! could be used. It is furthermore
clear that our model will not predict accurately the spectral
envelope of the sound produced by the instrument. Finally,

FIG. 17. Vortex shedding in the mouth
of the resonator with the 60°-labium,
a flue exit with sharp edges,
and a channel heighth530 mm
(W/h50.8) (L5552 mm, U0

514.5 m/s, Sr50.22). The outer
shear layer remains far away from the
opening of the resonator. The time, at
which each picture is taken, is shown
on the acoustical velocity signal. The
pictures ~a!–~h! are at t/T50,0.12,
0.25,0.35,0.45,0.6,0.75,0.85, respec-
tively. The origin t/T50 is the point
at which the sign of the acoustical ve-
locity becomes positive.
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we would like to mention that we are now studying the effect
of the acoustics of the instrument on the sound source. Pre-
liminary results show no major effects of the acoustics on the
flow.
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Musical quality assessment of clarinet reeds
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Vibrational modes of 24 clarinet reeds have been observed in both dry and wet conditions using
holographic interferometry. Results have been compared with the ‘‘musical quality’’ of the reeds as
judged by two professional clarinet players. An excellent correspondence has been demonstrated
between specific vibrational behavior and musical quality. The results suggest that the presence and
symmetry of a strong first torsional mode are indicative of good or very good musical quality. A
second, but less stringent quality criterion is the proximity of frequencies corresponding to the
second torsional and the second flexural mode. This proximity leads to the creation of mixed
vibrational modes for the very best of the investigated clarinet reeds. ©2003 Acoustical Society
of America. @DOI: 10.1121/1.1543586#

PACS numbers: 43.75.Pq, 43.75.Ef, 43.75.Yy@NHF#

I. INTRODUCTION

The clarinet is a single-reed woodwind instrument. The
reed is a small slice of natural cane or synthetic material put
into vibration when the musician is blowing air into the in-
strument. The important role of the lowest frequency reed
resonance in sound production by single-reed instruments
has been well established.1 The acoustical significance of the
reed’s higher vibrational modes has been partly identified for
a clarinet reed.2,3 Holography has been used to locate the
corresponding frequencies and to image their vibrational pat-
terns. Some vibrational modes were reported that are similar
to the one-dimensional modes of a cantilevered beam. Other
modes showed two-dimensional vibrations indicating some
twisting motion.3

To the best of our knowledge, however, no in-depth
study has yet been reported relating the details of vibrational
reed behavior to musical quality; i.e., there is no explicit
information of how the vibrational mode patterns differ for
reeds of different quality. For a professional musician, it is a
rather simple and straightforward task to intuitively judge
something as complex as ‘‘musical quality.’’ For a scientist,
however, the same task becomes infinitely more complicated
since it is far from trivial to relate musical quality to simple
observable quantities. Obviously, it is not only the tip thick-
ness, the reed flexibility, or the cane density that will deter-
mine the sound quality. The homogeneity of the reed mate-
rial should certainly play a crucial role. However, how can
nonlinear effects and details of the player’s embouchure be
considered in sound production and in musical quality mea-
surements? In addition, it is known that a reed only obtains
its optimal sound characteristics after a certain amount of
use. In the absence of answers to most of those questions,

reed manufacturers only test the global stiffness of their
reeds in order to classify them before putting them on the
market.

As a result, the selection of a clarinet reed becomes a
daily problem for any clarinet player around the world. The
normal use is to buy several boxes containing 10 reeds each
and to hope that it is possible to find a couple of reeds that
will give a satisfactorily good sound. Thereafter, of course,
new trouble may rapidly occur if these ‘‘good reeds’’ expe-
rience changes in temperature or wetness, or simply as a
result of aging due to being intensively played. The goal of
the present study is, therefore, to find out if there are any
elementary and reproducible criteria to judge the musical
quality of clarinet reeds based on simple and objective mea-
surements. In the following, an in-depth study in very close
collaboration with members of professional orchestras will
be presented and it will be shown that it is, indeed, possible
to predict the normally intuitively determined musical qual-
ity from details of the vibrational behavior of the clarinet
reeds as it can be visualized using, for example, holographic
interferometry.

II. EXPERIMENT

The initial working hypothesis for this study was simply
to assume that the ‘‘musical quality’’ of clarinet reeds is di-
rectly related to their vibrational behavior. In this manner, the
professional clarinetists first classified a sample set of 24
reeds in four categories of musical quality ranging from
‘‘very poor’’ to ‘‘very good.’’ Then, the four or five lowest
natural frequencies and vibrational mode patterns for each of
those classified clarinet reeds were experimentally deter-
mined to examine whether or not it is possible to establish a
simple relationship between details of vibrational properties
and musical quality.
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A. Musical quality evaluation

To get a reliable classification of the clarinet reeds from
a musical point of view, the expertise of two professional
clarinet players from two of the finest standards in the world
has been requested: the first one, Jerome Veragh, is super
soloist with theFrench National Opera, and the second one,
Arnaud Leroy, is soloist with theOrchestre de Paris. Con-
sidering that the first expert is used to playing V12 clarinet

reeds from Vandoren with a stiffness grading of 31
2, and that

this is a widespread clarinet reed, we decided to pick a 24-
sample set among four different boxes of those Vandoren
reeds bought in a regular music-accessories store. Both mu-
sicians determined the musical quality of each reed in the
set; i.e., they evaluated the resulting sound quality of their
instruments as well as the ability and ease with which they
could make the reeds vibrate along the whole spectrum of
the clarinet. Both musicians tested the reeds using their own
instruments, which were in fact identical: the RC model from
Buffet Crampon. Accidentally, their mouthpieces were also
the same: Vandoren model B40 with standard ligatures. The
reeds were not scraped or modified in any way by either one
of the musicians.

One very satisfying result was the fact that both musi-
cians established quite the same classification for the pro-
vided reeds. This finding is very satisfactory since the second
clarinetist~Arnaud Leroy! has quite different playing ‘‘hab-
its’’ and normally uses clarinet reeds of the regular model

from Vandoren~stiffness number 312, which is considered
less stiff than the equivalent V12-stiffness number!. To some
extent, he was to carry out a counterevaluation of the previ-
ous classification by his colleague. In fact, he proved to be
able to evaluate perfectly both ability and ease in reed vibra-
tion, even though the reeds were often too stiff for him to
play them for a very long time. From the initial 24-reed
sample set, our experts agreed to classify four reeds as ‘‘very
poor,’’ nine as ‘‘poor,’’ seven as ‘‘good,’’ and four as ‘‘very
good.’’

B. Holographic setup

The total vibrating area of a clarinet reed fixed to the
mouthpiece by its ligature is about 3 to 4 square centimeters,
and the weight of the moving part in sound production is just
a fraction of a gram. Due to this very low weight, the use of
accelerometers becomes impossible and a natural choice for
the experimental study is to consider holographic interferom-
etry that combines the advantages of providing a highly re-
fined representation of vibrational mode patterns and of be-
ing a noncontact technique.4

The employed optical setup is shown in Fig. 1. Isolation
from external vibrations was assured by placing the ‘‘home-
made’’ holographic table on three properly inflated motor-
cycle inner tubes. The coherent light source was a 5-mW
He–Ne laser. A standard holographic Mach–Zehnder con-
figuration with simple, standard optical components has been
used to record the holograms. The reference beam was puri-
fied and expanded by a spatial filter consisting of a340
microscope lens and a 10-mm pinhole. The object beam was

expanded by a diffuse glass and its length was chosen to
equal the optical path length of the reference beam at the
holographic plate.

To record vibrational mode patterns of the reeds, the
time average method was used.4 For a sinusoidal movement
with a maximum amplitudeA of the object, the intensity
distribution over the surface of the reconstructed object in
the hologram, when the illumination time is much larger than
the vibrational period, is given by:4 I (x,y)}J0

2@2pAF(x,y)
3(cosw11cosw2)/l# wherel is the wavelength of the laser
beam,J0 is the zeroth-order Bessel function of the first kind,
w1 is the angle between the direction of illumination and the
direction of the displacement,w2 is the angle between the
direction of displacement and the direction of observation,
and F(x,y) describes the vibrational mode. Superposed on
the hologram of the reed appears, thus, a set of dark and
bright interference fringes following regions with equal vi-
brational amplitude. Nodal lines separate regions that are vi-
brating in phase opposition. The number of fringes is propor-
tional to the amplitude of the motion. For most holograms,
AGFA 8E75HD holographic plates were used and the opti-
mal exposure time for this setup was determined by trial and
error to be around 40 to 45 seconds. This means that the
holograms were time averaged over roughly 100 000 cycles.
Even for those relatively long exposure times, the simple
vibrational isolation described above was totally sufficient.
The vibrational patterns depicted in the following were ob-
tained by photographing the virtual images of the recorded
holograms.

C. Vibrational excitation procedure

As previously discussed, in the same way that the re-
cording technique had to be a noncontact one, any classical
method based on a direct mechanical excitation had to be
avoided, as it would have introduced a highly dominating
mechanical impedance. Therefore, a system providing a pure
acoustical excitation was employed. To this end, the output
of a low-frequency generator was amplified by a 50-W
power amplifier that was connected to a high-fidelity loud-
speaker. The only nonstandard arrangement was the addition
of a 105-mm-diameter polypropylene tube glued on the
wooden part of the speaker box just in front of the 100-mm-
diameter cone to achieve two main goals: first, to concentrate
the acoustical pressure on the reed during the exposure as the
open end of the tube was only 5 mm away from the reed, and
second, to drastically reduce perturbations on the holography

FIG. 1. Sketch of the experimental setup that was used for the holographic
interferometry measurements.
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table due to sound reflection off the walls of the experimental
room. Instead of designing a special clamping device, a
simple clarinet mouthpiece that offered an easy, safe, and
reproducible way to hold the reeds in place was used for the
recording of the time-averaged holograms. At the same time,
this choice permitted the two professional clarinet players to
play the reeds at any time again for further musical testing.

To find the natural reed frequencies, the reflection of a
weak He–Ne laser beam from the reed surface on a white
screen was observed while slowly scanning the spectrum of
excitation frequencies. As soon as a resonance frequency was
approached, this image became significantly perturbed. Due
to both eye sensitivity and the maximum power of the am-

plifier, we concentrated on frequencies in the range from 400
to 7000 Hz in the present study. Once a resonance frequency
was detected, the corresponding vibrational mode pattern
was recorded using the holography setup described above.
The excitation level was controlled by simply varying the
output power of the amplifier. In Fig. 2, the same reed at the
same excitation frequency, but at three different levels of
acoustical pressure is depicted: the maximum vibrational am-
plitude; i.e., the number of interference fringes, increases
about linearly with acoustical excitation power.

III. RESULTS AND DISCUSSION

A. Dry reed conditions

A first series of experiments was carried out under dry
reed conditions. Even if reeds are obviously wet when being
played by a clarinetist, our goal was to investigate whether it
was possible to predict the sound quality—as judged by a
musician under realistic wet playing conditions—directly
from dry reeds. In case the musical quality was more directly
related to the vibrational mode patterns than to the absolute
value of natural frequencies, it may not be required to test
reeds in wet conditions that, of course, are much more com-
plex to control during experiments.

All investigated reeds exhibited a first vibrational mode
in the range of frequencies from 2100 to 2400 Hz~see Table
I! with a shape similar to the first flexural mode of a canti-
levered beam. There was no significant difference between
the different reeds either in frequency, or in vibration pattern

FIG. 2. Vibration patterns obtained with the same clarinet reed excited at the
same vibrational resonance frequency, but at three different levels of acous-
tical excitation:~a! 10 W; ~b! 20 W; and ~c! 40 W approximate speaker
output power.

TABLE I. First four resonance reed frequencies determined for the 24-reed sample set representing four
different musical quality categories as classified by two professional musicians. The cited frequencies were all
measured under dry reed conditions.Dn2 is the measured frequency difference between the second flexural and
the second torsional mode. The resonance quality is expressed by the use of different fonts:hardly detectable—
good—very strong.

1st flexural
~Hz!

1st torsional
~Hz!

2nd flexural
~Hz!

2nd
torsional

~Hz!

Mixed
mode
~Hz!

Dn2

~Hz!

Very poor 2140 5800 6260 460
Very poor 2220 3750 5450 5830 380
Very poor 2200 5830 6370 540
Very poor 2320 5840 6280 440
Poor 2285 3780 5720 6250 530
Poor 2205 5810 6270 460
Poor 2310 3610 5850 6200 350
Poor 2270 5830 6100 270
Poor 2200 3550 5860 6350 490
Poor 2260 3740 5880 6120 240
Poor 2380 6390 6710 320
Poor 2440 6315 6680 365
Poor 2330 3760 6320 6790 470
Good 2320 3770 5820 6210 390
Good 2325 3760 6325 6560 235
Good 2240 3750 5860 6100 240
Good 2330 3560 5930 6270 340
Good 2140 3750 5850 5950 100
Good 2200 3600 5790
Good 2240 3515 5890 5955 65
Very good 2250 3760 5980 6260 280
Very good 2260 3600 5880 6130 250
Very good 2320 3540 5910 6200 290
Very good 2320 3710 6220 ,65
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or resonance quality. The picture in Fig. 3 can be considered
as a typical one for all reeds independent of their musical
quality. The curvature of the interference lines close to the
base of the reed is a direct consequence of the boundary
condition induced by the form of the contact zone in the
vibrating area between the plane face of the reed and the
clarinet mouthpiece.

When slowly increasing the excitation frequency, only
two types of reeds, the ‘‘good’’ and the ‘‘very good’’ ones,
clearly exhibited another marked resonance between 2500
and 5000 Hz~see the frequencies with bold-type characters
in Table I!. The observed pattern is very similar to that of the
first torsional mode of a cantilevered plate. This mode seems
to be highly sensitive to the geometrical and mechanical reed
symmetry: even for very good reeds, the displacement am-
plitude of the left corner can be about twice the one of the
right corner according to the number of interference lines
that are readily counted in the example of Fig. 4~a!. Good
reeds might even demonstrate vibrational amplitudes that are
about four times higher on one side than on the other@see
Fig. 4~b!#. We would like to insist on the fact that neither
‘‘very poor’’ nor ‘‘poor’’ reeds showed a significant reso-
nance for the first torsional mode; i.e., our present excitation
scheme was not sufficiently strong to excite this mode mark-
edly for poor quality reeds, while good and very good reeds
always demonstrated a strong resonance for the correspond-
ing frequencies even with relative low excitation power.

Going to yet higher excitation frequencies, modes that
correspond to the second torsional and second flexural
modes of a simply cantilevered plate could be clearly iden-
tified. For both poor and very poor reeds, the corresponding
frequencies were located in the range from 5700 to 6800 Hz
~see Table I!. Figure 5~a! shows a typical vibration pattern of
a second torsional mode, while Fig. 5~b! shows the picture of
a second flexural mode. For most of the good and very good
reeds, the same two vibrational patterns were found in this
frequency range. However, two of the seven good reeds ex-

hibited a slightly different vibrational behavior. The lower
vibrational resonance was still the image of a pure second
flexural mode as the one shown in Fig. 5~b!. The other reso-
nance, however, was the image of a mixed mode pattern
resulting from a combination of torsional and flexural move-
ment @see Fig. 6~a!#. Among the set of very good reeds, we
like to point out our result for the reed that was unanimously
classified by both experts as the very best one: this reed only
exhibited one single resonance in the range from 5000 to
7000 Hz; i.e., it was impossible to find two distinctively
different vibrational modes corresponding to pure second tor-
sional and pure second flexural modes. Instead, only one
strong resonance was observed corresponding to a vibra-
tional pattern that again resulted from a mixture of the sec-
ond torsional and second flexural modes. In Fig. 6~b!, the
vibrational mixed mode pattern that was recorded for this
reed is shown. In Table I, all resonance frequencies that were

FIG. 3. Typical vibration pattern corresponding to the first flexural mode
obtained under dry conditions representative for all reeds independent of
their musical quality.

FIG. 4. Typical vibration patterns corresponding to the first torsional mode
obtained under dry conditions:~a! slightly non-symmetric pattern for a very
good reed and~b! significantly nonsymmetric pattern for a good reed. While
the degree of symmetry of the first torsional mode can be used to predict
whether a reed has a good or very good quality, the absence of this mode is
a clear indication for a reed of poor or even very poor sound quality.

FIG. 5. Typical vibration patterns obtained under dry conditions~a! corre-
sponding to the second torsional mode of a poor reed and~b! corresponding
to the second flexural mode of a very poor reed of our sample set.
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detected under dry conditions are tabulated for all reeds or-
dered by musical quality categories. In addition, in order to
indicate the resonance quality for each of the vibrational
modes for all reeds, three different fonts are used: italic,
normal, and bold type representing ‘‘hardly detectable,’’
‘‘good,’’ and ‘‘very strong’’ resonances, respectively.

This first series of experiments under dry reed condi-
tions suggests that the ‘‘musical’’ quality of a clarinet reed
should be closely related to two different characteristics in its
vibrational behavior that can quite easily be assessed experi-
mentally: the first and for sure the most important criterion is
the existence and the symmetry of the first torsional mode
that is highly sensitive to the longitudinal symmetry of the
reed for both geometric and mechanical characteristics of the
raw material. A second, but less critical quality measure is
the proximity of the natural resonance frequencies corre-
sponding to the second torsional and the second flexural
modes—a proximity that might produce mixed vibrational
modes for the very best quality reeds.

B. Wet reed conditions

To adapt the experimental setup to wet reed conditions,
a machine producing cold water vapor using ultrasonic mi-
crovalves was employed. After several tests, we concluded
that this device is sufficiently efficient to stabilize the level
of reed wetness for the natural frequency search, but not for

the image recording; i.e., during the exposure time, the reeds
changed their geometrical volume so much due to water-
induced swelling or contracting that the mode patterns ob-
served in the previous section became superposed by one or
two large interference fringes roughly following the shape of
the reeds. Since this volume change of the reeds results in a
motion with more or less constant velocity during the expo-
sure time, those fringes exhibit an intensity distribution that
can be described by a sinc~sin~x!/x! function, rather than a
Bessel function.4 To eliminate the additional fringes, the
AGFA holographic plates were replaced by Kodak SO-253
plates. While the Kodak plates provide a considerably lower
quality in picture definition, they only require an exposure
time of the order of 7 to 8 s instead of the 40 to 45 s typically
needed with the high-resolution AGFA plates. This change
was necessary to prevent the reed from drying or swelling
too much during the exposure time, and resulted in fringe
patterns very comparable to those shown above.

The most obvious change occurring in the vibrational
behavior under wet conditions was a significant shift of all
natural resonance frequencies toward lower values. This ob-
servation is readily explained by the fact that the infiltration
of water in the reed material induces both a decrease in reed
stiffness and an increase in specific gravity: as expected, the
wetter the reeds, the lower their resonance frequencies. How-
ever, just how wet does a reed have to be to mimic playing
conditions exactly? To answer this question in spite of its
apparent complexity, we adopted the following protocol:
first, we selected fourtypical reeds out of our 24-reed sample
set of above. Two of those reeds were randomly chosen out
of the very poor and the poor musical quality categories. The
two others corresponded to the best reed of the good and the
best reed of the very good musical quality category; i.e., the
last ones listed in Table I for each of those categories. Then,
one of the professional musicians joined us in the holography
laboratory. The purpose of this very close collaboration was
to determine the natural reed frequencies under real playing
conditions precisely. To this end, the clarinet player inten-
sively played each of the four reeds to achieve realistic, wet
playing conditions, and we experimentally determined their
natural frequencies immediately thereafter. In Table II, the
resulting resonance frequencies for each observed vibrational
mode are presented. The relative frequency shifts suffered by
each of those reeds compared to the corresponding values
measured under dry conditions just before the musician
played them are also shown in Table II.

FIG. 6. Typical vibration patterns obtained under dry conditions for a mixed
mode resulting from a combination of a second flexural and second torsional
vibrational movement~a! for a good reed and~b! for a very good reed of our
sample set.

TABLE II. First four resonance frequencies determined for four typical reeds selected from the four different
musical quality categories as classified by two professional musicians~see the text for the employed selection
criteria!. The cited frequencies were now measured under wet reed conditions~see the text for details!. Dn2 is
the measured frequency difference between the second flexural and the second torsional mode. In parentheses,
we give the percentage by that the resonance frequency decreased due to being intensively played by one of the
musicians~see the text!.

1st flexural 1st torsional 2nd flexural 2nd torsional Dn2

Very poor 1890 Hz (219%) 3380 Hz (242%) 4000 Hz (236%) 620 Hz
Poor 1760 Hz (220%) 4200 Hz (228%) 4790 Hz (225%) 590 Hz
Good 1530 Hz (232%) 2200 Hz (237%) 3780 Hz (236%) 4200 Hz (229%) 420 Hz
Very good 1700 Hz (227%) 2215 Hz (239%) 3510 Hz (244%) 3800 Hz (239%) 290 Hz
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Once these values were known, it was possible to repro-
duce realistic playing conditions by ourselves at any time,
which allowed us to perform an in-depth study of the corre-
sponding vibration patterns under wet reed conditions. The
most striking result is a significant down shift of up to 44%
in the measured resonance frequencies~see Table II!. The
new results concerning the vibration patterns, however, are a
direct confirmation of the above conclusions regarding the
relationship between vibrational behavior and musical qual-
ity: As before, under dry reed conditions, it was impossible
for us to excite the first torsional mode for the reeds of the
poor and the very poor quality categories, while this mode
was always easily excited for the reeds of the good and the
very good musical quality categories. Furthermore, the sym-
metry of the corresponding mode pattern appeared again to
increase with reed quality. Differently than under dry condi-
tions, however, the second torsional and the second flexural
mode were now always well resolved even for the good and
the very good reeds, which resulted in pure vibration patterns
as those shown in Fig. 5. Consequently, no more mixed
modes were found under wet conditions in our present
sample set. However, the last two modes were still much
closer in frequency for the very good reed than for all the
others~see Table II!. The disappearing of the mixed mode
patterns under wet conditions can probably be understood in
two different ways: either by a frequency shift that is con-
siderably different for the two pure modes due to clearly
different mechanical symmetry properties for the longitudi-
nal and transversal reed modes, or by an important change in
the mechanical coupling between those two modes under wet
conditions.

IV. CONCLUSIONS

First, in good agreement with ‘‘common sense,’’ our
study unambiguously demonstrates that a clear relationship
between the vibrational behavior of clarinet reeds and their
‘‘musical’’ quality exists. In consequence, the clarinet reed
quality can relatively easily be assessed experimentally using
holography or any other experimental technique that allows
observing the first three or four vibrational modes and their
patterns.

Second, our results clearly show that the sound quality
of a clarinet reed is directly dependant on the existence and
symmetry of a ‘‘strong’’ first torsional mode. A second, but
less important criterion to judge the musical quality from the
vibrational behavior is the frequency interval between the
second torsional and the second flexural mode. For the very
best of our reeds, those two frequencies occurred in such a
narrow range that the corresponding modes could be simul-
taneously excited, resulting in the formation of mixed mode
patterns. It was further shown that the principal conclusion
regarding the importance of the first torsional mode proves to
be true for both dry and wet reed conditions. Consequently, it
appears preferable to perform holographic quality tests under
dry conditions.

We would like to point out that our main conclusion
seems to be in excellent qualitative agreement with the em-
pirical observation in many professional orchestras. We
showed that the musical quality of clarinet reeds is closely

related to the first torsional mode; i.e., its second vibrational
mode. Our conclusion is reflected by the clarinetist’s intui-
tive care to protect the corners of his reeds since he knows by
experience how important those parts are for the musical
quality of his instrument. In accordance, we showed that
those corners are actually the vibrating parts of the reeds for
the first torsional mode. This observation is in clear contrast
to the musician’s experience with double reeds, where the
corners can even be slightly cut or damaged without any
major deterioration of the musical quality.5

Tentatively, we would like to discuss the physical sig-
nificance of our conclusions in the following. First, we
would like to address the striking difference between the
importance of the first flexural and the first torsional mode of
the clarinet reed for its resulting musical quality. To this end,
it should be remembered that the reed plays the role of a
valve controlling the airflow into the instrument. As such, the
movement related to the first torsional mode seems to be
more efficient than the one of the first flexural one, since the
former is located closer to the free tip of the reed inside of
the player’s mouth~see Figs. 3 and 4!. Consequently, the first
torsional mode is much less constrained by the pressure of
the player’s lips than the first flexural mode, allowing it to
vibrate nearly without any restraints even under real playing
conditions. In addition, the mass of the wooden part that has
to be displaced during reed vibration is much lower for this
mode due to the decreasing reed thickness toward the tip,
which makes a faster reed response possible. This conclusion
concerning a faster response dynamics is further supported
by our observation that the curvature with which the reed
bends away from the mouthpiece~defined as number of in-
terference fringes per millimeter!, is about 50% higher for
the first torsional mode than for the first flexural mode@see
Figs. 3 and 4~a!#, which again allows a more efficient control
of the airflow.

The importance of symmetry of the first torsional mode
for high-quality sound production is demonstrated above by
our experiments. This conclusion can again be readily under-
stood in terms of efficient airflow control: The more the first
torsional mode appears symmetric, the higher the airflow can
be for a given constraint by the player’s lips@compare Figs.
4~a! and~b!#; i.e., the more this mode is symmetric, the more
the air can pass by both reed corners into the clarinet, allow-
ing a faster instrument response as witnessed by our two
professional musicians.

Finally, we have to address the delicate question of how
the second flexural and torsional mode can have any influ-
ence on the musical quality considering that their frequencies
are so much higher than the dominant spectrum of musical
tones around or below 2 kHz~see Tables I and II!. The mixed
modes shown in Fig. 6 are only observed for good and very
good reeds. Whenever we witnessed the existence of those
mixed modes, they were particularly symmetric as those
shown in Figs. 2 and 6. In this sense, the presence of high-
frequency mixed modes could simply be an additional and
extremely sensitive measure for the reed’s vibrational sym-
metry that we already discussed above. Alternatively, the ex-
istence of those high-frequency modes could favor the re-
sponsiveness of the reed as perceived by the players with
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regard to its transient behavior. In this manner, the high-
frequency modes could improve the attack response of the
reed and, thus, participate in the creation of the ‘‘woody’’
timbre characteristic for the clarinet. Finally, we would also
like to point out that the measured frequencies of the second-
order modes are roughly three times higher than the one of
the first flexural mode. Consequently, we would like to pro-
pose that those high-frequency modes might possibly help to
emphasize the second of the well-known odd-numbered har-
monics of the clarinet.6 This interpretation is, of course, very
tentative and is actually the subject of further investigations.

As a final point, we hope that reed manufacturers might
be stimulated by our present study to produce ‘‘high-quality’’
reeds—beside their standard ones—that have been tested for
the existence of the first torsional vibrational mode under
relatively mild excitation conditions. Such a test does not
necessarily have to be performed by holography, but could
be automated using a more simple experimental technique
such as speckle interferometry, for instance. In addition, reed
designers might be inspired by our present findings to ac-
complish reeds that favor an easy excitation of the first tor-
sional vibrational mode.
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In the present paper we deal with calculating and measuring the third-order nonlinearity parameter
C/A for organic liquids and biological fluids. For the organic liquids, the second-order derivative of
sound speed with respect to pressure at constant entropy is discussed in terms of thermodynamic
parameters, and a formula for calculatingC/A is established. Calculated results ofC/A for various
organic liquids demonstrate that omitting the second-order derivative of sound speed with respect to
sound pressure in an isentropic process, could overestimate the value ofC/A about 20%–30%. For
measuringC/A, the finite-amplitude insert substitution technique is employed. A theoretical
description of the sound pressure amplitude for the third-order harmonics is obtained using the
perturbation method, in which the sound pressure amplitude of the third-order harmonics is shown
approximately as a parabolic function of the propagation distance in the medium. By measuring and
comparing the sound pressure amplitudes of the third-order harmonics when inserting a test sample,
the reference liquid, and a comparative liquid, respectively, the value ofC/A for the sample liquid
is determined with reference to knownC/A values of reference and comparative liquids. An
experimental setup is developed, and the measured values ofC/A for the organic liquids agree with
the predicted ones calculated by the thermodynamic methods. Furthermore, the finite-amplitude
method is extended to measure theC/A parameter for biological fluids, and the measured values of
C/A for several biological fluids are also presented. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1553460#

PACS numbers: 43.80.Cs, 43.80.Ev@FD#

I. INTRODUCTION

Exploring new acoustic imaging parameter is one of the
research focuses in biomedical ultrasound at the present
time.1,2 Significant progress on the study of the second-order
nonlinearity parameterB/A have been made over the past
decade. It has been demonstrated that the values ofB/A are
strongly influenced by the compositions and the structural
features of biological tissues.3–6 Furthermore, much attention
has been attracted on the nonlinearity parameterB/A imag-
ing, which could be have a potential and significant applica-
tion in medical diagnosis.7–9 Recently, it is reported that
higher harmonics (n>3) possess superior characteristics to
second harmonics. The higher harmonic images of a phan-
tom showed exceptionally improve clarity and sharper con-
trast between the different structures of the phantom.10 The
third-order nonlinearity parameterC/A is a measure of the
third-order harmonics in a fluid or fluid-like medium. There-
fore, it is very interesting to study the third-order nonlinear-
ity parameterC/A not only for its academic meaning, but
also for its prospective application.

Comparing with the second-order nonlinearity parameter
B/A, fewer works have been done concerning the third-order

nonlinearity parameterC/A. Coppenset al. gave a theoreti-
cal expression ofC/A in terms ofB/A and the second-order
derivative of sound speed with respect to pressure.11 Hagel-
berg found that the second derivative term may be obtained
from the equations of sound speed versus pressure for a
given temperature, and values ofC/A for water and
1-propanol were estimated.12,13 Blackstock studied the
propagation of plane sound waves of finite amplitude in a
lossless fluid, and gave an solution for the third-order har-
monics by power series.14

Our purpose in the present paper is to investigate further
this parameter in theory as well as in measurement. On the
base of van Der Waals’ equation, Schaaffs derived an expres-
sion of sound velocity for an organic liquid in terms of ther-
modynamic parameters relating with molecular weight, mo-
lecular volume, and density. By using this expression, we
calculate the second-order derivative of sound speed with
respect to pressure in the formula ofC/A obtained by
Coppens.11 Then a theoretical formula is developed for cal-
culatingC/A of the organic liquids, values ofC/A for sev-
eral kinds of organic liquids are calculated, and the influence
of the second-order derivative term on the value ofC/A is
estimated.

However, for the experimental determination ofC/A
values, the thermodynamic method is much complicated and
is not suitable for biological fluids and tissues. A finite-
amplitude method is developed to measure the value ofC/A,
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which is easier to be carried out in the laboratory. Solving
fluid-dynamic equations in third-order approximations with
the perturbation method, we derive an expression for the
sound pressure amplitude of the third-order harmonics, and
employ it as the principle in the measurement. In order to
avoid from measuring the absolute value of the sound pres-
sure, the finite-amplitude insert substitution technique18,19 is
applied. By measuring and comparing the sound pressure
amplitudes of third harmonics with inserting the reference
liquid, a comparative liquid, and the sample, respectively, the
value ofC/A for the sample liquid is determined under the
circumstances of the known valuesC/A for the reference and
the comparative liquids. Values ofC/A for several organic
liquids are measured using the finite-amplitude method, and
compared with the calculated values by thermodynamic
method. Finally, this finite-amplitude method is extended to
measure the values ofC/A for biological fluids.

II. CALCULATION ON CÕA FOR ORGANIC LIQUIDS

A. CÕA expression for organic liquids using
thermodynamics method

When a finite-amplitude wave propagates in a homoge-
neous medium, the nonlinear effects occurred and the
second-order and the third-order harmonics will be gener-
ated. The nonlinearity parametersB/A and C/A arise from
the Taylor series expansion expressing the variations in pres-
sure with density in the medium. It represents the fact that
density does not follow linearly the changes in applied pres-
sure, and may be put in the form

p2p05AS r2r0

r0
D1

B

2 S r2r0

r0
D 2

1
C

6 S r2r0

r0
D 3

1¯ ,

~1!

wherep is the pressure in the medium andr is the density,
p0 , r0 are the static values of the same parameters. Coeffi-
cients A5r0(]p/]r)s,05r0c0

2, B5r0
2(]2p/]r2)s,0 , and C

5r0
3(]3p/]r3)s,0 . All partial derivations are evaluated at

equilibrium configuration and at constant entropy, which are
denoted by subscripts ‘‘o’’ and ‘‘ s,’’ c is the sound speed. The
parameters ofB/A andC/A are the ratio of the quadratic to
linear terms and of the cubic to linear terms in the Taylor
series, respectively,
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To simplify the expression in the following, the sub-
script ‘‘0’’ is omitted, but all the variables take the values at
the equilibrium state. Upon expanding the derivative
(]3p/]r3)s , and using the thermodynamic relations, Cop-
pens obtained the formula ofC/A as follows:11

C
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The key point of calculatingC/A is how to determine
the value of (]2c/]p2)s . Since theB/A parameter of many
organic liquids have been extensively studied, and their val-
ues can be found in the literature. In 1939, Schaaffs found
that the van Der Waals’ equation could be applied to all
organic liquids at room temperature and under atmospheric
pressure, and the sound velocity for organic liquids could be
expressed as15

c5H gRTF M

3~M2br!22
2

~M2br!G J 1/2

, ~5!

where g is the ratio of specific heats,M is the molecular
weight,T is the absolute temperature,R is the universal gas
constant andb is the corrections in Van Der Waals’ equation
for considering the actual volume of molecular. Based on
this formula of Schaaffs, we calculate the second term of Eq.
~4! in order to express it by thermodynamic parameters. Gen-
erally, b equals fourfold actual molecular volume in a molar
organic liquid, and16,17
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Differentiating Eq.~5! with respect to pressure and using Eq.
~6!, we obtain
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where
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It is not difficult to deduce the expression of (]2c/]p2)s

from Eq. ~7!. In the case of an isentropic state, (]r/]p)s

5c22, (]j/]p)s5j(322j)/(3rc2), and (]T/]p)s5(g
21)k/ga, we differentiate Eq.~5! with respect to pressure
again, and obtain
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where u5(3M /RTkr19)1/2. For most organic liquids,
@(]k/]p)s /k#,0.1, anda is independent of pressure at room
temperature and under atmospheric pressure, i.e., (]a/]p)s

50.20–22 Neglecting the first and second terms on the right-
hand side of this equation, we reduce Eq.~8! to the form
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Substituting Eq.~9! into Eq. ~4! yields
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In order to discuss conveniently, rewrite Eq.~10! as

S C
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where
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B. Numerical calculation of CÕA for organic liquids

In the present paper, by using the known values ofB/A,
the sound velocity and the thermodynamic parameters the
values ofC/A for several organic liquids are calculated from
Eqs. ~11!, ~12!, and ~13!, which are listed in Table I. The
calculated values of (C/A), (C/A)8, (C/A)9 are also listed
in this table.

III. DETERMINATION OF CÕA USING FINITE-
AMPLITUDE METHOD

In this section, we discuss the principle of measuring the
third-order nonlinearity parameterC/A using the finite-
amplitude method, which is based on the accumulation solu-
tion for the sound pressure of the third-order harmonics in
lossless fluids.26

Suppose that a finite-amplitude plane wave propagates
in a lossless fluid, the set of fluid-dynamic equations is

]r
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p5p~r,s!. ~14c!

We use the method of perturbation to solve Eq.~14!,
expressingr, u, p as a series,
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`
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and substituting these series into Eq.~14!, then, the equations
in the second- and the third-order approximations can be
expressed as follows:
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Assuming an initially sinusoidal motion at the boundary
positionx50, from Eq.~16! we obtain

r~1!5c0
22p0ej ~vt2kx!, ~18a!

r~2!5
1
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TABLE I. Values of B/A, sound velocity, thermodynamic parameters, and calculatedC/A using the thermodynamic method for various organic liquids
~25 °C!.

Organic liquids B/A
c0

~m s21!
r0

~kg m23!
k31011

~m2 N21!
a3105

~K21!
M3103

~kg mol21! (C/A)8 (C/A)9 C/A

Ethanol 10.57~Ref. 11! 1180 ~Ref. 24! 789 ~Ref. 24! 119.1~Ref. 21! 104 ~Ref. 21! 46 167.59 232.58 135.01
Methanol 9.47~Ref. 23! 1123 ~Ref. 24! 792 ~Ref. 24! 129.3~Ref. 21! 126 ~Ref. 21! 32 134.52 235.56 98.96
Carbon tetrachloride 9.62~Ref. 22! 928.7~Ref. 24! 1595 ~Ref. 24! 90.4 ~Ref. 21! 123.6~Ref. 21! 154 138.82 232.08 106.74
Benzene 9.03~Ref. 11! 1326 ~Ref. 24! 878 ~Ref. 24! 94.6 ~Ref. 21! 123.7~Ref. 21! 78 122.31 232.32 89.99
Glycol 9.58~Ref. 24! 1683.5~Ref. 24! 1113 ~Ref. 24! 37.2 ~Ref. 21! 63.8 ~Ref. 21! 62 137.66 233.72 103.94
n-hexane 9.47~Ref. 24! 1103 ~Ref. 24! 654 ~Ref. 24! 156 ~Ref. 21! 135 ~Ref. 21! 86 134.52 231.55 102.97
Pentane 9.72~Ref. 11! 1008 ~Ref. 24! 626 ~Ref. 24! 238 ~Ref. 21! 161 ~Ref. 21! 72 141.72 231.55 110.17
Heptane 11.14~Ref. 25! 1162 ~Ref. 24! 684 ~Ref. 24! 132 ~Ref. 21! 124 ~Ref. 21! 100 186.15 232.15 154.00
Octane 11.34~Ref. 25! 1197 ~Ref. 24! 703 ~Ref. 24! 119 ~Ref. 21! 116 ~Ref. 21! 126 192.89 233.45 159.44
Nonane 11.27~Ref. 25! 1248 ~Ref. 24! 738 ~Ref. 24! 123.1~Ref. 21! 107 ~Ref. 21! 128 190.52 233.83 156.69
n-propyl alcohol 10.46~Ref. 11! 1223 ~Ref. 24! 804 ~Ref. 24! 89.5 ~Ref. 21! 95.6 ~Ref. 21! 60 164.12 231.39 132.73
n-butyl alcohol 10.72~Ref. 11! 1268 ~Ref. 24! 810 ~Ref. 24! 88.84~Ref. 21! 95 ~Ref. 21! 74 172.38 231.91 140.47
Cyclohexane 10.1~Ref. 11! 1284 ~Ref. 24! 779 ~Ref. 24! 111 ~Ref. 21! 119 ~Ref. 21! 86 153.02 232.39 120.63

1745J. Acoust. Soc. Am., Vol. 113, No. 3, March 2003 Xu et al.: Theoretical calculation and experimental study



p~2!5
1

2r0c0
3 bvp0

2xe2 j ~vt2kx!, ~18f!

where p0 is the amplitude of the fundamental sound pres-
sure, v is the angular frequency, andb511B/2A is the
second-order nonlinearity coefficient. Substituting Eq.~18!
into the right side of Eq.~17!, we find that the amplitude of
the third-order harmonics is

p35G f p0
3~F f b2x212hx!, ~19!

whereG5p/(2r0
2c0

5), F56p/c0 , andh511C/2A.

IV. EXPERIMENT

A. Measurement principle

Figure 1 shows the schematic diagram of the transducers
and the sample. The transmitter is excited at the fundamental
frequencyf and emits ultrasonic rf pulses into the reference
medium~water!. The receiver detects ultrasonic rf pulses at
the third-order harmonic frequency 3f . In the measurement,
the finite-amplitude insert substitution technique is used,
which can avoid the measurement of the absolute value of
the sound pressure.18,19 From Eq.~19!, the amplitude of the
third harmonic in the reference liquid without insertion of a
sample is

p3w5Gwf p0
3~Fwf bw

2 L212hwL !, ~20!

where Gw5p/(2rw
2 cw

5 ), Fw56p/cw , hw511(C/A)w/2,
and L is the distance between the transmitter and the re-
ceiver.

Inserting a sample with thicknessd between the trans-
mitter and the receiver, the pressure amplitude of the third-
order harmonic is

p3s5D1sD2sGwf p0
3@Fwbw

2 ~L2d!212hw~L2d!#

1D2s
3 D1sGs~Fsbs

2d212hsd!, ~21!

where the subscript ‘‘s’’ denotes the sample, therefore, the
definitions ofFs , bs , andhs for the sample are correspond-
ing to those ofFw , bw , andhw for water, except that the
subscript ‘‘w’’ is substituted by ‘‘s.’’ D1s , D2s are the trans-
mission coefficients for sound pressure from the reference
medium to the sample and from the sample to the reference
medium, and defined by

D1s5
2~rc!s

~rc!w1~rc!s
, ~22a!

D2s5
2~rc!w

~rc!w1~rc!s
~22b!

From Eqs.~20! and ~21!, we obtain
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2 L212hwL

1D1sD2s
3 Gs
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2d212hsd

Fwf bw
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. ~23!

If a comparative liquid with known valueC/A substi-
tutes the sample liquid, a similar expression is then given by

p3c

p3w
5D1cD2c

Fwf bw
2 ~L2d!212hw~L2d!

Fwf bw
2 L212hwL

1D1cD2c
3 Gc

Gw

Fcf bc
2d212hcd

Fwf bw
2 L212hwL

, ~24!

wherep3c , Fc , bc , hc , Gc , D1c , D2c are corresponding to
the definitions ofp3s , Fs , bs , hs , Gs , D1s , D2s , but the
subscript ‘‘s’’ is replaced with ‘‘c,’’ which stands for the
comparative liquid. Using Eqs.~23! and ~24!, we obtain the
expression for (C/A)s as

S C

AD
s

5
E1E3
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1E4 , ~25!

where
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In Eq. ~25!, we find that the value ofC/A is independent on
the source amplitude and the fundamental frequency. After
measuring thep3w , p3s , andp3c , the third-order nonlinear-
ity parameter (C/A)s of the sample liquid can be calculated
with Eq. ~25!.

FIG. 1. Schematic diagram of the transducers and the sample.
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B. Experiment and results

1. Experimental system

An arrangement of the experimental setup is shown in
Fig. 2. The measurements are performed in a water tank. The
transmitter, a plane PZT transducer with 1.5 cm radius, has a
fundamental frequency of 1 MHz. A function generator
~Philips PM5193! operating in a tone burst mode with a 1
KHz frequency repetition rate, is connected to a power am-
plifier ~ENI A 150!. A plane PZT transducer with 1 cm radius
and resonance frequency 3 MHz is used as the receiver. After
passing through a high-pass filter and a selective frequency
amplifier, the amplitude of the third-order harmonics is re-
corded by a digital oscilloscope~HP 54502!. All measure-
ments are carried out at 25 °C.

2. Experiment results

The dependence of the axial sound pressure amplitudes
for the second-order and the third-order harmonics in water
on the distance from the source are measured and shown in
Fig. 3 as dot points. For comparison, the calculated corre-
sponding curves using Eq.~22! are also given in this figure

as solid lines, in whichrw51000 kg/m3, cw51500 m/s,
(B/A)w55.2, and (C/A)w532.11 Results show that the mea-
sured curve agrees with the calculated data.

In measurements ofC/A, the distance between the
transmitter and the receiver isL58 cm, and a sound perme-
able sample box of thicknessd53 cm for organic liquids or
d52 cm for biological fluids, is inserted between the trans-
mitter and the receiver, and located to be close to the re-
ceiver. Six kinds of organic liquids and four kinds of biologi-
cal fluids are used as the sample liquids. The reference
medium is distilled water with known (C/A)w532,11 and
ethanol is used as the comparative medium with known
(C/A)c5135.01, which is obtained from Eq.~11!. Using the
finite-amplitude insert substitution technique, we measure
p3w , p3c , andp3s , respectively. Then the values ofC/A for
samples are determined from Eq.~25! with the ratios of
p3s /p3w andp3c /p3w . The results ofC/A values for organic
liquids shown in Table II agree well with the theoretical pre-
dictions by thermodynamic calculation. Furthermore, the
finite-amplitude method is extended to measure the values of
C/A for some biological fluids, the experimental results of
which are presented in Table III.

V. DISCUSSION AND CONCLUSION

From Table I, we find that the values of (C/A)9 for
organic liquids are far less than those of (C/A)8, and the
values of (C/A)9 are negative. The results suggest that the
value ofC/A for the organic liquid is mainly dependent on

FIG. 2. Arrangement of the experimental setup for measuringC/A with the
finite-amplitude method.

FIG. 3. Curves of axial sound pressure amplitude for
the second-order and third-order harmonics in water
versus distance from the source by theoretical calcula-
tion and measurement.

TABLE II. Comparisons of the predicted values ofC/A using the thermo-
dynamic method and the measured ones using the finite-amplitude method
for various organic liquids.

Organic liquids Predicted value Measured value

Methanol 98.96 106.9
Carbon tetrachloride 106.74 115.5
Benzene 89.99 87.6
Glycol 103.94 107.1
Heptane 154.00 138.1
N-butyl alcohol 140.47 127.8
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the value of (C/A)8, which agrees basically with the re-
search results of Coppenset al.11 They also proposed an ap-
proximate expression forC/A, i.e., C/A5(3/2)(B/A)2, in
which the effect of (C/A)9 was ignored. But the results pre-
sented here demonstrate that the ratio of (C/A)9 and (C/A)8
is about 20%–30%, and the value ofC/A may be overesti-
mated about 20%–30% without considering (C/A)9. On the
other hand, we can find that the values of (C/A)9 for the
organic liquids studied in this paper is in the range of236–
230. Taking that this magnitude, on average, as ‘‘233’’ is
reasonable, consequently, the aforementioned expression for
C/A may be modified as

C

A
5

3

2 S B

AD 2

233. ~26!

Generally, the value ofB/A for organic liquids is in the range
of 8–12, which is obtained from the theoretical calculation
or measurements. Therefore, the values ofC/A of organic
liquids may be in the range of 63–183 by means of Eq.~26!.

In Table II, we can find that the measured values ofC/A
for organic liquids agree roughly with the calculated ones
from the thermodynamic methods. In our measurement, the
sound velocity is measured by using a pulse transmission
method. The second-order nonlinearity parameterB/A is
measured using the finite-amplitude insert substitution
method, in which the absolute measurement of sound pres-
sure is unnecessary, and the effects of diffraction could be
effectively reduced. The values ofp3s /p3w , p3c /p3w are
measured with a precise digital oscilloscope. The main errors
of the measurement may come from the measurements of
velocity and second-order nonlinearity parameterB/A, and
neglecting the sound attenuations of the sample. For the
value ofC/A, the accuracy associated with the quantities is
estimated to be about 10%. Further development of this work
with consideration of effects of sound attenuation and sound
diffraction in the fluid dynamic equations may complete the
finite-amplitude method to measure the third-order nonlin-
earity parameterC/A for a lossy medium, especially for bio-
logical tissues.
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Reverberation of rapid and slow trills: Implications for signal
adaptations to long-range communication
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Many acoustic signals in animals include trills, i.e., rapid repetitions of similar elements. Elements
within these trills usually are frequency modulated and are degraded by reverberation during
long-range transmission. Reverberation primarily affects consecutive elements with the same
frequency characteristics and thus imposes a major constraint in the evolution of design and
perception of long-range signals containing trills. Here transmission of frequency-unmodulated trills
with different element repetition rates was studied. Trills were generated at different frequencies to
assess frequency dependence of reverberation and then broadcast under three acoustic conditions—
an open field and to assess seasonal changes in transmission properties, a deciduous forest before
and after foliage had emerged. Reverberation was quantified at different positions within trills. The
results show strong effects of vegetation density~season!, transmission distance, frequency, element
repetition rate, and element position within the trill on effects of reverberation. The experiments
indicate that fast trills transmit less well than slow trills and thus are less effective in long-range
communication. They show in particular that selection on trills should not act only on element
repetition rate within trills but also on the trill duration as effects of reverberation increased with trill
duration. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1539050#

PACS numbers: 43.80.Ev, 43.80.Lb, 43.80.Ka@WWA#

I. INTRODUCTION

Acoustic signals used in long distance communication
are subject to considerable qualitative and quantitative
changes during propagation through the environment~Piercy
et al., 1977; Wiley and Richards, 1978!. Thus, the acoustic
conditions of the transmission channel have profound impli-
cations for the evolution of signal design~Morton, 1975;
Wiley, 1991; Tubaroet al., 1993! and for the evolution on
receivers perceptual mechanisms and response strategies
~Wiley and Richards, 1978; Klump, 1996; Naguib and Wiley,
2001!. Degradation of signals is habitat dependent and gen-
erally results in three structural changes in sound: reverbera-
tion, irregular amplitude fluctuations, and frequency-
dependent attenuation, all of which differentially affect
signal perception~Dooling, 1982; Naguib and Wiley, 2001!.
Although the general principles of sound degradation are
well described~Wiley and Richards, 1978, 1982!, there are
still few studies that have separately quantified these aspects
of signal degradation. Thus, still little is known about how
sound degradation affects perception of particular signal
structures, an issue important for understanding whether or
not information coded in a signal is transmitted to a receiver
under natural conditions.

In habitats with many sound-reflecting surfaces such as
in forests, the most prominent form of degradation is rever-
beration which results in smearing of the temporal structure
of the signal. Effects of reverberation are most prominent
when subsequent elements are in the same frequency band,
such as in trills, in particular when they consist of rapidly
repeated elements. Trills are common in animal sounds and

are particularly important in communication~Klump and
Gerhardt, 1987; Stumpner and Ronacher, 1994; Podos,
1997!. They vary considerably in element repetition rate and
duration so that accumulating reverberation will differently
affect perception of single elements depending on their rate
and position within the trill. In addition, effects of reverbera-
tion on trills not only depend on the structure of the trill but
also on vegetation density so that seasonal changes in veg-
etation will have profound effects on strength of reverbera-
tion. Such changes in transmission characteristics are impor-
tant when adaptations of signals to the habitat are assessed.
Nonmigratory songbirds, for instance, and migrants that ar-
rive early at their breeding grounds in deciduous forests will
encounter prominent changes in the acoustic condition of
their habitats as foliage emerges. These changes in acoustic
conditions are known to affect receivers’ assessment of sig-
nals ~Naguib, 1996! and adaptations of signals to the trans-
mission characteristics also are likely to depend on the con-
dition under which selection acts strongest on long-range
communication.

Most studies that have quantified changes in the tempo-
ral structure of a signal used composite measures of degra-
dation that are based on changes in the waveform of the
signal~Gish and Morton, 1981; Dabelsteenet al., 1993; Hol-
land et al., 1998; Brown and Handford, 2000! or that are
based on spectrographic cross correlation~Fotheringham and
Ratcliffe, 1995; Brown and Handford, 2000; Kimeet al.,
2000!. Although these measures on the waveform provide
important holistic information on sound degradation, they
are difficult to interpret from a perceptual perspective as they
conflate the different forms of degradation. The waveform is
affected by all degrading processes such as reverberation,a!Electronic mail: marc.naguib@uni-bielefeld.de
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frequency-dependent attenuation and irregular amplitude
fluctuations.

Naguib and Wiley~2001! pointed out that ears are fre-
quency analyzers and separately perceive changes in ampli-
tude and frequency, so that separate measures of degradation
in the different dimensions provide biologically more mean-
ingful information in terms of how the degradation will af-
fect signal perception and thus signal evolution. Animals’
ears can have a high-frequency selectivity~Wilkinson and
Howse, 1975; Dooling, 1982! so that reverberation at one
frequency will not affect perception of a subsequent element
at another frequency. Moreover, studies on auditory distance
assessment have shown that the different components of deg-
radation are processed separately in birds~Naguib, 1995,
1997a, b! and humans~Mershon and King, 1975; Little
et al., 1992!. All of these approaches underline the separate
biological importance of the different kinds of degradation.

So far, studies that directly quantified reverberation ei-
ther used single tone pulses~Richards and Wiley, 1980;
Waser and Brown, 1986; Naguibet al., 2000! or single
frequency-modulated notes from bird song and calculated the
tail-to-signal ratio ~Brown and Handford, 2000; Holland
et al., 2001! or the slope of the tail~Hollandet al., 2001!, but
effects of reverberation on subsequent elements to date have
not be examined.

In this study I measured reverberation of trills with dif-
ferent repetition rates of elements and different frequencies
broadcast over distances up to 120 m in three habitats differ-
ing seasonally in vegetation density. I focused on trills with-
out frequency modulation in order to quantify perceptually
salient parts of reverberation in those kinds of signals that are
particularly affected by reverberation. Trills were expected to
reverberate increasingly with distance and vegetation den-
sity. Reverberation was expected to increase particularly in
dense vegetation with increasing element repetition rate and
element position within a trill.

II. METHODS

A. Preparation of sound signals

All trills were synthesized on a PC using Cool Edit 2000
~Syntrillium Software Cooperation, Phoenix, USA! with a
sampling rate of 44 100 Hz and 16-bit accuracy. In order to
measure reverberation on the waveform of the signal without
confounding effects of frequency modulation, trills were syn-
thesized with frequency-unmodulated elements. The primary
objective in measuring reverberation was to quantify effects
of reverberation on closely spaced elements of similar fre-
quency composition~trills!. Synthesized trills were com-
posed of eight elements of 10-ms duration and silent inter-
vals between elements of either 10 ms~fast trills!, 40 ms
~medium trills!, or 90 ms~slow trills!. The element rates are
common in song birds with the fast trills being significantly
more frequent in open habitat species than in forest living
species~unpublished data; also see Wiley, 1991!. In order to
assess effects of frequency on reverberation all trills were
generated at 1, 3.5, and 7 kHz.

B. Transmission experiments

1. Habitat

Sound transmission experiments were conducted in No-
vember 2000 and in July 2001 at two transects at the same
sites in a deciduous forests in Bielefeld, Germany. In No-
vember the experiments additionally were conducted on an
open field but these experiments were not repeated in July as
here no seasonal effects on reverberation were expected. In
November vegetation was leafless and in July leaves had
emerged fully. Acoustic conditions in terms of structure and
density of sound-reflecting surfaces in November thus re-
sembled those early in the breeding season when many birds
start to sing but when leaves have not yet emerged. The
acoustic conditions in July resembled those during the main
breeding season. Trees in the forest mostly were beech and
oak. Tree trunks varied in diameter with the diameter of the
thickest trunks reaching 80 cm. Trees were spaced irregularly
with about 3 to 5 m distance between closest trees. The
ground mostly was plain and covered with leaves. There was
little undergrowth and leaf carrying branches mostly grew
above 5 m. The transmission experiments for the open habi-
tat were conducted on a crop field with vegetation height of
about 10 cm and with no further objects in the transmission
path. The closest forest edge was over 50 m away from the
microphone and loudspeaker positions. All experiments were
conducted between 0600 and 0900 hours on days with calm
weather.

2. Procedure

All signals were broadcast from a Toshiba Satellite 2210
CDT computer connected to a Blaupunkt MPA 2 amplifier
and a Canton XS passive loudspeaker. The loudspeaker was
connected to a telescopic pole and positioned at 4-m height
which is a common perch height in singing birds. Sounds
were broadcast with 90 dB, as measured at 1 m using a 2203
Brüel & Kjær precision sound level meter~C settings, fast
response! on a 5-s 1-kHz tone of equal peak amplitude as all
other signals in the broadcast sound file. Signals were rere-
corded successively at 20, 40, 80, and 120 m using a Sen-
nheiser ME 64/K6 microphone connected to a Sony TCD-
D100 DAT recorder. The microphone is not fully omni-
directional but has similar sensitivity to sound arriving
frontally and laterally and thus detected the presumably most
important components of reverberation. The microphone was
connected to a telescopic pole and, like the loudspeaker, was
positioned at 4-m height to simulate the situation at which
birds on their song posts perceive rivals’ song. Trills were
repeated twice at each distance in November and four times
at each distance in July. In July the broadcast file was ex-
panded to also include trills with different element repetition
rates ~40 and 90 ms! in order to assess how the expected
stronger reverberation would affect trills with different ele-
ment spacing. At all sites, sounds were broadcast over two
transects. In the open field sounds were broadcast along the
same transect but in opposite directions. In the forest sites,
the two transects were perpendicular to each other with the
loudspeaker being placed at the same position for both
transects but faced in different directions~90°! for the two
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transects. The same transects were chosen in July and No-
vember to permit analyses of changes in acoustic conditions
with seasonally changing vegetation density.

C. Quantification of degradation

For analyses, sounds were resampled using Cool Edit on
a PC with 44 100 Hz and 16 bit. All sounds were then band-
pass filtered with filter settings specific to the frequency of
the signal and normalized in amplitude. All bandpass filters
were set at6100 Hz from the carrier frequency of the signal
~FFT size 8192, Hamming window, 60-dB attenuation!. For
measures of reverberation I measured the sound energy in
trill elements and the energy in silent intervals between trill
elements using Saslab Pro 3.95 software~Raimund Specht,
Berlin!. As measure of reverberation, the ratio of the energy
in the 10-ms tone and the energy of the following 10 ms was
calculated. The energy was calculated as the squared ampli-
tude values~in Volts! multiplied by the sampling time
(V* V* s). This reverberation indexreflects the extent to
which the silent intervals between successive notes is filled
by energy resulting from reverberation by the previous
note~s!. The reverberation index was calculated for the first,
fourth, and seventh elements in order to assess accumulating
reverberation over the trill. An index of one indicates that the
energy of the silent interval equaled that of the preceding
tone, indicating that the silence between notes in the fast
trills will be difficult to detect~Dooling, 1982; Okanoya and
Dooling, 1990!. The same procedure was used for measure-
ments on trills with slower element repetition rates in order
to permit a direct comparison among trills. As the silence
between successive elements in trills with slower repetition
rates~40 and 90 ms! was longer than the part measured~10
ms!, an index of one in these trills does not indicate that the
separate elements are difficult to resolve but indicates that
the end of an element will be more difficult to determine.
Using the 10-ms intervals for measurements in all trills better
allowed assessment as to what extent reverberation accumu-
lated from previous elements in the different trills.

D. Data analysis

All data were analyzed using multi-factorial ANOVAs.
Post hocpairwise comparisons where run using bonferioni
post hoctests, which adjustedp-values to multiple compari-
sons. In order to analyze seasonal effects of reverberation on
the trills with element repetition rates of 10 ms, a four-factor
ANOVA @2 ~season!34 ~distance, 0, 20, 40, and 80 m!33
~frequency, 1, 3.5, 7 kHz!33 ~element position within trill,
first, fourth, seventh element! was used with four repetitions
for July measures and two repetitions for November mea-
sures. The 120-m data could not be included in this compari-
son as the 3.5-kHz data in the experiments conducted in July
were overlaid by songs from blue tits~Parus caeruleus! sing-
ing near the microphone positions so that sounds could not
be analyzed accurately. Due to the additional trills with
slower element repetition rates broadcast in July, a five factor
ANOVA was used for a more detailed analysis of effects of
reverberation on trills in July@4 ~distance!33 ~element rate
within trill, 10, 40, and 90 ms!33 ~frequency!33 ~element

position within trill!# with four repetitions. For the same rea-
son mentioned above, transmission distances of 120 m were
not included in the analysis. Due to the problems encoun-
tered at 120 m in July, a third four-factor ANOVA was used
on the data obtained in the forest in November for a more
detailed analysis as here the 120-m data were included@2
~habitat!35 ~distance!33 ~frequency!33 ~element position
within trill !# with two repetitions. Habitat effects in Novem-
ber were analyzed with a separate ANOVA as the data from
the open field were not analyzed in more detail~due to the
low level of reverberation!. All statistic tests were performed
with SPSS 10.01 on a PC. Signals were not included in the
analysis when they were overlaid by excessive background
noise. Only main and two-factor interactions are considered.

III. RESULTS

A. Reverberation of trills with 10-ms element
repetition intervals

1. Comparison between the open habitat and the
deciduous forest without foliage

Reverberation was significantly stronger in the decidu-
ous forest without leaves~November! than on the open field
(F1,311561.315,P,0.001). Reverberation was very low at
the open field site and did not increase with distance whereas
it increased significantly with distance in the forest@Figs.
1~a! and ~b!; also see analyses below#.

2. Comparison between closed habitats with different
vegetation densities

a. General. The overall analysis of variance over dis-
tances up to 80 m showed significant effects of season~de-
ciduous forest with and without foliage! ~Fig. 2! and trans-
mission distance on reverberation of trills~Table I!. In
addition, the interactions between transmission distance and
season, between season and frequency, and between distance
and frequency, respectively, were significant~Table I!. In
other words, trills of different frequency were affected dif-
ferently by reverberation over distance in the two habitats.
Effects of reverberation showed a different pattern of in-
crease with distance and with frequency before than after
foliage had emerged, as detailed below.

b. Reverberation at different transmission distances. Ef-
fects of reverberation increased significantly with transmis-
sion distance before and after foliage had developed@Tables
II and III; Figs. 1~b! and ~c!#. However, the increase of re-
verberation with transmission distance in the forest differed
among seasons, as indicated by the significant interaction
between distance and season~Table I!. In winter, reverbera-
tion did not increase significantly from 20 to 80 m but
showed a strong increase at a transmission distance of 120 m
@Fig. 1~b!#. In contrast, in summer, when foliage had devel-
oped fully, the increase of reverberation with transmission
distance was more linear with significant increases over all
transmission distances@Fig. 1~c!#. The highest level of rever-
beration reached in summer at transmission distances up to
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80 m on average was about twice as high as that reached in
winter, with indices at 80 m of 0.20 in winter and 0.47 in
summer.

c. Reverberation at different element positions within a
trill . Effects of reverberation increased significantly with el-
ement position within the trill in both seasons~Tables II and
III !. Reverberation increased significantly from the first to
seventh element position before foliage had emerged~Fig. 3!
and showed a significant increase already from the first to the
fourth element after foliage had emerged (p50.02) @Fig.
4~a!#. Moreover, the increase of reverberation with distance

was least for the first positions under both acoustic condi-
tions, indicating that accumulating reverberation particularly
affected subsequent element positions@Figs. 5~a! and ~d!#.

d. Reverberation at different frequencies. Overall, there
was a significant effect of sound frequency on reverberation
in the forest under both conditions~Tables II and III!. In
particular, there was a strong effect of season on reverbera-
tion at different frequencies@Figs. 6~a! and ~b!#. In winter,
reverberation decreased significantly with frequency,
whereas in summer reverberation increased significantly
with frequency. Reverberation at 1 kHz was similar under
both conditions but higher frequencies reverberated stronger
in summer with an average reverberation index at 7 kHz
being almost three times as high than in winter@Figs. 6~a!
and ~b!#.

B. Reverberation of trills with different element
repetition rates

Trills with different element repetition rates accumulated
reverberation to different extents within the first 10 ms fol-
lowing an element@Table III, Fig. 4~a!#. Trills with shorter
element repetition rates showed significantly higher degrees
of reverberation than did those with slower element repeti-

FIG. 1. Average reverberation indices for different transmission distances
~a! on an open field in November,~b! in a deciduous forest in November,
and ~c! in a deciduous forest in July. Significant differences based on pair-
wise post hoctests are indicated by stars (** p,0.01;*** p,0.001).

FIG. 2. Average reverberation index for the deciduous forest in winter be-
fore foliage had emerged and in summer with full vegetation. Significant
differences based on pairwisepost hoctests are indicated by stars (*** p
,0.001).

TABLE I. ANOVA on reverberation in 10-ms trills on combined data from
the deciduous forest with and without foliage~November and July!.

Source d.f. F ratio P

Distance 3 34.026 ,0.001
Season 1 58.395 ,0.001
Frequency 2 0.750 0.473
Element-position 2 0.538 0.585

Distance3season 3 6.899 ,0.001
Distance3frequency 6 3.440 0.003
Season3frequency 2 13.807 ,0.001
Distance3element position 6 0.139 0.991
Season3element position 2 0.008 0.992
Frequency3element position 4 0.079 0.989
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tion rates@Table III, Fig. 4~a!#. In trills with 10-ms element
repetition intervals, reverberation increased with element po-
sition within a trill whereas it did not in trills with intervals
of 40 and 90 ms, indicating that reverberation accumulated
over several elements only in the fast trills@Fig. 4~b!#. This
general pattern of reverberation also is reflected in the way it
accumulated over distance. Only in the 10-ms trills rever-
beration increased more with increasing distance in the latter
element positions than in the first element position. In trills
with slower element repetition rates, the different element
positions were not affected differently by reverberation at
different distances@Figs. 5~b! and ~c!#.

IV. DISCUSSION

A. General

The experiments show that trills over distance reverber-
ated differently depending on vegetation density, element
repetition rate within the trill, frequency, and transmission
transect within a given habitat. As predicted, they further
show that silences between elements at later positions within
trills with fast element repetition rates are most strongly af-
fected by reverberation, supporting the prediction that not
only element rate within trills but also that trill duration is

significantly affected by reverberation. The results further
contribute to the general understanding of effects of rever-
beration on the evolution of signal structure and signal per-
ception as effects of reverberation on trills had not been
quantified yet in perceptually relevant frequency bands.

B. Effects of trill structure and transmission distance
on reverberation in forests

The finding that trills with rapid element repetition rates
reverberate more severely at later positions within the trill
have important implications for understanding the evolution
of trill structures in animal signals. Trills are common in
orthopterans, anurans, and song birds and have been shown
to be functionally important in female choice. Moreover,
they are difficult to produce~Podos, 1997!, and thus are
likely to encode important information on a signaler’s qual-
ity. As accumulating reverberation within the same frequency
bands masks subsequent rapidly repeated elements with
similar frequency, as shown here, such trills are not suited
well for long-range communication in habitats with dense
vegetation. In fact, previous studies on birds have shown that
species in open habitats produce significantly faster trills
than do species in forests~Wiley, 1991!. Exceptions are Ken-
tucky warblers~Oporornis formosa!, a typical forest bird,
which produces similar elements at short repetition intervals
that are typical for open habitat species~Wiley and Godard,
1996!, and blue tits which produce song types with fast trills
regardless of vegetation density~Doutrelant et al., 1999;
Doutrelant and Lambrechts, 2001!.

Wiley and Godard pointed out that trills could have both
disadvantages and advantages for birds in forests—
disadvantages because of difficulties in detecting trills or dis-
criminating trill rates, advantages because of possibilities for
enhancing ranging by receivers. Both processes should be
affected by the length of the trill, because, as shown here,
reverberation increases with position in a trill. We can thus
predict that long trills would have nothing but disadvantages

FIG. 3. Reverberation index for the different element positions within the
trill in trills with element repetition rates of 10 ms broadcast in the decidu-
ous forest before foliage emerged~November!. Significant differences based
on pairwisepost hoctests are indicated by stars (** p,0.01).

TABLE II. ANOVA on reverberation in 10-ms trills over transmission dis-
tances up to 120 m in the deciduous forest without foliage~November!.

Source d.f. F ratio P

Distance 4 37.707 ,0.001
Frequency 2 8.044 ,0.001
Element position 2 4.238 0.019
Transect 1 0.001 0.980

Distance3frequency 8 5.201 ,0.001
Distance3element position 8 2.417 0.024
Distance3transect 4 4.546 0.003
Frequency3element position 4 0.643 0.634
Frequency3transect 2 7.810 0.001
Element position3transect 2 2.825 0.067

TABLE III. ANOVA on reverberation in trills with different element repeti-
tion intervals~10, 40, and 90 ms! over transmission distances up to 80 m in
the deciduous forest with foliage~July!.

Source d.f. F ratio P

Distance 3 477.109 ,0.001
Frequency 2 62.612 ,0.001
Element position 2 5.970 0.003
Trill rate 2 7.069 0.001
Transect 1 18.036 ,0.001

Distance3trill rate 4 10.711 ,0.001
Distance3frequency 6 52.204 ,0.001
Distance3element position 6 1.761 0.105
Distance3transect 3 17.444 ,0.001
Element position3trill rate 4 5.271 ,0.001
Element position3transect 2 5.819 0.003
Frequency3trill rate 4 4.995 0.001
Frequency3transect 2 3.73 0.025
Trill rate3transect 2 1.233 0.292
Element position3frequency 4 1.14 0.337
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for long-range communication in forests. Indeed few forest
birds have long trills in their long-range songs~Wiley, 1991!.
On the other hand, predictions about the advantages and dis-
advantages of short trills are more difficult to make. It will
thus be difficult to predict the optimal length for trills with-
out further study. The accumulation of reverberation is prob-
ably not linear but instead levels off after a certain number of
elements, which depends on element repetition rate. Further-
more, discrimination of trill rates and estimation of depth of
amplitude modulation probably varies in complex ways with
trill length. For ranging, a short trill might not accumulate
enough reverberation or might not provide a long enough
signal to estimate depth of amplitude modulation accurately.
A long trill might accumulate too much reverberation and
thus reduce the sensitivity of an estimate of amplitude modu-
lation. Resolving these issues will require study of percep-
tion as well as transmission of trills.

C. Effects of habitat and seasonal changes of the
acoustic environment on reverberation

Reverberation within fast trills accumulated with ele-
ment position in the forest under both acoustic condition, i.e.,
without foliage and with foliage. However, the effect of ele-
ment position became significant only after transmission dis-
tances of 120 m in the forest without foliage. When foliage
had emerged in the same forest, the effect of reverberation on
elements was stronger already at shorter distances. These
seasonal changes of reverberation within a forest need to be
considered when adaptations of signals to the acoustic con-
ditions of a habitat and when responses of receivers to such
degraded signals are studied. In particular the songs of year-
round resident species have evolved under selection of vary-

FIG. 5. Average reverberation indices at different distances for the different element positions within~a! trills with element repetition rate of 10 ms,~b! 40
ms, ~c! 90 ms broadcast in deciduous forest with foliage and~d! trills with element repetition rate of 10 ms broadcast in deciduous forest before foliage
emerged.

FIG. 4. Reverberation index for trills with different element repetition rates
broadcast in a deciduous forest with foliage~a! overall means for the trills
and~b! means separated by element positions within the trills with different
element repetition rates. Significant differences indicated in~a! are indicated
by stars (** p,0.01;*** p,0.001).
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ing acoustic conditions at different times of the year. As
males in resident species usually start advertising territories
before foliage has developed, these better acoustic conditions
even may be more important in the evolution of signal de-
sign than the less favorite conditions later in the season when
foliage has fully developed. There is evidence already that
birds adapt response criteria to such seasonal changes in the
acoustic conditions of their habitat. Carolina wrens showed
differences in assessed auditory distance of songs before and
after foliage had emerged even though songs were reverber-
ated at the same level~Naguib, 1996!. This experiment
shows that such seasonal changes in reverberation not only
are likely to influence signal structure but also the behavior
of receivers. The finding that even the minor effects of re-
verberation on trills in the open habitat did not accumulate
with distance or element position now provides a quantita-
tive background for understanding the evolution of frequent
use of fast long trills in song birds living in open habitats.

D. Effects of sound frequency on reverberation

In all habitats there was a strong interaction between
sound frequency and transmission distance on extent of re-
verberation. Interestingly, these effects were different in the
same forest with foliage than without foliage. Under both
conditions reverberation was similar at 1 kHz, indicating that
foliage in a forest with moderate vegetation density and with
little undergrowth does not much affect reverberation at this
frequency. Such an effect is expected as objects with sound
reflecting surfaces best reflect frequencies with wavelengths
smaller than the size of the object. A sound of 1 kHz has a
wavelength of 33 cm and leaves have considerably smaller
diameters of mostly less than 10 cm. In summer, foliage will
considerably increase the surface that reflect sounds of
higher frequencies, explaining the significantly stronger re-
verberation at higher frequencies compared to 1 kHz in the
forest with fully developed foliage and compared to higher
frequencies in the forest before foliage had emerged. Why
higher frequencies before foliage emerged showed less rever-
beration than did 1 kHz is more difficult to interpret. Possi-
bly reflection by the ground or additional defraction from
tree trunks may have resulted in stronger reverberation at 1
kHz compared to higher frequencies.

E. Conclusions

The synthesized trills consisting of frequency-
unmodulated elements allowed to separate effects of
frequency-dependent attenuation from reverberation. Such a
distinction is important when trying to understand how
sound degradation affects signal perception and the evolution
of signal design~Naguib and Wiley, 2001!. Although the
exact patterns of reverberation of trills will vary with habitat
and the exact propagation path, the principles of how trills
reverberate are likely to be a general characteristic of habi-
tats with multiple sound reflecting surfaces. This study illus-
trates that rapid repetitions of elements with the same fre-
quency suffer significantly more from reverberation than
slower repetitions and thus will decrease the probability of
signal detection and recognition. The data also show that it
does not suffice to measure the spacing of elements within a
trill in order to assess adaptations of signals to the acoustic
conditions of a habitat. Future studies need to consider also
the number of elements within a trills, as reverberation in-
creases within trills consisting of rapidly repeated elements
and thus will have different effects on trills with different
duration.
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FIG. 6. Reverberation indices for trills with element repetition rates of 10
ms synthesized at different frequencies and broadcast in~a! deciduous forest
before foliage emerged~November! and ~b! deciduous with foliage~July!.
Significant differences are indicated by stars (* p,0.01;** p,0.01;*** p
,0.001).
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